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Abstract Derry, Renkl, & Wortham, in press). Theecondaspect is
o . ) the focus of this studyMore specifically,this studyinves-
Research has shown that it is effective to coml@rample tigates one possibl@pproach tointegrating elements of

study and problem solving inthe initial acquisition of
cognitive skills. Present methods focombining these
learning modes are, however, statisxd donot support a
transition from example study in early stages skKill ac-

problem solving into example study. We propose thase
learning modes can be combined by successively introducing
more and more elements of problem solving example

quisition to later problemsolving. Against this back- study until learners aresolving the problems on their own.
ground, we propose a successiveegration ofproblem- This rationalecan also beused as avay to structure the
solving elements intoexample study until thdearners transition from studying examples in initial skdcquisition
solve problems on theiown (i.e., complete example® to problem solving in later phases of the learning process.
increasingly more incomplete examplé®s problemto-be- In the next section, the literatuvdth respect tothe issue
solved). We tested the effectiveness of such a fapioge- of combining example studgnd problem solving isdis-

dure against the traditional method eshploying example-  cyssed. Then we outline open questions and give preliminary

problem pairs. In dield experimentand in amore con-
trolled lab experiment, wiundthat the fading procedure
fosters learning, at least when near transfer performance is
considered. Moreover, thisffect is mediated by wer

answerghat were tested inwo studies, first in dield ex-
periment and then in a more controlled lab experiment.

number of errors under the fadigndition ascompared to
the example-problem condition.

Introduction

How to Combine Example Study and Problem
Solving? — State of the Art

Empirical evidence has shown that pure example stuely,
examples alone) isot aseffective aslearning fromexam-

Worked-out examples consist of a problem formulation,Ples in which elements of problem solvirge integrated.

solution stepsand the final solution itself.Research has There aretwo traditional ways to combine exampeudy

shown that learning from such examples is of major imporand problem solving: (1) Making the solutions exfamples

tance forthe initial acquisition of cognitiveskills in well-  incomplete and (2) employing example-problem pairs.

structured domainsuch as mathematics, physi@syd pro-

gramming (for an overview see VanLehn, 1996)aditition, ~Incomplete Examples

novicespreferthis learningmode,and they are right: It is  Some researchers argue that incomplete examples, which the

quite an effectiveway of learning. Studieperformed by learners have to complete, effectively supportadbquisition

Swellerandhis colleaguege.g., Sweller & Cooper, 1985; of cognitive skills (van Merriénboer, 1990; vierriénboer

for an overview seeSweller, vanMerriénboer, & Paas, & de Crook, 1992; Paas, 1992; Stark, 1999). S(a809)

1998) showedthat learning fromworked-outexamples can conducted aontrolled experimentlesigned toexamine the

be more effective than learning by problem solving. extent to which the insertion of “blankgito the solution
Although worked-out examples have significanadvan-  of examples—which, in a certagense,forced the learners

tages, their employment as a learning methodoldggs to determinehe next solution step on theswn—fostered

not, of course, guarant@dfective learning. First, theextent |earning. In his study, half of the participarstsidied in-

to which learners profit from the study of exampdiepends complete examples (experimental group), while thieer

on how well they explain the solutions of the examples thalf learned from complete examples (congmup). In the

themselves (Chi, Bassok, Lewis, Reimann, & Glaser, 198%xperimental group, portions of the examgteutions pre-

Renkl, 1997). Second, it is important how the learning masented to the participants were replaced by “question marks.”

terials (examples and problemae structuredcf. Atkinson,  The learners werehen asked toidentify whatsolution step



was missing.After doing that, or at least making the at- should be areffective mode ofnstruction. Specifically, the
tempt, the complete solution step wpesented sahat authors proposedthat initial problem solvingdifficulties
learners received feedback on the correctness of their anticipgrould motivate thdearners to procesthe examples that
tion. When compared to studying complete examples, Stafkllowed more deeply and, in particulanore focussedwith

found that incomplete exampldesteredthe quality ofself-
explanationsand, as a consequendhe transfer oflearned

respect to the specific difficulties the individual learrase
in solving such problems. In a comparisbetween pure

solution methods. The results of Stark’s study contrast withxample learningndlearning from problem-examplpairs

observations by Paas (1992), who did fired any difference
in performanceamong participantgpresentedwith either
incomplete or complete examples. However, thain pur-
pose of Paas’ study was not to investigate effects of
complete versus incomplete exampl&akentogether, the
results of Stark (1999) show that making exampiesm-
plete (at least) can support learning.

Example-Problem Pairs

Swellerandhis colleaguege.g., Sweller & Cooper1985)
have conducted several classic studies documetitangffec-

(domain: calculation of compourahdreal interest), it was
found that the combined learning method.e., problem-
example pairs) substantiallfpstered active examplepro-
cessing and, as a result, learning outcomes.

Takentogether, combiningpractice problemsand exam-
ples is obviously moreffective than exposingearners to
either of the twopure learning conditionghat is, either to
sets of practice problems or sets of examples.

Open Questions and Answers to be Validated
Although there can bdittle doubt on theeffectiveness of a

tiveness of learning from worked-out examples. However, isombined learning method, two questi@tdl remain open:

these studies the authors did iwomparepure learningfrom
examples (worked-out solutions only) witlure learning by
problem solving (problemdo-be-solvedonly). That is,
these empirical examinatiomd not examine the impact of
studying examples exclusively with solvimgactice prob-
lems only.Instead,the example condition usualtonsisted
of examples followed bysomorphic problemgo-be-solved
(example-problem pairs)Thus, thestudies of Sweller and
colleaguesmainly showedthat combined learningrom ex-
amplesand problems is moreeffective than learning by
solving problems.

Studies on learning fromnwvorked-outexamplesperformed
by otherresearcherdave focussed omure learningfrom
examples (e.g., Renkl, 1997). Explicit comparisbetveen
pure example learningnd learning fromexample-problem
pairs are, howeverare. Onesuch study waperformed by
Trafton and Reiser (1993), in which the authodesigned
two treatments, alternatirgndblocked: Participants in the
alternating conditiorwere exposed t®ix example-problem
pairs, where eaclexample wadollowed directly by aiso-
morphic problem, while participants in thdocked condi-
tion were exposed to the entire set of six exampbtdiswed
by the entire set of six practice problems. The autfansd
that, aspredicted, participants in thealternating-example
condition took less timend producednore accuratesolu-
tions on thetransferposttest than theicounterparts in the
blocked-examplecondition. Based onthese findings, the
authors asserted that “the most efficient way to presene-

(1) Are theremore effective ways of combiningexample
studyandproblem solving than presenting incomplete ex-
amples or pairs of examplesd problems? (2) What is a
sensible rationale for designing the transition friearning
from examples in initial stages of cognitive skitquisition

to problem solving in later stages?

Instructional models such a€ognitive Apprenticeship
(Collins, Brown, & Newman, 1989) propose a smotrtn-
sition from modeling toscaffoldedproblem solving tande-
pendentproblem solving in which instructional support
fades during the transition. The use of incomplete examples,
at least agealized inprevious studies, has nwotcorporated
such a dynamic fadingomponent. Talate, studies incorpo-
rating the "pairsarrangement” havalso notused a fading
component. In fact, these studies typically contabmupt
transitions from examples, as a type of modelintiepend-
ent problem solving. Against this background, it is sensible
to combine problem solvingndexample study in théol-
lowing way. First, a complete examplepgsesented (model).
Second, an example is given in which one sirggéution
step is omitted(scaffolded problem solving). Then, the
number of blanks isncreasedstep-by step until just the
problem formulation is left, that is, a probldeoibe-solved
(independent problem solving). In this way, a smooth transi-
tion from modeling (complete example) ovescaffolded
problem solving (incompletexample) toindependent prob-
lem solving is implemented. Thimtionale providegossi-
ble answers to the open questions outlined above.

rial to acquire a skill is to present an example, then a similar
problem to solve immediately following” (Trafton & Reiser,
1993, p. 1022).

In a recentstudy, Stark,Gruber, Renkl, and Mand! (in
press)examined whether thermight be another effective
variation of the traditional method of pairing examphath
practiceproblems.Based on astudy of learning diagnostic
strategies in medicine in which it wésund that it is more
effective to learrfrom a "cognitivemodel” (which can also
be regarded as kind of worded-outexample) after aimitial
problem solvingexperience (Grasel &andl, 1993), the
authorsarguedthat presentingractice problems firstfol-
lowed by isomorphic examples (problem-exampairs)

Experiment 1: Field Experiment

As a first test of our assumptions we conducted a small-scale
field experiment in which we tested whether a smooth transi-
tion from example study to problesolving (gradual inser-

tion of blanks into the solutions of examples) is meifec-

tive than learning by example-problem pairs as theyused

in many studies on learning from examples. As a method of
fading out the solution steps, wehoose to firstomit the

last solution step, then the last two stepsd finally all
three steps ("backward rationale").



Methods

Sample and Design Two ninth-gradeclassrooms from a
GermarHauptschulglowest track of the German thr&ack
system) participated ithis quasi-experiment. lioth class-
rooms, the samteacher (thirdauthor) conducted gohysics
lesson on electricitypased onfour examples/problems. In
one classroomn(= 20) afading procedurevasused and in
the other classroorm(= 15) traditionalexample-problem
pairswereemployed. Each example/problem involviuiee
solution steps. Across both conditions half of the stege
worked-out whereas the other half was to be generatads,
learners inboth conditionswererequired tosolve thesame
number of solution steps.

of an item, a maximum dhree points wasassigned. For
partly correct solutions partialcredit was dispensed. The
score was divided bthe theoreticamaximum score (12) so
that it representhe percentage opoints in relation toper-
fect performanceThe pretesthad a sufficient reliability
(Cronbach's Alpha: .87).

The posttestsonsisted ofsix problems. The founear-
transferproblemshad the same underlying structure (solu-
tion rationale) as the examplesd problemsemployed in
the learning phase budifferent surface features (covgtory,
numbers). Two problemeere classified as far transfer be-
causeboth theunderlying structurend the surface features
differed (e.g., "Tanja pays for her frig DM 40 per year. One
kWh costs DM 0.22. Whatowerdoesthe frig have if you

third author (a professiontgacher) conducted a 4%inute
lesson ineachclassroom. Both groupsorked onfour ex-

on a posttest problem, which alwaypsludedthreesolution
steps,threepoints were dispensedartial credit was given

amples/problems in which the cost for running a variety ofor partly correctsolutions (1 or 2 points). Thscores for

electric devices for a certatime had to be determine@.g.,

both scales were finally divided by the theoretiwaximum

"A aluminum factory has a big melting furnace which is rurScore (12 or 6 respectively) shat theyrepresentethe per-

with 1000 V. A power of 20 A has to flow through the-
nace in order to melt aluminum. Whadesthe factory have

centage of points in relation fmerfect performance. We ob-
tained sufficient reliabilities (Cronbach's Alphas) fdroth

to pay per month when the furnace always runs and the kwapsttest scales: .85 for near transfer and .60 for far transfer.

costs DM 0.22?"). Although the examples/problewere
printed onwork sheets, the problem formulation efch
example/problem was read aloud by one of the studiemts

Results
Table 1 shows the meansd standardeviations of the two

the class. Following the reading of the problem formulationexperimental groups on the pretast the posttestscores.

the studentsvere permitted to ask clarifying questions (of
course, no questions on the solutidyéfore working indi-
vidually on the example or problem. At tead ofeach in-
complete example or problem, the complstdution was

Both groupsshowed almost identical pretestperformance
(t(33) = 0.01;p > .10). Hence, there was na priori differ-
ence between groups with respect to prior knowledge.

presented on an overhefmdnsparency and, if necessary, the Table 1: Group means (standard deviations in brackets) of

students corrected or supplementieeir solutions. Then the
teacher proceeded to the next example/problem.

In the fading classroom, théeacher presentdtie instruc-
tion in the followingorder: (1) a complete example, (2) an
example with the last solution step left o(®) an example
with the last two steps omitted, and (4) a problehere all
threestepswere missing. In theexample-problem group in
contrast, a complete example was presented twmehtime
it was followed by a corresponding problem.

Procedure. The overallprocedurewas identical inboth

classroomsBasic knowledge othe conceptsand rules of

electricity wasintroduced inthe context ofregular instruc-
tion followed by apretest thatappedinto prior knowledge

with respect to the ability to apply tlabstract rules to do-
main problems. Two days later, the school lessonshiich

the experimental variatiotook place were conducted. Fi-
nally, after additionaltwo days, the studentworked on a
posttest.

Instruments. The pretestonsisted of four problenmfsom
the physicsdomain of electricitythat were structurally
equivalent tothe problems in the posttest (e.gThe elec-
tronic motor of anelectroniclocomotive is supplied by a
voltage of 0.6 kV. In thaverage, a current of 18 A flows
through the motor. What does an eight-hour trip fisttt-
gart to Hamburg cost when you assume that Geeman
Railwaypays DM 0.12 per kWh?"). For ttearrectsolution

pretest and posttest scores.

Fading Example-
problem pairs

23.96 (29.02)

Pretest 24.06 (28.12)

Posttest: near
transfer

Posttest: far
transfer

79.38 (27.42)  62.22 (24.82)

36.25 (37.29)  21.11 (27.61)

With respect to treatment effects we descriptivaijained
higher means in the fading group for baikarandfar trans-
fer. Comparisondetweenthe experimental conditions by
means of an ANCOVA (controlling for prioknowledge)
yielded asignificant differencefor near transfeperformance
(F(1,32) = 4.44p < .05). The grouglifference in fatrans-
fer performance failed to readhe level of significance
(F(1,32) = 2.28p > .10). Thus, thdading procedure clearly
fostered near transfer performance. We oan, however,
claim that this is also true for far transfer performance.

Discussion

We obtained gositive effect of our fading procedurewith
respect to near transfer performandée far transferper-
formancewas also superior in thiading group, but not at
the level of statistical significanceBefore theorizing on



possible reasons for potential differential effects offéang
procedure on neand far transfer, we should wa#nd see
whether the respective finding can be replicated.

developedpictures, what is the probability that it will be
flawless?"). The examples/problemgere displayed in a
step-by-stepprocedure. Onthe first page of anexam-

A replication is necessary because a field study such as thke/problem, the problem givengere displayedThe learn-
present one always has some factors that might diminish tlees couldreadthem andthen go to the nexpage where a

internal validity of the findings. For example, thkeacher

first solution step was presented or tbarners wereequired

that conductedhe instruction in both classrooms was notto determine &olution step on their ow(or at least to at-

"blind" with respect tothe experimental expectations. Fur-

thermore, the present investigation was "merelyfuasi-

tempt it). After inspecting or determining this solution step,
the participantproceeded tahe following page where the

experiment (norandomassignment of participants to the next solution step waadded omrequired, and s@n. When

experimental conditions). Henceéhe conditions in both
classrooms might ndtave beerotally identical except for
the independent variable (fading. example-problem pairs).
Finally, nodata onpossibleprocesseshat mediatethe ef-
fects of thefading procedure orthe learning outcomesere
recorded. These issues were addressed in Experiment 2.

Experiment 2: Lab Experiment

In order to conceptually replicate the results of prexeding
field experimentundermore controllecconditions, weran a
lab experiment. We alstested forone possiblemediating
mechanism that may explain theffect found in Experi-
ment 1.

As outlined above, therare quite abrupt changesith re-
spect to thedemands placed othe learners inthe example-
problem conditionsAfter a first example, thdearnershave
to solve a whole problem totally on their own. In thding
procedurethe first problem solvingdemand is to generate
just a single stepand the demands ar@nly gradually in-
creased. Against this background, we expect thatetiraers
will makefewer errors duringearning in thefading condi-

the whole solution of a problem wasesented orequired,

the nextpage containedhe first page of a newexam-
ple/problem until the lesson wasmpleted. In thecase of
omitted solution steps, the learners had to type in a solution
attempt.Hence,the correctness ofthe problem solving at-
temptscould be determinedNote that thecorrectstep was
always displayed when the learners went to the page so
that there wasfeedback onthe correctness othe learners’
problem solving attempts.

On the whole,there were two sets of four probability
tasks. Each set consisted of four tasks with the samer-
lying structure (solutiorrationale)but different surfacefea-
tures (cover stories, numbers). In flading group, the first
task was a completelworked-outexample. In thesecond
task, the first solution step was omitted. In the third task the
first two steps were omitte@iforward rationale" ofomitting
solution steps). The fourth task was essentiallyr@blem-
solving task (allthreestepsweremissing). In theexample-
problem group, two such pairs (i.example-problemjvere
presented.

tion. In theexample-problem condition, in contrast, we ex-Procedure. The participants worked in group sessions last-

pect a relatively high number efrors duringearning that

ing about 90 minutes. Thayorkedindividually in front of

may preventapid learning progress. This assumption was? computer. First, a pretest on prigrowledge in probabil-

tested in Experiment 2.

In order to see whethdhe effects ofthe fading procedure
are robust against variations in itencreteimplementation,
we did not use a "backward", but a "forward rationalethiis

ity calculation waspresented. Inorder to provide or
re-activatebasicknowledgethat allowed the participants to
understand the worked-out examples, an instructional text on
basic principles of probability calculation was given to the

study. This means that firstly the first step was omittedparticipants. After reading this instructional text, freetici-

then the first two steps, and finally all three steps.

Methods
Sample and Design The participants of this studyere

54 students of psychology (Mississippi State University)

They wererandomly assigned tthe fading or tothe exam-
ple-problem condition, respectivelp € 27 in eactgroup).

pantswere tostudy theworked-outexamplesand problems
provided bythe computer program. In this phase, the ex-
perimental variation took pladgading vs. example-problem
pairs). The time spent for learning was recordedally, the
participants worked on a posttest

Instruments. A pretestwas employed inorder to assess

As with our field experiment, the number of unsolved soluprior knowledge. It consisted of nine relatively simpl@b-

tion steps was held constant across both conditions.

Learning Environment. A computer-basetkarningpro-
gram wasemployedthat had beenoriginally developed by
Renkl (1997), modified by Stark (1999ndfinally adapted
to the presenneeds bythe secondauthor. It presented
worked-out examplesand problems from the domain of
probability (e.g., "Jonathan hascentlybought a newcam-
era. Independently of eacbther hefrequently makes two
errors when he takes a picture. He managdduothe im-
age in 40% of his photog@=2/5)and heforgets toactivate
the flash in 10% of the photdp=1/10) sothat thepictures

lems involving probability calculatioe.g., 'When rolling
a 6-sided die what is the probability that 2" or '4' will ap-
pear?™). For each correct solution, one point was dispensed
(no partial credit). The overall score was divided by ttieeo-
retical maximum score (9) sahat it representshe percent-
age of points in relation to perfect performance. aliained
a sufficient reliability of .73 (Cronbach's Alpha).

The learning outcomewere assessed by posttestthat
includedthirteen problemsBesidesone verysimple warm-
up problem, which was ignored for furthemalysis, we em-
ployed sixnear transfeitems andsix far transferitems. As
compared to the examples/problems studied dutiedearn-

end uptoo dark. If you randomly choose one of Jonathan'sing phase, theear transfeproblemshadthe sameunderly-



ing structure (solution rationale) but different surféestures
(cover story, numbers; e.g., "Whilpreparing a batch of
rolls at the local bakery, theaker'sassistant forgot to add
salt to 30% of the roll@nd,independent othis event, he
burned 40% of the rolls. If the head baker arrivegxamine
the quality of his assistant’'s work byndomlytesting a
roll, what is the probability that it isdible;that is, that it
has the right amount of sadhd isnot burned?").Far trans-
fer problemsdiffered with respect toboth structureand sur-

comparisons between the experimental conditions that
yielded asignificant differencefor near transfeperformance
(F(1,51) = 4.58p < .05), but not for far transfeF (< 1). A
third ANOCA revealedthat there wasalso a significantlif-
ferencebetweengroups withrespect tothe proportion of
correct solution step$(1,51) = 7.62p < .05).

In order totest the mediation hypothesis thatling fos-
ters learning outcomes (at leastar transfer) becausdess
errors occur duringearning, anadditional ANOCA for near

face features (e.g., "When driving to work, Mrs. Fast has ttransfer performanceas performed inwhich the proportion

pass the sameaffic light twice—once inthe morning and

of correct solution steps was included as covariasgdition

once in the evening. It is green in 70% of the cases. What i prior knowledge. The mediatidmypothesiswould have
the probability that she can pass through a green light in theeen confirmed if the grougffect (more orless totally)dis-

morning but has to stop in the evening?").

For the totallycorrectsolution on a posttest problem,
which alwaysincluded three solution steps,three points
were dispensedartial credit was providedfor partially cor-
rect solutions (1 or 2 points). Thscores forboth scales
werefinally divided bythe theoreticamaximumscore (18)
so that they represent tipercentage opoints in relation to
perfect performance. We obtainesufficient reliabilities
(Cronbach's Alphas) for both posttest scal@4: for near
transfer and .75 for far transfer.

Results

Table 2 shows the meaasdthe standarddeviations of the
two experimental groups for the pretest (phoowledge),
the time spent for studying the examplasd problems
(learningtime), the proportion ofcorrect solutions steps
generatedduring learning, and posttest performancewith
regard to near transfer and to far transfer. The siffdtence
betweenthe pretest scores ifavor of the example-problem
group was not statistically significant(§2) =-0.49; p >
.10). Hence,the groupswere a priori comparablewith re-
spect to prior knowledge. In additiotihe learning time did
not significantlydiffer betweengroups {(52) =0.28; p >
.10). Thus, possible grougtifferenceswith respect tolearn-
ing could not be simply attributed to time-on-task.

appeared inthis case(cf. Baron & Kenny, 1986). This
proved to be true. ThE-value forthe groupeffectwas not
only smaller than 1, but was a negligible size of 0.23.

Discussion

In the present lab experiment, we conceptuadplicated the
effectiveness obur fading procedurefor near transfer. Both
studies alsoyielded consistent results withrespect to far
transfer: No significaneffectwas found. Weobtained these
converging resulteventhough the present studynd our
first investigation differed with respect to the typdesrners
("low-track" studentsvs. university students), thlearning
domain (physics/electricitys. mathematics/probabilitgal-
culation), the learning setting (school less@ computer-
based learning in the lab), and the kind of fadingweorked-
out solution steps ("backward" vs. "forward"). Wierpreted
the stability of the findingslespitethese verydifferent con-

text conditions as an indicator that our fading procedure has a

reliable effect.

Something that welid not expect inadvance isthat the
effect of fading is restricted toeartransfer.This differential
effectiveness of the fading procedumay have something to
do with the mediating mechanism that wdeantified in this
study (amount oferrors duringlearning). Theanalyses
showed that the effect on near transfer is more ortteally

mediated by the amount of errors committed during learning.

Table 2: Group means (standard deviations in brackets) ofAlthough wedid not directly assess self-explanatiorthis
the pretest, the learning time (min.), the correctness of soluesult suggests that thiading proceduredid not enhance

tion steps during learning (in %), and the posttest.

Fading Example-
problem pairs

58.85 (25.93)

Pretest 55.56 (23.67)

Learning time 31.15 (10.83) 30.37 (19.41)
Correctness of

solution steps

Posttest: near
transfer

Posttest: far
transfer

66.42 (31.61)  51.81 (33.13)

53.91 (32.24)  43.83 (35.35)

38.68 (25.25)  43.42 (24.60)

learning outcomes via fostering self-explanation quality.
This also helps to explain thdifferential effectiveness of
fading. For far transfer performandg@.g., Renkl, 1997; see
also Atkinson et al., in press), it is epecial importance

that the learners explain to themselves the rationale of solu-

tion steps in aractive way so that thepecomeaware of
how domain principlegan be applied in a domaamd how
certaingoalscan beachieved bycertain operators. lother
words, reflection about the mogeneral aspects afpecific
problem solutions imecessary fofar transfer. However,
this process was obviously nelicited by the fading proce-
dure. "Error-avoiding" instructional procedures sucibasct
Instruction ordrill-and-practicetutorials are known to effec-
tively foster "low-level" level learning (near transfer). As our
fading procedure is a method of avoiding errors dueagm-

With respect to treatment effects, we descriptively obing, it is understandable why it fosters "merefyar transfer
tained substantially higher means in the fading group for thgerformance.

proportion of correct solution steps and faartransfer. We
used an ANCOVA (controlling for prior knowledge) toake



General Discussion
In the present study, the effectiveness of fading rationale

Collins, A., Brown, J. S., &Newman, S. E. (1989). Cog-
nitive apprenticeship: Teaching teeafts of reading, writ-

for designing the transition from example study to problem N9, andmathematics. In L. B. Resnick (Edinowing,

solving hasbeenaffirmed in anhighly ecologically valid

field experiment as well as in well-controlled lab study.
Thus, we haverovidedstrong evidencethat afading proce-
dureactually fosterseartransfer. Nevertheless, themee at
leastthreeimportant questions left that should bddressed
in further research:

(1) The resultsndicatethat theeffects of fading are more
or less totallymediated bythe low amount o&rrors during
learningand not by theway in which the examplewere
processedself-explanations). lrorder toobtain moredirect

evidencefor this interpretation self-explanations should be

assessed in a subsequshidy onfading in example-based
learning. In such a study, the mediatigffectinvolving the
amount of errors should breplicatedand it should betested
whether there are, as expected,difterenceswith respect to
self-explanations.
(2) In the effort to successivelpptimize learningfrom

worked-outexamples, another issuelated to self-explana-
tions should be addressed. If ittisie, asarguedabove, that

learning, and instructionHillsdale, NJ: Erlbaum.

Grasel,C., & Mandl, H. (1993).Forderungdes Erwerbs
diagnostischer Strategien in fallbasierten Lernumgebungen
[Promoting the acquisition of diagnostic strategiesase-
based learning environments].Unterrichtswissenschaft,
21,355 - 369.

Paas, F. (1992). Trainingfrategies for attainingransfer of
problem-solving skill in statistics: A cognitiviead ap-
proach.Journal of Educational Psychology, ,8429-434.

Renkl, A. (1997).Learning fromworked-outexamples: A
study on individualdifferences.Cognitive Science, 21

Renkl, A., Stark, R.,Gruber,H., & Mandl, H. (1998).
Learning from worked-out examples: Teects of exam-
ple variability and elicited self-explanationsContempo-
rary Educational Psychology, 290-108.

Stark, R. (1999)Lernen mit Ldsungsbeispielen. Einflu3
unvollstandigerLdsungsbeispielauf Beispielelaboration,
Motivation und Lernerfolg[Learning by worked-out ex-

the quality of self-explanations is especially important for @mples. The impact of incomplete examplesesxample

far transfer, it should beested whether @ombination of
fading and self-explanation training—such as the alevel-
oped andevaluated byRenkl, Stark,Gruber, and Mandl
(1998) —can facilitatbothnear and far transfer learning.

(3) We employed two ways of fading owbrked-outsolu-
tion steps, a backward and forward procedureth&scontext
conditions in our two studiegried substantially, wecould
not comparethe relativeeffectiveness othese twoproce-
dures. In addition, imay well be that otheprocedures are
even more effectiveFor example, oneould first omit the
solution step that is the easiest one for ldaners todeter-
mine, then thesecondeasiest oneand soon. Systematic
experimentation on this issue gecessary irorder to get
information onwhetherdifferent ways of fading have sub-
stantially different effects and, #o, whichway of fading is
the ideal one.

Taken together, this contribution hpovidedstrong evi-
dencefor the effectiveness obur "new" rationale for the
integration of example study and problem solviHgwever,
in order for us todeeply understanthe waythis works and
to optimize the employment of this rationafarther ex-
periments are necessary.
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