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ABSTRACT OF THE DISSERTATION

Dual Reconfigurable Exoskeleton Hand System with Opposable Thumbs

by

Peter Walker Ferguson

Doctor of Philosophy in Mechanical Engineering

University of California, Los Angeles, 2022

Professor Jacob Rosen, Chair

Between a global pandemic, aging population, and labor shortages, there is an ongoing spike

in the demand for healthcare that cannot be satisfied with traditional methods and the hu-

man workforce. Robotic technology offers a solution to this dilemma; applying robotics to

healthcare is an active area of research that has begun to be widely commercialized. While

there are many potential avenues for robots to improve health and well-being, my research

has focused on two areas in particular: the development of robotic hand exoskeletons for

rehabilitation and the enhancement of robotic surgery via automation and sensor develop-

ment.

Exoskeletons have been shown to be effective for use in physical rehabilitation of numerous

conditions including spinal cord injury and stroke. However, at present, the huge majority

of exoskeleton systems are constructed for only the arm (from shoulder to wrist), back,

lower limbs, or hands. Few systems have been developed that combine both full arm and

hand systems, and those that do generally have limited actuation of the hand. This is

partly because the mechanical complexity of the hand requires rigid hand exoskeletons to be

complex and bulky if they are able to control many of the important degrees of freedom. This
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bulk and complexity makes the hand systems challenging to successfully integrate onto the

distal end of an arm exoskeleton. However, there is significant demand for combined arm and

hand rehabilitation exoskeletons because many activities of daily living, that physical therapy

focuses on retraining, require reaching and grasping together. The overarching goals of this

research are to develop a novel hand exoskeleton, experimentally evaluate its capabilities in

preparation for application to stroke rehabilitation, and integrate it on the existing EXO-

UL8 and concurrently developed BLUE SABINO upper limb exoskeleton systems. Chapter

1 provides an introduction on hand exoskeleton systems, with a focus on those designed for

rehabilitation.

My work on hand exoskeletons started by inheriting a hand exoskeleton mechanical design

from Brando Dimapasoc, a graduating Master’s Degree student, that was developed as part of

NSF Award #1532239. The system was intended to be attached to the EXO-UL8 and BLUE

SABINO arm exoskeletons, had six active and six passive degrees of freedom, had three

reconfigurable linkages to control the thumb and two groupings of fingers, used a bowden

cable transmission system to enable remote placement of actuators, and was optimized to

fit 90% of the general population. However, the design had only been tested as a 3D-printed

prototype in a modified and simplified form. Further, the necessary electronic hardware

(other than motor and sensor selection) and control software had not been started. Thus, the

first stage of my research was to bring this first-generation hand exoskeleton to a functional

state. This involved the mechanical assembly, the electrical design and assembly, and the

software and control development of the system. Through testing, it was determined that a

significant number of improvements must be made to the system in order for it to be suitable

for use. Details of this work are contained in Chapter 2.

With the lessons learned from development and testing of the first-generation hand ex-

oskeleton, the next stage of my research involved the nearly complete redesign of the system

in order to create the second-generation hand exoskeleton named the “Opposable-Thumb

Hand Exoskeleton for Rehabilitation” or “OTHER Hand”. As the name implies, the system
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is designed to control opposition/reposition of the thumb in addition to the flexion/extension

of each digit. This is a notable feature, not only because of the importance of opposi-

tion/reposition in many grasping tasks, but also because only a handful of exoskeletons in

the literature control this motion. The OTHER Hand shares a number of features with the

first-generation system, though the execution of each is different. It attaches to both the

EXO-UL8 and BLUE SABINO arm exoskeletons, is actuated using a Bowden Cable trans-

mission such that the motor pack can be located remotely, has three reconfigurable linkages

to control the thumb and two groupings of fingers in order to enable nearly all grasps, and is

optimized to fit 90% of the population. The system has six active and eight passive degrees

of freedom per hand. Chapter 3 documents the design of the OTHER Hand.

Due to the numerous novel design choices made for the OTHER Hand, combined with the

mechanical complexity of the hand in general, and thumb in particular, it is not feasible to

know with certainty the types of grasps that can be actuated in the exoskeleton for the wide

range of hand shapes and sizes. As such, it is necessary to validate the design of the OTHER

Hand through testing with a group of subjects. This was accomplished through adaptation

of the Anthropomorphic Hand Assessment Protocol for use with an exoskeleton to test the

ability of thirteen subjects to grasp and manipulate 25 objects of the Yale-Carnegie Mellon-

Berkeley Object Set using eight prehensile grasps and two non-prehensile hand postures.

Additionally, the OTHER Hand was mounted on the EXO-UL8, and both systems were

manually controlled to verify compatibility, workspace, and ability to bi-manually grasp a

sample object. Chapter 4 presents the testing protocol and results.

While exoskeletons for rehabilitation is an increasingly popular research area, robotic

surgical platforms already have widespread commercial use and profound effects on clinical

outcomes. Classically, these systems are controlled directly by a surgeon at a console in the

same or adjacent room. They can augment the senses and movement precision of the surgeon

during open or laparoscopic surgery in order to enhance the surgeon’s skills. However,

surgeons commonly work exceptionally long hours in an environment where a single mistake
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can be fatal. Additionally, certain surgical subtasks are time-consuming, repetitive, and

common to many different operations. Automating these subtasks has the potential to reduce

the burden on surgeons while standardizing outcomes. Automation of one such subtask, soft

tissue manipulation, is described in Chapter 5.

Cataract surgery ranks among the most common operating room procedures worldwide.

The aim of the surgery is to replace the clouded biological lens with a clear synthetic lens.

Despite the prevalence, this operation is currently performed manually by a surgeon, and

generally is fast, standardized, and safe. However, the human body is notably non-optimal

for performing cataract surgery due to the transparency and fragility of the tissues of the eye.

In order to remove the lens, it is standard to break it apart with phacoemulsification, use an

irrigation/aspiration handpiece to aspirate the lens material, and then polish any remaining

lens material from the capsular bag. Unfortunately, the back of this bag, the posterior

capsule, is transparent, mere microns thin, and easily ruptured from contact, ultrasound

energy, or pressure. Rupturing the posterior capsule causes the vitreous of the inner eye

to spill out, resulting in critical failure of the surgery. Additional information about the

location of the tool tip within the eye could be used to reduce the risk of such a failure. To

this end, a proof-of-concept modification of a tool to add bioelectrical impedance sensing and

tissue classification was developed and tested on porcine eyes. This research is summarized

in Chapter 6.
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CHAPTER 1

Hand Exoskeleton Background

The following chapter is largely excerpted from the book chapter: “Hand Exoskeleton

Systems–Overview” published in Wearable Robotics: Systems and Applications [1].

1.1 The Need for Hand Exoskeletons

Since the creation of the MIT-Manus [2], robots used for rehabilitation of various physical

conditions have widely been shown to be comparable to, and sometimes superior to, human

physical therapists. These robots are used to replicate the physical therapy effort of one

or more human therapists by applying forces/torques at different points along the body to

stretch, passively move, assist in movement, or resist in the movement of targeted joints.

There are, however, several important differences between physical therapy provided by a

human and that provided by a robot. Whereas a human physical therapist cannot replicate

the exact same motion repeatedly and will eventually tire, the robot can repeat motions

precisely and indefinitely as long as power is provided. Additionally, a robot is capable of

quantifying and recording information that may be relevant to guiding future therapy, such

as but not limited to interaction forces and joint angles. Further, a robot can be designed

to physically interact with the patient at more points than is possible for a single physical

therapist, and therefore more completely guide movements. Challenges remain, though, in

the mechanical design of said robots and in determining how they should be controlled to

perform the most useful rehabilitation.
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The first rehabilitation robots were built as “end-effector” type systems. An end-effector

type rehabilitation robot is one that is grounded externally to the human body, and only

interacts with the patient at the end-effector. These have been shown to be useful in re-

habilitation of certain movements, but they have a major drawback. Namely, end-effector

type systems control the configuration of the point where they attach, but do not specify the

human joint angles that result in said configuration. As such, they can only provide limited,

if any, assistance to specific joints. Additionally, in the context of hand rehabilitation robots,

end-effector type systems generally require the arm to remain largely stationary and block

the hand from being used to grasp physical objects.

The alternative is the “exoskeleton” type robot. Exoskeleton robots are characterized

by attaching to and interacting with the user at multiple points. Oftentimes, they are

constructed such that the motions of the robot will cause controlled motions of specific

joints, and thus they are capable of assisting said joints in a more controlled manner than

end-effector systems. With regards to hand exoskeletons, they are commonly designed to be

grounded to (that is, the origin of each linkage is located at) the dorsum of the hand and

leave the palm as unobstructed as possible. Therefore, the user can move their arm while

wearing the system, and can grasp physical objects. The challenge of hand exoskeleton

systems is in their compactness and complexity. Even simplified models of the human hand

contain at least 21 Degrees Of Freedom (DoFs). Actuating all of these DoFs generally results

in a bulky and overly complex system. As such, many different hand exoskeleton systems

controlling different groups of DoFs using different mechanisms have been designed. The

remainder of this chapter provides a general overview of the mechanisms, transmissions,

actuators, sensors, and controls used in hand exoskeletons as well as a brief discussion of

rehabilitation hand exoskeletons, and is excerpted from [1].

Fig. 1.1 provides a chronological overview of the characteristics of 40 hand exoskeletons

found in the literature. The Y-axis categorizes systems by the number of independent active

DoFs. Mechanically coupled DoFs are commonly found in hand exoskeleton systems and
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Figure 1.1: A graphic summary of hand exoskeletons in the literature [1].
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Figure 1.2: A simplified model of the hand. Bones are indicated by green, and joints in blue
[1].

are indicated by thin lines between coupled DoFs. Note that only those shaded in green are

systems designed for use in rehabilitation.

1.2 Mechanism

1.2.1 Degrees-of-Freedom

A simplified model of the hand that is commonly used for discussion of hand exoskeletons

in shown in Fig. 1.2. Each of the four fingers, namely the index, middle, ring, and pinky

fingers, are widely agreed upon to contain four DoFs. At the knuckle, or MetaCarpoPha-

langeal (MCP) joint, each of the four fingers is capable of Flexion/Extension (F/E) as well

as Abduction/Adduction (A/A). The four fingers are capable of two additional F/E motions
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each, at their respective Proximal InterPhalangeal (PIP) and Distal InterPhalangeal (DIP)

joints.

The thumb is generally regarded as a more complex mechanism than the other digits,

and kinematic models for its motion are still being refined [3]. Nonetheless, the prevailing

model consists of five rotation axes [4], [5]. The CarpoMetaCarpal (CMC) and MCP joints

of the thumb are each considered to be capable of F/E and A/A, whereas the InTerPha-

langeal (ITP) joint is capable only of F/E. However, it should be noted that one of the most

important movements of the thumb is that of Opposition/Resposition (O/R). O/R consists

of rotation of the plane of F/E of the thumb about an axis through the CMC such that the

finger pad of the thumb can touch that of the fingers. This motion occurs as a combination

of the CMC and MCP joints of the thumb. The F/E and A/A motions of these joints consist

of rotations about non-perpendicular and non-intersecting axes at each joint, which together

can create the rotation of the thumb about it’s long axis necessary for O/R [6], [7].

In total, there are 21 DoFs in this simplified model of the hand that ignores motion of

the four finger metacarpals. Given the compact size of the hand, the required ability of the

exoskeleton to rotate about hand joints without physically overlapping said joints, actuator

size and mass, and increasing complexity of intent estimation and control algorithms with

more DoFs, it is frequently impractical to actively control every joint. Instead, it is common

practice to include passive DoFs. As such, it is necessary when designing a hand exoskeleton

to identify which motions must be actuated and which can be left passive. This choice

depends largely on application, however even within applications there is not a unanimous

consensus as can be seen in the varying designs shown in Fig. 1.1.

In addition to passive joints, most hand exoskeletons also feature either underactuated

or coupled joints. This occurs when multiple DoFs are actuated by a single actuator. In

hand exoskeletons, this commonly occurs in three ways. The first consists of placing rigid

connections between fingers at specific attachment locations such that separate fingers move

together. The second method requires a differential or some other mechanism such that
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multiple DoFs are driven by a single actuator but without a set ratio between joint angles

velocities. This method enables some devices to conform grasp shape to a variety of different

objects even with a single actuator. These first two methods are indicated on Fig. 1.1 by

thin lines between DoFs. The final method involves the use of gears, pulleys, or links such

that separate DoFs actuate together with a fixed ratio of joint angle velocities. This last

method is frequently used to control multiple F/E DoFs with a single actuator, and is not

indicated in Fig. 1.1.

1.2.2 Topology

Various studies have classified the topology of hand exoskeleton mechanisms in different

ways [8], [9]. This study attempts to classify topology by categorizing as matched axes,

remote center of motion, redundant linkage, base-to-distal, or compliant. Similar categories

have been proposed in the literature, although terminology differs. Fig. 1.3 contains example

diagrams of each category.

In order for a hand exoskeleton properly control desired DoFs of the digits of the hand,

it is necessary for actuation of the exoskeleton joints to cause predictable rotations of the

joints of the human hand.

The most direct way to cause hand exoskeleton motion to predictably control DoFs of

the hand is to place the axis of rotation of the exoskeleton joint coincident with that of

the human joint as shown in Fig. 1.3a. Exoskeletons that do so are referred to here as

matched axes exoskeletons. Although such a topology may initially present as simple, they

are in practice difficult to achieve as placing the exoskeleton F/E joints coincident to those

of the fingers requires the structure of the exoskeleton to be laterally adjacent to said fingers.

Given that many grasps place the fingers in contact with each other, this topology is usually

not feasible for multiple finger systems. It should be noted that in all systems studied A/A

motions were achieved with a matched axes topology.
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Figure 1.3: Example schematics of hand exoskeletons in each category. a) Matched axes, b)
remote center of motion, c) redundant linkage, d) base-to-distal, and e) compliant [1].

An alternative method is for the mechanism of the exoskeleton to cause each link to rotate

about remote centers of motion aligned with those of the finger joints as shown in Fig. 1.3b.

There are several possible mechanisms to do this, and the problem has been analyzed in

[10]. For hand exoskeletons, common mechanisms in this category include parallelogram

mechanisms and circular-prismatic joints. These mechanisms can be low-profile depending

on design. Exoskeletons that feature this topology generally connect to the segments of

the hand immediately proximal and distal to each joint such that each exoskeleton joint is

coupled to a biological joint.

A redundant linkage topology is another option to couple motion of a specific exoskeleton

joint to a single hand joint. These systems also attach to the digit before and after each

actuated hand joint, but feature additional linkages and joints between each attachment

point as shown in Fig. 1.3c. These extra joints and linkages serve to turn the combined
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digit-exoskeleton system between adjacent attachment points into four-bar or other mecha-

nisms with well-defined relations between exoskeleton and hand joint motions. The resulting

mechanism is typically slightly larger than those that use a remote center of motion topology.

Base-to-distal topology exoskeletons relax the recommendation of coupling specific ex-

oskeleton joints to specific hand joints. Instead, these systems connect a serial linkage from

the exoskeleton base, typically the dorsum, to distal to the last actuated joint as shown in

Fig. 1.3d. The connecting serial linkage effectively actuates the entire digit together, as

opposed to at each joint. Although there is some variability between individuals, it has

been shown that F/E of the PIP and DIP joints are in general coupled [11], and multi-

ple studies have reported accurate estimation of finger joint angles based on this coupling.

Foremost among the advantages of this topology are simplified design and the removal of

required adjustment mechanisms for varying user digit segment lengths with proper selection

of link lengths. However, this comes at the costs of larger mechanism size and, despite joint

coupling, reduced controllability of the hand.

Compliant topology exoskeletons can appear similar to gloves, and do away with rigid

joints altogether as shown in Fig. 1.3e. The actuation method or transmission is built into

the exoskeleton such that there is minimal rigid structure. The structure of the exoskeleton

bends with the actuated digits. These exoskeletons bring all the advantages and challenges

of soft robots. Extra care must be taken such that forces are not applied inappropriately, as

there are not rigid joints to guide torques and forces and thus the user’s skeleton becomes

the guiding structure.

A common requirement for the topologies of nearly all hand exoskeletons is an open palm.

The purpose of this requirement is threefold. First, occupying the palm with the mechanism

prevents grasp of, and interaction with, most objects. Second, placing the mechanism on

the palm prevents full closure of the hand. Lastly, the ability to obtain tactile feedback is

an instrumental part of the human hand. Any obstruction of the palmar side of the hand

will reduce this ability, and thus have a negative impact on the user.
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1.3 Actuation

All active exoskeleton systems, by definition, require at least one actuator. Requirements

for these actuators differ by system and application, but common desirable characteristics

are high force/torque, high actuation bandwidth, low mass, backdrivability, and easy and

precise control. Figure 1.1 includes information on actuation method for each exoskeleton.

1.3.1 Electric Motors

Electric motors are the most common actuator used, and come in several varieties. While

standard rotary motors make up the bulk of these systems, a significant number also use

linear actuators. Electric motors provide the notable advantages of easy, precise, and high

bandwidth actuation, but they in general have a lower power to mass ratio than their main

competitor. Torque for electric motors can be easily increased, but at the expense of speed.

1.3.2 Pneumatic Actuators

Pneumatic actuators account for nearly all other hand exoskeleton systems. Different

systems have incorporated pneumatics in different methods, including pneumatic cylinders,

pneumatic muscle actuators, and soft elastomeric actuators. Pneumatics are characterized

by high power to mass ratio, yet also create challenges in control. Additionally, pumps

and/or compressed gas containers are required for their use.

1.3.3 Serial Elastic Actuators

A relatively small minority of hand exoskeletons feature serial elastic actuators (SEAs).

This method of actuation typically features an electric motor driving a Bowden cable trans-

mission ending in springs. Despite using electric motors, the addition of springs changes

the characteristics of SEAs enough that they can be considered in a different category. By
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nature, SEAs provided advantages in safety and impact resistance. Additionally, the springs

allow the implementation of highly accurate force control. However, SEAs also suffer from

high power requirements, increased mechanical complexity, low actuation bandwidth, and

low stiffness. A discussion of the use of SEAs in rehabilitation robotics is provided in [12].

1.3.4 Other Actuators

Other actuation methods have been implemented in the remaining few hand exoskele-

tons. These include hydraulic actuators, ultrasonic motors, and shape memory alloys among

others.

1.4 Transmission

1.4.1 Direct Drive, Gear, or Linkage

The simplest and most direct way to transfer force/torque from the actuator to the joints

of the hand is through direct drive, gears, or rigid links. With this type of transmission,

the motor is typically placed on the dorsum or on the finger linkages themselves. While

this reduces complexity, it also increases mass at the hand which is undesirable for many

systems. Due to limitations in permissible motor size or mass, these systems usually have

fewer actuators unless the structure of the exoskeleton is supported externally.

1.4.2 Bowden Cables

Bowden cable transmission systems offer an attractive alternative to direct drive, gear,

or linkage transmission systems due to the ability to place the motor remotely. This option

is particularly attractive for non-portable hand exoskeletons, as the motors can be moved to

a stationary location to reduce inertia while still permitting the arm to be moved. However,

Bowden cable transmissions suffer from friction, backlash, comparatively lower maximum
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force before breaking, and the sheathes exerting forces on the exoskeleton when moved.

Nevertheless, they are a popular choice to reduce inertia of hand exoskeletons.

1.4.3 Tendon Driven

Another option is to use cables to mimic the functionality of the tendons of the hand.

By attaching them at a distal point beyond a joint, and applying tension, they can cause

joints to move in a way that closely matches biology. However, tendon transmissions are, in

general, unidirectional. In order to achieve bidirectional actuation, a second cable, often from

another actuator, must be attached to apply force in the opposite direction. Additionally,

tendon transmissions can suffer from cable breakage and sometimes require complex routing.

Nonetheless, as they apply force/torque across a digit and not just a joint, they are frequently

used in soft exoskeleton gloves. They are often coupled with restorative springs.

1.4.4 Compliant Transmissions

Several other compliant transmissions have been proposed for hand exoskeletons, and

theoretically any of the methods used in soft robotics [13] could be applied. Various methods

using electric motors, pneumatics, and hydraulics have been tried. These transmissions

simultaneously increase safety by absorbing impacts, and can reduce safety if unsafe forces

are routed through the hand due to lack of exoskeleton structure.

1.4.5 Restorative Springs

Although a passive element, springs are used in most hand exoskeletons with otherwise

unidirectional actuation. Frequently, they are coupled with either tendons or pneumatic

cylinders that control only flexion or only extension in order to passively provide the other.
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1.5 Sensing Method

In order for a hand exoskeleton to properly accomplish a task, it is necessary to prescribe

an overarching strategy for how it is to be controlled. The inputs to this control strategy are

the desired actions to perform. The desired action, in turn, is dictated by the state of the

system and estimated intention of the user. There are a variety of sensors used to acquire

this information, and some of the more common strategies are discussed.

1.5.1 Position Sensors

The vast majority of hand exoskeletons have some method of detecting the joint angles

and/or the position of the various links with respect to the exoskeleton base. There are a

variety of different choices to establish this information including encoders on the motors,

encoders or potentiometers placed at joints, flex sensors, and linear variable differential

transducers among others. Position sensors are required to obtain the physical configuration

of the exoskeleton, and are therefore critical to many control strategies.

1.5.2 Force/Torque Sensors

Numerous applications require knowledge of the forces/torques experienced by the hand

exoskeleton. This information can be used to enable admittance or force control, provide

information on rehabilitation progress to a physical therapist, and for interactive use as a

teleoperation or virtual reality haptic device among others. Inclusion of force/torque sensors

are varied, with some systems omitting them, others building them into the fundamental

structure of the device, and others placing them at human-robot interface locations.
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1.5.3 Electromyography

Surface electromyography (sEMG) is a method for detecting the electrical activity in

muscle [14]. In healthy individuals, these electrical signals accompany all movements. With

sEMG used to detect these signals, a hand exoskeleton can generate trajectories with com-

plementary movements. This ideally enables real-time control of an exoskeleton without

requiring the user to exert forces or torques on the system, creating greater transparency.

However, sEMG faces a variety of challenges as a method for intent estimation. Every time

the system is donned/doffed, electrodes must be reattached, and changes in position will

result in changes in detected electrical activity requiring recalibration. Additionally, there

are challenges with using electrodes with hairy, dirty, or wet skin. Finally, the resolution of

sEMG is relatively low and the number of electrodes used may be less than the number of

active DoFs, and thus it is challenging to use to control a high DoF system.

1.5.4 Electroencephalography

Similar to sEMG, electroencephalography (EEG) is used to detect electrical biosignals.

However, EEG is used to noninvasively detect brain signals, in the form of electrical activity,

through the scalp. As with sEMG, EEG could be used to control a hand exoskeleton without

applying forces/torques. Additionally, it can be used with users that do not have proper

muscle functioning, such as victims of stroke or spinal cord injury. It has also been shown to

be capable of controlling a variety of complex robotic systems, such as mobile or humanoid

robots [15], [16]. Surface EEG suffers from many of the same challenges as sEMG, as well

as low signal-to-noise ratios, significant required processing, and long reaction times.
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1.6 Control

There exist several control strategies used by hand exoskeletons to correctly actuate the

hand to accomplish tasks. A brief summary of some of the more common strategies are

detailed below.

1.6.1 Passive Motion

Passive motion ignores the intention of the user entirely, and attempts to control the

hand exoskeleton along a trajectory as if the user was not there. This strategy typically

uses a position or velocity low-level controller. The passive motion can be used to test

functionality of a device, or to bring the exoskeleton to a specific state, such as a neutral

position for donning/doffing. However, the most significant application is as continuous

passive motion (CPM) [17]. Applied in the initial stages after an injury or surgery, CPM

can be effective in preventing the development of stiffness. However, it has been shown that

interactive treatment with a rehabilitation robot can provide benefits that CPM cannot [18].

For this reason, as well as for applications outside of rehabilitation, active intent estimation

is necessary.

1.6.2 Master/Slave System

The first active hand exoskeletons were developed as haptic devices and data gloves to

control other robotic systems. It is therefore logical that one strategy for controlling a hand

exoskeleton is to use it as the slave of a master/slave system. Of particular interest is the

use of two hand gloves, one a master system and one a slave hand exoskeleton system, where

the movements of the hand in the master system are mirrored to the other by the hand

exoskeleton. This is a commonly proposed technique for bimanual rehabilitation of stroke,

and has been shown to be effective [19]–[21].

14



1.6.3 Biosignal Control

This category consists of strategies for controlling the exoskeleton based upon biological

signals measured from the body through EMG, EEG, electrooculogram (EOG), or other

methods. Depending on the sensing method, the biological signals can be obtained even from

users who have impaired motor functioning. As such, biological control strategies are primary

candidates for real-time control of assistive exoskeletal devices, although they are also not

uncommon for rehabilitation exoskeletons. The challenge of biosignal control strategies is

how to convert the biological signals to control inputs, as there is rarely unambiguous or

independent mapping between the measured signals and the DoFs to be controlled. There

are also options of whether the signals are used as binary switches [22] or for proportional

control [23].

1.6.4 Force-Based Strategies

Force-based control strategies are those that control the hand exoskeleton based upon

the interaction forces and torques applied between the human hand and exoskeleton. These

include low level control of impedance, admittance and force. Further, these strategies can be

divided into assistive strategies that help the user move, and resistive strategies that hinder

movement. Assistive force-based control strategies are common across all hand exoskeleton

applications. Resistive strategies are found primarily in systems made as haptic devices (to

simulate virtual objects it is necessary to resist movements of the hand that would penetrate

said objects), as well as rehabilitation devices for the latter stages of physical therapy.

1.7 Rehabilitation Hand Exoskeletons

A wide variety of hand exoskeletons have been developed for rehabilitation and presented

in the literature. The most important requirement of hand exoskeletons for rehabilitation is
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the ability to enable the exercises required for physical therapy. These systems do not, by

nature, need to be portable. This has enabled the development of extremely complex hand

exoskeletons to enable independent control of many movements, although this complexity is

not ubiquitous. Indeed, the two hand exoskeletons with greater than 15 active DoFs, as seen

in Fig. 1.1, were developed more than a decade ago. Although these systems can reproduce

almost any hand motion, the complexity also equates to bulkiness and introduces greater

challenges for control and intent estimation. Many recent designs have instead limited the

number of independent active DoFs, and therefore enable smaller, sleeker, and potentially

less expensive designs that still permit the majority of motions required for rehabilitation.

Rehabilitation exoskeletons are also generally designed not to be used by a single patient,

but by a variety of users. As such, the ability to accommodate hands of different sizes and

impairments is a common requirement.

The goal of hand rehabilitation exoskeletons is to restore, or at least improve, the ability

of the patient to use the hand without the exoskeleton. This is done to enable the patient

to resume normal Activities of Daily Living (ADLs) without the need to constantly wear an

assistive device. Many ADLs involving the hand are reach-and-grasp tasks that also require

movement of the arms. As it is not uncommon for patients with hand impairments to also

have impairments in the arm, it is a logical step to design a single exoskeleton combining both

a multi-DoF hand exoskeleton and a full arm exoskeleton. However, there are relatively few

examples of this in the literature. Instead, many upper-limb exoskeletons with hand modules

actuate just one DoF to permit a single simple grasp.

There are several challenges limiting the development of arm exoskeletons with multi-DoF

hand modules. Typically, the more DoFs a hand exoskeleton can actuate, the more complex

and heavier the system becomes. This creates problems if the hand exoskeleton is attached

to the distal end of an upper limb system, as it increases mass and inertia. Additionally,

power and control signals for the hand must be routed in such a way that does not interfere

with motion of the arm. Though feasible, this becomes more difficult with more hand DoFs.
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Furthermore, the combined human arm and hand system possesses dozens of DoFs. As the

number of DoFs of the combined exoskeleton system increases, questions of intent estimation

and redundancy resolution become more difficult to answer.

A common addition to rehabilitation robotic systems is a virtual reality or computer

game environment [24]–[29]. These games are intended to engage the patient and keep

them motivated to perform greater repetitions of tasks, increase possible training session

durations, and potentially reduce the need for supervision by a physical therapist. The tasks

are designed to require motions similar to those normally performed during physical therapy

sessions. They have been proven as effective strategies for rehabilitation in multiple studies.
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CHAPTER 2

The Need for a New Hand Exoskeleton

The following chapter is partially excerpted from the conference paper: “Design of a

Hand Exoskeleton for Use with Upper Limb Exoskeletons” published in 4th International

Symposium on Wearable Robotics (WeRob2018) co-first authored with Brando Dimapasoc

[30].

2.1 Introduction

For decades, stroke has been one of the leading diseases that causes long-term disabilities

[31]. Researchers and physical therapists have been working on exoskeleton-like robots to

help patients regain capabilities post stroke. The upper limb is an area of focus, but research

has focused mainly on individual parts, either arm or hand [32]–[34]. Although there is a

need for rehabilitating the capabilities in reach and grasp ADLs, only a handful of systems

have a working combination of both arm and hand [29], [35]. Even fewer combination

systems actively actuate multiple DOFs across multiple fingers [36]. Based on the upper

limb exoskeletons EXO-UL8 [37] and BLUE SABINO [38], a reconfigurable hand exoskeleton

is designed.
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2.2 Methods

2.2.1 Design Requirements

The following requirements were formulated for a rehabilitation hand exoskeleton that

attaches to an arm exoskeleton:

1. Low Mass: Mass at the hand must be minimized to reduce required torque of the upper

limb exoskeleton.

2. Torque: The torque capabilities of the exoskeleton must be sufficiently large to actuate

the hand.

3. Workspace: The workspace of the exoskeleton must contain the workspace of the hu-

man hand.

4. Grasp: It must be able to actuate a variety of grasps.

5. Open Palm: It must leave the palm and fingers unoccupied to permit interaction with

physical objects.

6. Unisize: It must fit 95% of the general population.

2.2.2 Actuation Method

For the low mass and torque requirements, a Bowden cable transmission system with

brushed DC motors was chosen. The cable transmission enabled remote location of the

motor pack, reducing mass at the hand. It also allowed use of over-sized actuators with

sufficient torque for hand rehabilitation.
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2.2.3 Basic Topology:

Workspace, grasp, open palm, and unisize requirements are satisfied by a reconfigurable

design topology of three 3R planar serial linkages that attach on the dorsal side of the hand to

the distal phalanges. Three linkages are used as 95% of human grasps are achievable with a

thumb and two fingers [39]. The topology allows a one-size-fits-all design that neither requires

adjustment for different finger lengths nor impedes grasping physical objects. The third joint

is made passive to decrease complexity and inertia compared to an active joint. Due to the

link lengths, this joint mainly relates to orientation. A passive rotational joint added at the

end-effector of each finger linkage permits slight adduction/abduction to improve comfort

and allow more natural movement. Bending beam load cells are used as the structure of

the first link (L1) of the thumb linkage and second link (L2) of the finger linkages, enabling

admittance control.

The linkages are reconfigurable to enable a variety of grasps. The first linkage attaches

from above the CPC joint to the distal phalanx of the thumb. The plane of the workspace of

this linkage is adjustable via rotation around the CPC. The second and third linkages connect

from above the MCP joints to the distal phalanges of the fingers. The origin of these linkages

is adjustable for different hand widths or to place them in plane with different fingers.

The distal end of the second and third linkage feature interchangeable customizable 3D-

printed finger attachments that enable different sets of fingers to be actuated by each linkage.

Notable configurations include 1-1-3 (thumb, index, middle+ring+little) and 1-2-2 (thumb,

index+middle, ring+little). The 1-1-3 configuration is shown for a set of representative hand

positions in Fig. 2.1. To account for motion of the little finger relative to the ring finger,

a passive slider mechanism connects the finger attachment for the little finger to the third

linkage.
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Figure 2.1: 1-1-3 Configuration shown with (A): Open Hand, (B): Closed Fist, (C): Pointing,
(D): Pincer Grasp.

2.2.4 Link Length Optimization:

To satisfy the unisize requirement, the link lengths were chosen via a brute force opti-

mization algorithm considering fingers in the 95th percentile for length.

The lengths of L1 of the thumb linkage and L2 of the finger linkages were set to 8.9cm due

to the length of the bending beam load cells. For each linkage, the remaining link lengths

were varied across a reasonable range. Each combination, L, of potential link lengths L1,

L2, and L3, was checked for kinematic feasibility. Forward and inverse kinematics were

used to verify that the linkage could correctly attach to the tip of the distal phalanx of the

appropriate finger at all combinations of joint angles (θ1,θ2,θ3) within the workspace with

3◦ resolution. To correctly attach, L3 must be capable of connecting perpendicularly to the

dorsal side of the distal phalanx, and the joints of the linkage must not physically touch or

cross through the finger.

A design score, J , was calculated for each L based on mechanism isotropy and link

length. Mechanism isotropy (ISO), a function of the joint angles is a measure of kinematic

performance. It is defined in (2.1) as the ratio of the min (λmin) and max (λmax) eigenvalue
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of the Jacobian matrix.

ISO(θ1, θ2, θ3) =
λmin

λmax

∈ (0, 1) (2.1)

A value of 0 indicates singularity while a value of 1 means the end effector can move equally

well in all directions.

Mechanism isotropy is calculated for each set of joint angles previously mentioned. To

account for varying densities of the end effector location in these sets, the finger workspace

area is discretized into a grid of cells, K, and the isotropy is averaged for each cell. Summing

the average isotropy of the cells provides an indication of the kinematic capabilities of the

mechanism across the entire workspace. It is desirable for the mechanism to avoid singular

or near-singular configuration within the workspace of the finger. Therefore, J of each L

is proportional to both overall performance (sum of ISO) and to worst-case performance

(minimum ISO value calculated).

As mechanical isotropy tends to reward longer link lengths, but it is desirable to keep

size and mass of the mechanism low, an additional term is included in the J score to reward

shorter designs. This was accomplished by making J inversely proportional to the sum of the

link lengths raised to a hyperparameter, A, as shown in Equation (2.2). A prototype with

adjustable link lengths was used to experimentally verify the design produced by a variety

of A. Based on this verification, link lengths were chosen for each linkage.

J =
ΣKISO(θ1, θ2, θ3) ∗MINK(ISO(θ1, θ2, θ3))

(L1 + L2 + L3)A
(2.2)

The results of the optimization are illustrated for the linkage that connects to the index

finger in Fig. 2.2.
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Figure 2.2: Optimization results for the linkage connecting to the index finger for A=5. Dots
represent kinematically valid combinations of L1 and L3 for L2=8.9cm. Set L1 ≥ 4.4cm due
to minimum axes size.

2.3 Challenges

The above presented design was the first generation hand exoskeleton for attachment to

the BLUE Sabino and EXO-UL8, and was mechanically designed by Brando Dimapasoc. It

is multi-fingered, multi-DoF, reconfigurable, and designed to attach to a full-arm exoskele-

ton. Additionally, the link lengths were determined by optimization to maximize mechanism

isotropy and minimize footprint for the huge majority of the population. However, prelim-

inary integrated testing with the actuated system revealed numerous issues that prevented

it from being applied and required modification.

2.3.1 Thumb Opposition/Reposition

A primary issue with the first generation hand was the inability for A/A or O/R of

the thumbs. The A/A angle could be adjusted, and O/R was locked in a mostly reposed

position. It was observed that very few objects could be grasped and grasping in general was

uncomfortable. Most grasps require some degree of opposition [40], but the amount varies

between grasps and within the trajectory of a single grasp. Further, stroke patients with

spasticity of the hand have increased tone that can interfere with voluntary O/R. In order to
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enable grasping of a wider range of objects, and better meet the Grasp requirement, active

O/R was deemed to be needed.

2.3.2 Motors and Transmission

The motor combination for the system was created by Maxon Motors (https://www.

maxongroup.us) consisting of a 3-watt brushed DC motor (part 118638), 275:1 planetary

gearhead with maximum 0.3 Nm continuous torque (part 110316), and 256 counts per turn

quadrature encoder (part 323054). In system testing, these motors had been mounted with

direct drive on the 3D-printed prototype. During integrated testing the motors were found

to be too weak to move the fingers when actuating remotely through the Bowden cable

transmission, and could be passively ignored by a wearer. Further, while the steel cables used

were of both sufficient strength and flexibility, the sheathes for the Bowden cables were far too

stiff to bending. Having been adapted from bicycle brake cables, the sheathes featured both

an internal steel spring and external plastic coating. The result was effectively 6-DoF springs

that continually exerted forces to restore the exoskeleton finger linkages to an equilibrium

position. These exerted forces were nonlinearly related to both relative placement of the

motor pack to the hand, and on the joint angles of the finger linkages. Thus, they would

apply significant forces between the motor packs and the hand, forces that would have to

be compensated by the upper limb exoskeleton that the system mounted to. Additionally,

the cables connecting to the second joint of each linkage applied torques about the first

joints, and were stiff enough to prevent the motors from moving the linkages outside of

a limited range of motion. As such, it was determined that significantly stronger motors

and more flexible Bowden cable sheathes were required to meet the Torque and Workspace

requirements. Further, care must be taken in routing the Bowden cables of the second joints

such that restoring forces do not primarily act perpendicularly to the moment arm between

their termination points and the first joints.
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2.3.3 Additional Force Sensors

Each linkage contained a single LBB200 bending-beam load cell from Futek (https:

//www.futek.com) integrated in the second link to detect user intention to flex/extend. As

the third joint was passive, it was assumed that forces could only be applied on the final link

parallel to the link (perpendicular to the distal phalanx) and that F/E torques could not

be applied to or be applied by the finger. However, this assumption was inaccurate; forces

and torques can be transmitted between the finger and the attachments. Depending on link

configuration, these transmitted forces could be misread by the load cell to cause flexion

when extension was desired, or vice-versa. It was determined that two force sensors were

needed for each linkage, one for each active DoF. Further, to only read the desired forces,

single point load cells were to be used.

2.3.4 Link Length Optimization and Topology

The first generation hand exoskeleton did use a link length optimization algorithm that

gave feasible results. However, constraints were included that were not necessary. An 8.9cm

minimum second link length was included to account for the force sensors. Force sensors

that were less than half as long were found, significantly relieving the constraint on second

link length. Additionally, the base-to-distal topology had been selected such that the en-

tire linkages were behind the hand. This required the algorithm to disqualify link length

combinations that resulted in planar overlap between the exoskeleton and biological joints

anywhere within the workspace. Also, it enforced a minimum third link length for there to

be a mechanically feasible third joint. This nonzero third link length, combined with a pas-

sive third joint, meant that wearers had a very large workspace they could reach even when

both active joints were locked. This effectively removed the ability to control the fingers

accurately. However, if a reconfigurable 3 linkage topology with two finger groups is used,

it is not mandated that the linkage be purely dorsal to the hand. Indeed, the linkages can
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run lateral to the thumb, index, and pinky respectively such that there is no minimal third

link length and no joint interference is possible. This allows setting the third link length to

zero, which reduced the play due to passive third link to only orientation. However, if distal

phalanx position is locked, the additional kinematic constraints of the human fingers largely

eliminate the ability to change orientation as well.

In addition to changing the force sensors and topology to remove constaints on the link

length optimization algorithm, it was judged that the algorithm itself was not physically

justified. Specifically, the inclusion of the hyperparameter A reduced physical meaning of

the denominator and permitted tuning of Equation (2.2) to give a wide range of results that

mostly just reflected the designer’s judgement. Even then, as seen in Fig. 2.2, the optimal

design selected had a much lower score than options with longer L1 and shorter L3 that were

only excluded due to the above mentioned constraint on L3. Additionally, the algorithm did

not consider small hands in the optimization, but there are link lengths sets that work for

larger hands that do not work for small hands. As such, the link length optimization needed

to be redesigned to be physically justified and to check kinematic feasibility for all hands

targeted.

2.3.5 Electronics and Control Hardware

In system testing, the quadrature encoders in the motor combinations were not tested,

and instead potentiometers had been used to measure joint angles. Upon assembly with

the machined parts, it was found that the quadrature encoders could not be read by the

NI myRIO that had been intended for use as the controller. While the myRIO does have

quadrature encoder readers, they were limited in read rate to a small fraction of what

was needed for the pulse trains created by the selected encoders at nominal motor speed.

Additionally, the myRIO was not sufficiently fast enough to read all sensors, process the

control loop, and send motor commands at a sufficient rate (≫100 cycles/second). These

reasons, combined with a desire to not use LabView, necessitated that alternate electronics
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and control hardware be found.

2.3.6 Abduction/Adduction of Finger Linkages

In order to reduce the distance between the back of the hand and first F/E joint of the

finger linkages, which in turn reduced the link lengths, A/A joints of finger joints that align

with the biological A/A joints were omitted. Instead, passive joints with axis of rotation

parallel to the distal phalanges were added for the finger linkages. While these joints did

enable abduction/adduction-like motion, the range of motion was limited and centered about

the linkage. Additionally, the A/A motions were coupled with rotation of the fingers, which

is not desirable as it either requires twisting the fingers or slipping in the attachments. It

was judged that this was not a beneficial trade-off, and that A/A joints aligned with the

biological joints should be used.

2.3.7 Attachment to Palm

In testing the first generation hand exoskeleton with motors, it was found that the cloth

brace used to attach the exoskeleton to the palm was not sufficient. Even when tightened

uncomfortably tight, there was significant play in the connection. As such, when the ex-

oskeleton attempted to apply assistive or resistive forces to the fingertips, the palm moved

with respect to the base of the exoskeleton as well. Further, the brace used an integrated

hook-and-loop strap to secure, and the strap was observed to wear down quickly. An alterna-

tive attachment method that was more secure but still satisfied the Open Palm requirement

and would not prohibit donning by a user with spasticity in the hand was sought.
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2.4 Conclusion

The first generation rehabilitation hand exoskeleton developed to attach to the BLUE

SABINO and EXO-UL8 contained numerous excellent design features that educated and were

inherited by subsequent designs. These included, but are not limited to, the reconfigurable

three linkages, remote actuation with Bowden cable transmission, use of a base-to-distal

topology with a link length optimization algorithm, number of active DOFs, a passive pinky-

slider mechanism, and use of non-contact magnetic rotary sensors for passive joints. However,

the integrated system suffered from a number of challenges that together required a major

redesign that resulted in the “Opposable Thumb Hand Exoskeleton for Rehabilitation” or

“OTHER Hand” Exoskeleton.
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CHAPTER 3

Development of the OTHER Hand Exoskeleton

Given the challenges and issues observed in the first-generation hand exoskeleton, a near-

complete redesign resulted in the development of the Opposable Thumb Hand Exoskeleton

for Rehabilitation (OTHER Hand). The new system sought to solve the shortcomings of

the previous, while expanding on the successes. The OTHER Hand still had the same high-

level design requirements of unisize, torque, workspace, grasp, open palm, and low mass.

However, a series of novel design choices not found in the literature were made to achieve

the requirements. The system has been completed and is fully functional.

3.1 Reconfigurable Topology

As with the first-generation, the workspace, grasp, open palm, and unisize requirements

are addressed by a reconfigurable base-to-distal topology of three serial linkages that attach

from the dorsal side of the hand to the distal phalanges. Three linkages are used as 95%

of human grasps are achievable with a thumb and two fingers [39], and 100% of standard

grasps can be accomplished with three or fewer “virtual fingers” [40].

Each finger linkage consists of four serial DoFs as shown in Fig. 3.1. The first joint

of each of the two finger linkages passively allows A/A motion. This DoF can be locked

in the neutral A/A if desired. When unlocked, the range of motion is 25° from neutral

towards abduction. The remaining joints are all oriented for F/E of the associated finger(s),

with the second and third joints actuated and the fourth passive. The second joint includes
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Figure 3.1: Kinematics of the right OTHER Hand.

physical end-stops to prevent near-singular configurations. The fourth joint is selected to

have zero link length. Together, each linkage passively allows A/A, actuates F/E to control

distal phalanx position, and passively allows adjustment of orientation of the finger tip due

to F/E. However, with positions specified, the kinematic constraints of the fingers largely
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prevent changing of orientation of the distal phalanges. The linkage that connects to the

pinky finger features a passive “pinky-slider” mechanism to accommodate the pinky’s relative

motion when flexing from an open palm to a fist. The fourth joint is selected to have zero link

length. Together, each linkage passively allows A/A, actuates F/E to control distal phalanx

position, and passively allows adjustment of orientation of the finger tip due to F/E. However,

with positions specified, the kinematic constraints of the fingers largely prevent changing of

orientation of the distal phalanges. The linkage that connects to the pinky finger features a

passive “pinky-slider” mechanism to accommodate the pinky’s relative motion when flexing

from an open palm to a fist.

The thumb linkage also consists of four serial DoFs, with the first approximating O/R of

the thumb and the remaining in the F/E plane. The first two joints are actuated, while the

distal two are passive. Again, the final link has zero link length so that it only accommodates

orientation changes, and the second to last link has physical end-stops to prevent near

singular configurations. Although this underconstrains both the position and orientation of

the thumb tip in the F/E plane, physical experiments verified that negligible passive motion

is permitted due to the additional kinematic constraints imposed by the anatomy of the

thumb.

Fig. 3.1 shows the kinematics of the right OTHER Hand. The Modified Denavit-

Hartenberg (DH) parameters and joint Ranges Of Motion (ROMs) are provided in Table

3.1. ROMs are defined with zero positions given by DH parameters, except θI1 and θR1 are

0° when A/A is neutral. Positive angles are defined for abduction, flexion, and opposition.

Inherited from the first-generation system, a key feature of the OTHER Hand is recon-

figurability of the linkages. The two finger linkages control all four fingers. One of the finger

linkages is designed to always attach to the index finger, while the other always attaches

to the ring and pinky fingers. Depending on which interchangeable finger attachments are

used, the middle finger can be grouped with either linkage. This enables two important con-

figurations, denoted as 1-1-3 (thumb, index, middle+ring+pinky) as shown in Fig. 3.1, and
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Table 3.1: Modified DH Parameters and ROM for the right OTHER Hand.

i ai−1 αi−1 di θi θi ROM

T1 0 0 0 θT1 -20.7° — 236.8°
T2 31.9 mm 60° DT2 θT2 -19.3° — 206.8°
T3 83 mm 0 -2.5 mm θT3 6.1° — 150°
T4 40 mm 0 0 θT4 0° — 360°
T5 0 0 24.1 mm 0 N/A

I1 AI1 0 0 θI1 0° — 25°
I2 0 90° -14.2 mm θI2 -25.7° — 101.8°
I3 99 mm 0 -6.5 mm θI3 3.4° — 173.6°
I4 40 mm 0 0 θI4 0° — 360°
I5 0 0 20.7 mm 0 N/A

R1 AR1 180° 0 θR1 0° — 25°
R2 0 -90° 28.2 mm θR2 -44.5° — 101.8°
R3 103 mm 0 6.5 mm θR3 3.4° — 173.6°
R4 41 mm 0 0 θR4 0° — 360°
R5 0 0 -40.2 mm 0 N/A

1-2-2 (thumb, index+middle, ring+pinky). Between the two configurations and the pinky

slider mechanism, only grasps that require independent A/A motion of the pinky finger are

prohibited. Such grasps are used during less than 6% of the time spent in daily household

tasks [41].

3.2 Opposable Thumb

3.2.1 Motivation

The original exoskeleton prototype demonstrated that the 3R serial linkage for F/E

permitted too few grasps for ADLs. Thus, to better satisfy the grasp requirement, an

additional DoF was added.

As the OTHER Hand is designed with a base-to-distal topology, the exoskeleton cannot

individually control A/A of the MCP and CMC. Instead, the added DoF should control the

A/A or O/R of the entire thumb. These two motions for the thumb each have multiple
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differing definitions in the literature. For clarity, we identify A/A as motion of the thumb

tip away from/towards the plane of the palm without change in orientation of the plane of

the thumbnail. O/R is defined as the circumduction of the thumb such that the plane of

the thumbnail changes, with full opposition when the thumbnail is parallel to the frontal

plane of the palm, and full reposition when the entire thumb is along the frontal plane of the

palm. As described in [42], this motion is a complex combination of F/E, A/A, and rotation

about the longitudinal thumb axis that is driven by thenar muscles. It was determined that

the ability to actuate O/R motions was of the highest priority due to the importance of

opposition in grasping. Indeed, it has been argued that “thumb opposition is required for

all useful prehension” [43], and it is widely accepted that having opposable thumbs is what

enables humans (and more broadly, primates) to grasp objects and use tools. It should

be noted however, that although O/R motions are largely responsible for selecting between

different grasp types (e.g. cylindrical versus lateral), A/A motions allow some fine tuning

within grasp types (e.g. opposing the thumb to the index finger versus opposing the thumb

to the pinky finger). Additionally, it should be noted that abduction is almost only useful

when combined with opposition.

3.2.2 Desired Axis

Mechanically, the prevailing kinematic model of the thumb places non-orthogonal, non-

intersecting DoFs for A/A and F/E at each of the CMC and MCP joints, and a F/E DoF

at the ITP joint as seen in [4], [44]. However, the exact kinematics of the thumb are still an

active area of research, and new models continue to be proposed [3]. As the OTHER Hand

uses a base-to-distal topology, the configuration of the MCP joint is less relevant than those

of the CMC and ITP. To reflect this, the exoskeleton was designed based on an alternate

simplified model of the thumb, as was done in [45] and discussed in [46] as the “surgeons”

method, which places a spherical joint at the CMC joint and only F/E at the MCP and ITP

joints. Through visual inspection of thumb motions, it was approximated that O/R motions
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Figure 3.2: Axes for A/A (red) and O/R (green) of the thumb for the CMC (blue) modeled
as a spherical joint. The off-axis DoF displayed in black.

of the thumb can be obtained by rotation about a single axis through the CMC, parallel to

the forearm when the wrist is neutral in F/E and radial/ulnar deviation as shown in Fig.

3.2. A/A motions were found to be approximated by rotation about a perpendicular axis

through the CMC that also lies in the plane of the palm when all fingers are extended.

3.2.3 Designs in the Literature

While many hand exoskeletons in the literature include a thumb mechanism, most of

them are only actuated in F/E. Of the remainders, the majority control A/A motions (as

shown in Fig. 3.2) [51]–[57]. This is attributed to the ease of design of a DoF for A/A as

the axis points out of the hand. It should be noted that the configuration of the thumb of
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Figure 3.3: Hand exoskeletons in the literature capable of actuating O/R. A.) Kadowaki et
al. [47], B.) Polygerinos et al. [48], C.) Maeder-York et al. [49], D.) HX [50].

these systems lock in varying degrees of opposition for grasping, but do not allow for active

changing of said O/R degree. As such, each system may allow reposition grasps/postures

(such as the lateral pinch or platform push) or opposition grasps (such as the pulp pinch or

spherical grasp), but generally cannot do both and cannot be used to retrain the motions

of O/R. Design of a mechanism for O/R (as shown in Fig. 3.2) is notably more challenging

due to the proximity of the axis of rotation with the forearm. Additionally, radial deviation

of the wrist moves the axis within the forearm, prohibiting any mechanism placed along the

axis for systems that do not constrain wrist deviation.

While many hand exoskeletons in the literature include a thumb mechanism, most of

them are only actuated in F/E. Of the remainders, the majority control A/A motions [51]–

[57]. This is attributed to the ease of design of a DoF for A/A as the axis sticks out of the

hand. Design of a mechanism for O/R is notably more challenging due to the proximity

of the axis of rotation with the forearm which makes placement of a mechanism along that

axis nearly impossible. Additionally, radial deviation of the wrist places the axis within

the forearm which prohibits any mechanism placed along the axis for systems that do not

constrain wrist deviation.

Several hand exoskeletons with O/R motions of the thumb have been developed. They are

generally either soft robot gloves or rigid robots with remote center of motion mechanisms.

The systems featuring O/R found in the literature are shown in Fig. 3.3.
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Soft robot gloves enable actuation of O/R motions without rigidly constraining the mo-

tion. They can relieve issues with axis misalignment and enable less constrained motions.

However, for individuals with pathologies of the hand, their muscles, tendons, and bones can-

not be guaranteed to guide the motion along safe and useful trajectories. Furthermore, they

often can only actuate each digit along a single predefined trajectory, and must be recon-

figured or re-manufactured for a different trajectory. Kadowaki et al. developed an entirely

cloth and rubber soft robot glove using a spiral type pneumatic rubber muscle to actuate

O/R [47]. Polygerinos et al. developed a topologically similar glove that is portable and uses

soft fiber-reinforced hydraulic actuators [48]. Maeder-York et al. created a thumb-only soft

robot glove for task-oriented stroke rehabilitation therapy that used a fiber-reinforced actu-

ator with elastomer wrapped in a strain layer to replicate the trajectory of the opposition

grasp of a healthy individual [49]. The HX is a rigid, cable-driven index finger and thumb

exoskeleton that actuates O/R using an articulated parallelogram [50]. An earlier prototype

of the HX called the HANDEXOS approximated O/R with an axis placed on the dorsum of

the hand driven by a slider-crank mechanism [58].

It should be noted that many hand exoskeletons have been constructed with the thumb

in opposition to the fingers. These designs, particularly those with A/A, can actuate the

large majority of grasps. However, they cannot form grasps such as the platform push or

abducted thumb power prismatic grasp that require the thumb to be in reposition. They

are also incapable of training the motions involved in opposition.

3.2.4 Off-Axis Solution

Initial designs for the O/R motion of the thumb attempted to solve the problem using a

remote center of motion. Two different mechanisms were designed, one featuring a semicircu-

lar prismatic joint and the other a four-bar parallelogram structure similar to ones designed

for joints of the BLUE SABINO. However, these designs were deemed overly complex and

prohibitively large for use with a hand exoskeleton to be placed on upper-limb exoskeletons.
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Figure 3.4: Two prior designs for the O/R joint. A.) Semicircular prismatic joint design.
B.) Four-bar parallelogram design.

The semicircular prismatic joint presented challenges with high complexity, tight tolerances

for manufacturing, and high friction when subjected to higher forces/torques involved with

F/E. The parallelogram mechanism performed better, but kinematics required it to be of

a size and position that would place it in the way of the transmission system of the finger

linkages. CAD Renderings of the two mechanisms are shown in Fig. 3.4.

Further, although O/R was achieved, the lack of any A/A created unnatural motion when

tested with additively manufactured prototypes. As such, it was determined that moving

the axis of rotation from O/R towards A/A by some angle θOff , as shown in Fig. 3.2, could

enable more natural motions. Furthermore, an off-axis design with sufficiently large θOff

enables placement of the mechanism along the axis without interfering with radial deviation.

As O/R was the primary desired motion, the minimum θOff that prevented this interference

was chosen, namely 20°, to match normal radial deviation range of motion [59], [60]. Testing

with 3D-printed prototypes confirmed the mechanism permitted opposition of all finger tips

as well as full reposition.
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3.3 Link Length Optimization

The unisize and workspace requirements dictate that the workspace of the OTHER Hand

must cover the full relevant workspace of the hand, namely all reachable configurations of

the fingers and thumb in their respective F/E planes, of all individuals between the 5th and

95th percentile for hand size. Due to the selection of a base-to-distal topology, this can

be achieved without adjustments for link length if each linkage contains three F/E joints.

However, an infinite number of link length combinations can satisfy these requirements.

Thus, it is necessary to specify a design score to optimize in order to obtain appropriate link

lengths.

This problem has been addressed by several hand exoskeletons with base-to-distal topolo-

gies [30], [61]–[63]. The optimization algorithm used for the OTHER Hand was previously

published in [64] and is summarized below.

3.3.1 Zero Final Link Length

The original prototype of the hand exoskeleton featured 3R planar linkages placed on the

dorsal side of the hand. One of the consequences of this configuration was nonzero length of

the final link that attaches to each finger. This was observed to be a prominent issue in the

design, as the final joint of each linkage was passive. As such, each finger was able to make

significant uncontrolled motions in the F/E plane while in the exoskeleton. To address this,

it was determined that the final link should have zero link length. This necessitated placing

the axis of rotation of the final joint lateral to the attachment point located 1cm distal to

the DIP joint. The trade-off made is that the mechanism now occupies space both adjacent

to and behind the fingertip. It should also be noted that this design choice is only physically

possible if there are no linkages connecting to only the ring and/or middle fingers.
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3.3.2 Dorsal-Lateral Placement of Linkages

The decision to place the final F/E joints lateral to the biological fingers reduced the cost

of placing the first and second F/E joints also lateral to the finger. Doing so again causes

the linkage to occupy space both lateral and dorsal to the finger, which is undesirable, but

removes the issue of joint collisions. In order to prevent the exoskeleton and finger joints

from colliding, the required link lengths in the original prototype of the hand exoskeleton

were undesirably large, as can be seen in Fig. 2.1. Placement of the joints lateral and

distal to the fingers enabled much smaller linkages. For comparison, the total length of the

index finger of the original hand exoskeleton was 20.9 cm versus just 13.9 cm for the OTHER

Hand. It should be noted that the A/A and O/R joints of exoskeleton intended to align with

biological joints such that the A/A motions of the fingers and O/R motion of the thumb do

not affect the relative positions of the F/E exoskeleton joints projected onto the F/E planes

of the digits. Lateral placement is illustrated in Fig. 3.1.

3.3.3 Finger Anthropometry

The first required portion of the optimization algorithm was to define the link lengths

and joint ROM of the human digits actuated by the exoskeleton. The three digits under

consideration were the thumb, index, and ring fingers. The linkage controlling the ring finger

Table 3.2: Minimum, mean, and maximum considered segment lengths.

Digit Segment Minimum (cm) Mean (cm) Maximum (cm)

Thumb Metacarpal 3.834 4.622 5.410
Proximal Phalanx 2.531 3.157 3.783
Distal Phalanx 1.847 2.167 2.487

Index Proximal Phalanx 2.990 3.978 4.966
Medial Phalanx 1.736 2.238 2.740
Distal Phalanx 1.130 1.582 2.034

Ring Proximal Phalanx 3.363 4.137 4.911
Medial Phalanx 1.907 2.565 3.223
Distal Phalanx 1.286 1.730 2.174
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always also controls the pinky, and thus could have been based on pinky finger measurements.

However, it was determined to be safer to actuate the ring finger, and let the pinky be

attached than vice versa. Table 3.2 shows the minimum, mean, and maximum lengths

considered of each relevant hand segment, which correspond to small, medium, and large

hands. The lengths of each segment for each of the three digit sets were calculated from

µ − 2σ, µ, and µ + 2σ, where µ and σ are the mean and standard deviation of each finger

segment length as reported in [45]. The ROM of each F/E joint is listed in Table 3.3. Joint

ROM were obtained from [65] and observations of desirable ranges. Hyper-extension was

not considered for any joint for safety purposes.

Table 3.3: Considered range of motions of joints in F/E.

Digit Joint Range of Motion

Thumb Carpometacarpal 56°
Metacarpophalangeal 73°
Interphalangeal 85°

Fingers Metacarpophalangeal 100°
Proximal Interphalangeal 105°
Distal Interphalangeal 85°

3.3.4 Modeling of 3R Planar Mechanisms

In order to guarantee that any combination of link lengths will cover the workspace of

the human digit, it is necessary to find the kinematics of the digit and robot linkage. As

the second joint of each linkage is intended to remain stationary relative to the associated

actuated digit, due to alignment of finger and linkage A/A or O/R, it is possible to simplify

each digit and linkage to planar 3R mechanisms. For the following analysis, L1, L2, and L3

are the link lengths and θ1, θ2, and θ3 are the F/E joint angles of the of the 3R mechanism.

As the exoskeleton is only intended to attach to the distal phalanx, only the coordinates (x,

y) and orientation (ϕ) of the end of each mechanism is needed. The forward kinematics are

shown in Eq. 3.1.
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
x

y

ϕ

 =


L1c1 + L2c1,2 + L3c1,2,3

L1s1 + L2s1,2 + L3s1,2,3

θ1 + θ2 + θ3

 (3.1)

where

c1 = cos(θ1), c1,2 = cos(θ1 + θ2), c1,2,3 = cos(θ1 + θ2 + θ3),

s1 = sin(θ1), s1,2 = sin(θ1 + θ2), s1,2,3 = sin(θ1 + θ2 + θ3)
(3.2)

3.3.5 Mechanism Isotropy

Mechanism isotropy is a kinematic measure of the ability of a mechanism to move its

end-effector in any direction, is a function of the joint angles, and ranges from zero to one.

An isotropy value of zero specifies a singular configuration while a value of one indicates

the end-effector can move equally well in all directions. As with the first-generation system,

mechanism isotropy was considered as a desirable trait to consider in the optimization al-

gorithm. However, the ways in which mechanism isotropy was included in the design score

were modified to better account for a wider range of hand sizes.

By taking the derivative of Eq. 3.1 with respect to joint variables, and using the same

shorthand defined in Eq. 3.2, the Jacobian matrix with respect to the ground frame, 0J , is

obtained in Eq. 3.3:

0J =


−L1s1 − L2s1,2 − L3s1,2,3 −L2s1,2 − L3s1,2,3 −L3s1,2,3

L1c1 + L2c1,2 + L3c1,2,3 L2c1,2 + L3c1,2,3 L3c1,2,3

1 1 1

 (3.3)

Mechanism isotropy is defined in [66] as the inverse of the condition number of 0J . Namely,

the mechanism isotropy, ISO(θ), can be written as in Eq. 3.4:
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ISO(θ) =
σmin

σmax

∈ [0, 1] (3.4)

where σmin and σmax are the minimum and maximum singular values of the 0J , respec-

tively, and θ = [θ1, θ2, θ3].

3.3.6 Projected Planar Area

As noted in the previous chapter, the link lengths summed and taken to the power of an

arbitrary hyperparameter was used to penalize excessively long linkages in the optimization

algorithm of the first-generation hand exoskeleton. While the hyperparameter could be tuned

to result in reasonable linkages, the physical meaning of what was penalized was lost. As

such, an alternative value with more physical meaning was sought for inclusion in the design

score to ensure reasonable link lengths.

The selected value is the area of the largest polygon created with all vertices at joints

of the digit or linkage projected on the F/E plane of the digit as shown in Fig. 3.5. As

the configuration of the digit is fully defined (assuming no hyper-extension of any joint) by

the configuration of the linkage, AREA(θ) is fully defined by the joint angles of the linkage.

This value serves as a measure of the physical envelope or bulk of the exoskeleton, and thus

should be minimized.

3.3.7 Optimization Summary

The optimization algorithm used a grid search for the optimal link lengths of each F/E

link based on kinematic performance as defined by ISO(θ) and AREA(θ). As the exoskele-

ton must fit hands between the 5th and 95th percentiles for digit length, three sets of digits

were optimized across. Namely, a small hand in the 5th percentile for digit length, a medium

hand in the 50th percentile, and a large hand in the 95th percentile with phalanx lengths

specified as Minimum, Mean, and Maximum, respectively, in Table 3.2. However, regardless

42



Figure 3.5: Visualization of AREA(θ). The blue 3R mechanism represents the human digit
while the black represents the robot linkage. The green polygon is the largest possible with
all vertices coincident with joints of the digit or linkage [64].

of distal phalanx length, the OTHER Hand exoskeleton was designed to attach 1 cm distal

to the DIP joint (ITP joint for the thumb linkage). For each digit, the joint angles were

varied in 3° increments from 0° (extended without hyperextension) to a maximum flexion

angle as specified by Range of Motion in Table 3.3. A range of combinations of possible link

lengths (narrowed down to appropriate ranges iteratively through use of the optimization

algorithm) were generated for each linkage. The elbow-up (Joint 2 dorsal to the finger as

shown in Fig. 3.5) inverse kinematic solutions to all combinations of hand sizes and joint

angles for the corresponding digit were then calculated, creating sets of joint angles θ. All

possible link length combinations that did not have valid solutions for all θ considered were

assigned DesignScore of 0, as they would not be able to accommodate the required range

of hands. Each remaining link length combination was then assigned a DesignScore given

by Eq. 3.5:

DesignScore =

∑
θ∈K

(ISO(θ))min
θ∈S

(ISO(θ))min
θ∈M

(ISO(θ))min
θ∈L

(ISO(θ))∑
θ∈K

(AREA(θ))
(3.5)

where S, M , L, and K are all combinations of θ generated by link length and joint angle

combinations of the small hand, medium hand, large hand, and all hands respectively. The
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Figure 3.6: Optimization results for the A.) thumb linkage, B.) index finger linkage, C.) ring
finger linkage [64].

numerator of the DesignScore consists of isotropy terms. The first term is the sum of the

mechanism isotropy across all configurations of the hands, and is an overall measure of the

kinematic performance of the linkage. This term is multiplied by the minimum ISO(θ) in

the workspace of each of the small, medium, and large hands. These minimum ISO(θ)

terms serve to penalize designs that do not perform well across all hand sizes. Lastly, the

denominator consists of the sum of the AREA(θ) across all configurations of the hands in

order to penalize designs that occupy excessive volumes. The set of link lengths with the

highest DesignScore for each digit were considered the optimal solutions.

3.3.8 Results

Fig. 3.6 shows the results of the optimization algorithm for the thumb, index finger, and

ring finger. Table 3.4 shows the optimal link lengths and corresponding design score. These

link lengths were tested with 3D prototypes to verify kinematic performance and size, and

then used in the OTHER Hand exoskeleton.
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Table 3.4: Optimized link lengths and corresponding DesignScore.

Linkage L1 (cm) L2 (cm) L3 (cm) DesignScore

Thumb 8.3 4.0 0 3.283*10−4

Index 9.9 4.0 0 2.943*10−4

Ring 10.3 4.1 0 2.597*10−4

3.4 Attachments

To assist ease of use by stroke patients, the OTHER Hand is designed to be quickly and

securely donned/doffed by stroke patients (with assistance). One specific motor deficit that

is common following stroke is spasticity. Spasticity is defined as a state of increased muscle

tone with exaggerated reflexes. In the hand, this presents as stiff muscles, low flexibility, and

a resting clenched fist posture. In a study of 301 stroke patients, 42.6% developed spasticity

after 6 months, with 15.6% classified as clinically relevant (severe) according to the Modified

Ashworth Scale which measures the resistance of a relaxed limb to rapid passive stretches

[67]. Spasticity of the upper limb was more common, presenting in 35.5% of the patients

[67]. Patients with spasticity had lower scores on the Barthel Index, which measures ability

to independently perform ADLs [67]. Due to the prevalence of spasticity in the intended

patient population, a glove was ruled out, and the OTHER Hand was designed for each

attachment to be donnable as independently as possible.

3.4.1 Palm Attachment

In keeping with the requirement of easy use by stroke patients, the attachment to the

palm is designed to be quickly and securely donned/doffed. The palm attachment is made

from 3D-printed PLA plastic, designed using 3D scans of a hand, and padded with neoprene

where it contacts the user. The attachment is separated into a posterior segment secured

to the aluminum base-plate of the exoskeleton and an anterior segment connected to an

aluminum sliding mechanism that can be quickly locked relative to the base-plate via a cam
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Figure 3.7: Palm attachment. Note that hook-and-loop straps and neoprene padding are
not displayed. A.) Front view with mechanism open. B.) Side view with mechanism closed.

handle. To permit thumb O/R motions, the anterior segment only covers the proximal-ulnar

portion of the palm. To further secure the palm, hook-and-loop straps connect between the

anterior and posterior segments. The palm attachment is shown in Fig. 3.7.

3.4.2 Quick Disconnect

To enable reconfigurability and ease of use, the thumb and all finger attachments are

designed with quick disconnect mechanisms. Each attachment connects to the linkages by

sliding into a slot that constrains 5 DoFs, and then locking in place using a pivoting latch

and ball-nose spring plunger. Figs. 3.8A and 3.8B display the quick disconnect mechanism.

The attachments are secured to the user’s fingers via hook-and-loop straps. The long-finger

attachments attach to the distal phalanges just past the most distal joint. As the thumb

actuates O/R, the attachment must be robust to rotation around the long axis of the thumb.

Thus, the thumb attachment features a double parallelogram mechanism that attaches at

both the distal and proximal phalanges and passively permits F/E of the interphalangeal

joint.
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Figure 3.8: Finger attachments. A.) Exploded view of the quick disconnect mechanism.
B.) Assembled view. C.) Posterior view of the 1-1-3 finger attachments with pinky slider
unaligned. D.) Anterior view with pinky slider aligned.

In addition to enabling reconfigurability, the quick disconnect attachments make the de-

vice more easily donned by stroke patients. The quick disconnect mechanisms allow users

to don the attachments finger-by-finger before getting into the exoskeleton. Once in the ex-

oskeleton, each attachment can then be connected to the appropriate linkage. While wearing

the finger attachments, a practiced user can insert the hand, secure the palm attachment,

and connect the quick disconnects of one hand in approximately 45 seconds using their other

hand. When fully attached, quick disconnects and palm attachments can be disconnected

such that the hand can be removed from the exoskeleton in as little as 20 seconds.

3.4.3 Pinky Slider

The distal phalanx of the pinky frequently moves with respect to that of the ring finger.

Specifically, with variation between individuals, the tip of the pinky distal phalanx can be

several centimeters more proximal to the palm than that of the ring finger when the fingers
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are extended. However, when flexed into a fist, the pinky advances with respect to the ring

finger such that the their tips align. As in the first-generation hand, this is accounted for by

a pinky slider mechanism that is incorporated in the attachments that connect to the ring

and pinky fingers (and middle finger when in the 1-1-3 configuration). This slider mechanism

constrains the pinky distal phalanx to be parallel to the ring distal phalanx, but allows it to

move with a single passive prismatic DoF. This permits approximation of some of the grasps

requiring independent motion of the pinky finger that would otherwise be prohibited by a

1-2-2 or 1-1-3 configuration. The pinky slider is shown in Figs. 3.8C and 3.8D.

3.4.4 Adjustments

Although the link lengths of the OTHER Hand were selected to fit all fingers from the 5th

to 95th percentile, it is necessary to add adjustment mechanisms to change the placement

of the linkages to enable use with individuals of varying hand widths and thicknesses. The

thumb is designed with four discrete positions for the origin of frame T2 as indicated by the

different options for DT2 in Fig. 3.1. In the same figure, AI1 and AR1 display the continuous

adjustment ranges of the X position of frames I1 and R1, respectively, as seen in the 0

frame. As such, the linkages can be adjusted to best maintain alignment of the F/E planes

of the exoskeleton with those of the biological digits through the joint ranges of O/R of the

thumb and A/A of the fingers. Additionally, three sizes of the anterior segment of the palm

attachment are available for different hand sizes.

3.5 Actuation and Transmission

As with the first-generation hand, a Bowden cable transmission system with brushed DC

motors was chosen to address the low mass and torque requirements. The cable transmission

enabled remote location of the motor pack, reducing mass at the hand. It also allowed use

of actuators with sufficient torque for hand rehabilitation.
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3.5.1 DC Brushed Motors

The OTHER Hand is actuated by Maxon (https://www.maxongroup.us) motor combi-

nations consisting of DCX19S GB KL 18V motor, GPX19HP 231:1 planetary gearhead, and

ENX16EASY 256IMP quadrature encoder. DC brushed motors with built in gearboxes and

quadrature encoders were selected to actuate the system due to their ease of control, price,

and performance. The motors and gearbox were sized to provide 1.6Nm of nominal torque

compared to just 0.3Nm of torque for the first-generation hand. Given the robot kinematics

across it’s workspace, 1.6Nm enables application of at least 11.1N in any given direction.

This is comparable to the maximum forces with which the fingertip can resist applied forces

without moving, which is highly dependent on finger position and force direction, as reported

in [68]. As the Maximum joint rotation angular velocity is 52RPM, which was judged to be

sufficient for fast finger movements during rehabilitation. Six motors are used for each hand.

3.5.2 Bowden Cable Transmission

Bowden cable transmissions were selected in order to permit remote placement of the mo-

tor pack, such as at the elbow joint of the EXO-UL8. The cables used are CB-0044-777-CS-U

steel 7x7x7 construction, 0.044” diameter wires with 756N breaking strength from Strand

Products (https://strandproducts.com). Given the 1.6Nm motor torque and diameter of

the capstans used, up to 213.5N of tension can be applied, for a factor of safety of 3.54. The

cables are sheathed in SG-100-023-120 0.1” outer diameter, 0.054” inner diameter round wire

spring guides from the D.R. Templeman Company (https://www.drtempleman.com). These

spring guides were chosen without an external plastic layer to minimize the forces/torques

experienced by the fingers and wrist when the fingers, wrist, or elbow joints are actuated.

To further minimize the resistance of the cable guides to finger movements, the guides are

routed through channels in the axis of rotation of the first joints of the finger linkages. In-line

cable tension adjusters are installed on each cable.
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3.6 Sensors

Each hand of the OTHER Hand features six quadrature encoders for rotational mea-

surement of active joints, four magnetic rotary encoders for the F/E passive joints, and six

single-axis force sensors. All wires from the magnetic rotary encoders and force sensors are

shielded to reduce noise and routed through numerous strain reliefs to improve durability of

the system.

3.6.1 Force Sensors

As each linkage possesses two active DoFs, two single-axis force sensors are used in

each. All force sensors used are S215 ultra-low profile, single point load cells with 53.37N

capacity from Strain Measurement Devices (https://www.smdsensors.com). These sensors

were selected as the smallest available single point load cells with appropriate ranges. Each

sensor is integrated so as to create the physical structure of the links. Each of the finger

linkages possess two such load cells measuring forces in the F/E plane placed between the

first and second F/E joints, and between the second and third F/E joints. The thumb

contains two force sensors placed perpendicularly to each other, just after the actuated F/E

joint, so as to measure forces associated with F/E and with O/R. Placement of the force

sensors along with direction of measured force are indicated in Fig. 3.1.

3.6.2 Rotation Sensors

Each actuated DoF is measured in rotation using the ENX16EASY 256IMP quadrature

encoders with 256 counts per turn. All passive joints involved in F/E are measured with

RM08 super small non-contact rotary encoders from Renishaw (https://www.renishaw.

com). These magnetic absolute encoders are used in the 360◦ linear voltage variety. Custom

mounts are used to position the sensors.
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Figure 3.9: Overview of the electronic subsystems and connections of the OTHER Hand.
Red arrows indicate outgoing command signals (towards the hand). Blue arrows indicate
incoming sensor signals (towards the host PC). Black arrows indicate power signals. Note
that the ‘Force’ signal is the ‘Load’ signal after amplification, and the ‘M+/-’ signal is the
motor signal determined by the ‘SET’ signal.

3.7 Electronics

The electronics of the OTHER Hand consist of four hubs: the host PC, the electronics

box, and the left and right motor packs. Signal routing between hubs is displayed in Fig.

3.9.
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3.7.1 Hand

The hand contains the least number of electrical connections, but the most challenges

with wire routing. Each of the four passive joint rotation sensors is wired to a three-position

shielded cable and routed through various strain relief and wire guides built into each linkage.

Each of the six force sensors are connected to shielded four-position wires that similarly are

routed through strain relief. All 36 connections on each hand are systematically combined

from 10 wire bundles to one which is then connected to a custom ‘Sensor’ PCB mounted at

the motor pack. All wire bundles are wrapped in cable sleeves and merged using heat shrink

tubing.

3.7.2 Motor Pack

The motor packs serve to improve wire management, reduce the length of cables including

those for noise-sensitive unamplified force sensor signals, and amplify said signals. All sensor

and motor signals are routed through three custom PCBs. The motor packs feature 3D-

printed covers that hide the motors and PCBs.

3.7.2.1 Routing PCB

A ‘Routing’ PCB is added to each motor pack to communicate between the electronics

box and the Sensor and Motor PCBs. The Routing PCB serves only to convert from the the

ribbon cables sent from the two other PCBs to the enclosure box into three D-Sub cables.

This was done because D-Sub cables are shielded and connect far more securely (due to

screwing to the PCB) than the ribbon cables output from the other two PCBs. The Routing

PCB is not displayed in Fig. 3.9.
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3.7.2.2 Sensor PCB

The ‘Sensor’ PCB receives all connections from the hand, and amplifies the signals of the

force sensors using INA125U instrumentation amplifiers. The PCB outputs a 12-connector

ribbon cable that is converted to a 15-pin high-density D-Sub cable at the Routing PCB,

which in turn connects to the electronics box. The PCB receives 18VDC and ground from

the electronics box, which is used to power the instrumentation amplifiers as well as an

on-board MC7805 5V voltage regulator connected to the rotary sensors. The remaining 10

connections to the electronics box consist of a single signal for each sensor.

3.7.2.3 Motor PCB

The custom ‘Motor’ PCB routes all signals from and to the six motors. Two ribbon

cables connect the Motor PCB to the Routing PCB, which converts them to two D-Sub

cables that connect to the electronics box. A 40 connector 28AWG ribbon cable converts

to a 44-pin high-density D-Sub cable and is used to route 18VDC power to an on-board

MC7805 5V voltage regulator powering all the motor encoders, and route the 6 signal wires

of each encoder to the electronics box. A 12-connector 22AWG ribbon cable converts to a

15-pin standard-density D-Sub cable and is used to route the motor+ and motor- signals

from the electronics box to each of the motors.

3.7.3 Electronics Box

The electronics box shown in Fig. 3.10 is a rackmount enclosure that contains three

custom PCBs for wire routing, two SMP350 18VDC switching power supplies, four fans

for cooling, a 3-outlet power strip, a 12-outlet USB hub, and twelve Escon 50/5 motor

controllers from Maxon Precision Motors, Inc. The electronics box connects all signals

to/from the motor pack to the motor controllers, power supplies, the host PC, foot pedal,

and emergency stop button.
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Figure 3.10: The electronics box containing the power supplies, motor controllers, and wire
routing PCBs. A.) Front panel. B.) Rear panel.

Additionally, the electronics box features custom front and rear panels. These panels

contain contain numerous PCBs (not shown in Fig. 3.9) and discrete components. The front

panel mounts two fans for cooling, as well as LED indicators for status of the power supplies,

motor controllers, and software. The rear panel passes through all connections from/to the

motor pack and host PCB, the foot pedal, the emergency stop button, and mains power

(with power switch).

3.7.4 Host PC

The host PC is a 4U rack mount industrial PC featuring a 6th Gen Core i7 processor,

8GB of ram, 500GB solid state drive, 2TB 7200RPM hard drive, and backplane with 10 PCI,

1 PCIe x4, and 1 PCIe x16 (part SL-4U-SBC-Q170-HA from SuperLogics, Inc). Installed

on the PC are three PCI-QUAD04 4 quadrature encoder reader PCI cards (Measurement

Computing Corp.), a PCI-DAC6703 16 analog output PCI card (Measurement Computing

Corp.), and a Contec AD12-64(PCI) 64 analog input PCI card (Contec Co., Ltd). These

cards are used to interface with the required 12 quadrature encoders (installed on the 12

motors), 20 analog inputs (12 from force sensors, 8 from magnetic rotary encoders), and 12

analog outputs (control signals to the 12 motor controllers).
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Figure 3.11: The GUI for the OTHER Hand controller

3.8 Software and Control

The OTHER Hand is controlled from the host PC running a C++ executable. A Graph-

ical User Interface (GUI), written with Qt, displays sensor information numerically and

graphically, enables manual control of each joint, permits selection of control scheme, and

allows for data logging. The GUI is shown in Fig. 3.11.

Although the OTHER Hand is anticipated to use a variety of control schemes for reha-

bilitation, a simple Proportional-Derivative (PD) admittance controller running at 250Hz is

currently implemented. The control receives as inputs the forces measured from the load

cells. The proportional and derivative of the error of each force reading is scaled and then

mapped one-to-one to the actuator of an adjacent joint. The first F/E joint of each finger

and thumb is controlled by a force sensor between the first and second F/E joint. For each

finger, the second F/E joint is controlled by the force sensor between the second and third
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Figure 3.12: OTHER Hand mounted on the EXO-UL8 upper-limb exoskeleton demonstrating
bimanual grasping.

F/E joint. The O/R joint of the thumb is controlled by the other force sensor between the

first and second F/E joint (that measures forces normal to the F/E plane). While this one-

to-one mapping does not well account for the dynamics of the linkages, all test subjects have

favorably evaluated the naturalness and ease of the resulting motions. Thus, it is deemed

that including cross-terms between joints is likely unnecessary as the dynamic effects are

small compared to the forces involved in grasping.

3.9 Integration with the EXO-UL8

In addition to functioning as a standalone device, the OTHER Hand can be mounted to

the EXO-UL8 as shown in Fig. 3.12. Such combined Arm and Hand Exoskeleton (AAHE)
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systems featuring several-DoFs hand systems and full arm systems provide significant ad-

vantages. Primary among them is the ability to train reach-to-grasp ADLs. This is crucial,

as it has been observed that the training effects of rehabilitation exercises are task specific

[69]. It is therefore anticipated that rehabilitation with the combined OTHER Hand and

EXO-UL8 system would not only be more time efficient, but may result in improved out-

comes compared to separate trainings with each system alone. As both systems are bilateral,

the combined system is also capable of bilateral/bimanual training and tasks. A secondary

advantage comes from the inherent positional knowledge of the hand due to measurement of

the joint angles of the arm. Although there are other ways to obtain position and orientation

of the hand, they typically require some form of optical tracking and therefore can suffer

from occlusion issues. Position and orientation of the hand can be useful for VR applications

and games that are common methods of improving attentiveness and participation during

rehabilitation sessions.

3.9.1 Challenges

There exist a number of challenges to integrating a hand exoskeleton and arm exoskeleton

together. These challenges can be broadly classified into mechanical, electrical, and control.

3.9.1.1 Mechanical Hardware

The foremost challenges of creating an AAHE are the inertia and high number of DoFs.

Specifically, hand exoskeletons with many active DoFs require a corresponding number of

actuators. In order to provide even comparable forces/torques and velocities to the contained

biological hands, the combined mass of the required motors is non-negligible. Placement of

the motors at the hand is possible, but requires either oversized motors on the arm or

undersized motors at the hand. The motors can alternatively be placed further up the arm

with a transmission system leading to the hand. This can reduce the inertia felt by the arm
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exoskeleton, but causes other challenges.

A second issue is that of interference. Generally speaking, the more DoFs at the hand,

the more complex and bulkier the required mechanical assembly. If attached to an arm

exoskeleton with a 3 DoFs wrist, it is difficult to design both systems such that no interference

occurs across the entire range of motion of both subsystems. In the case of the OTHER Hand,

the design has to work with both the EXO-UL8 and BLUE SABINO arm exoskeletons.

Lastly, as the number of required attachment points increase, donning/doffing the com-

plete system becomes more challenging and time consuming. If a user has partial hemiparesis

and/or hypertonia that causes a pathological resting posture, aligning and then attaching

the exoskeleton to the user can become nearly impossible.

3.9.1.2 Electrical Hardware

The major challenges with regards to electrical hardware of an AAHE stem from the

number of electrical connections required.

The obvious issue with many electrical connections is wire routing. For an entirely new

AAHE, the arm subsystem can be designed to allow for neat routing of any cables within the

exoskeleton structure. However, the shear number of connections can make this prohibitive,

especially as it prevents design of the arm until all wiring of the hand is designed. This was

also not an option for the OTHER Hand as the EXO-UL8 already existed.

The other issue with the number of connections comes from the requirements of any

host PC or intermediate input/output system. The PC or input/output system must be

capable of properly interfacing with the large number of motors and sensors at sufficiently

high frequencies.
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Figure 3.13: The only discovered combined full arm and hand exoskeletons in the literature.
Left: [36], Right: [70].

3.9.1.3 Control

Control of any system generally gets more complicated with the number of DoFs. AAHE

systems are no exception. Given the number and types of sensors, actuators, and trans-

mission systems that must be accounted for, different parts of the system require different

strategies to function well. Though it is no longer anticipated to be problematic due to

speeds of modern computers, the computations required by the control system place an

upper bound on control frequency.

3.9.2 Existing Arm and Hand Exoskeletons

Likely due to the numerous challenges with integrating a several-DoFs hand exoskeleton

with an upper limb exoskeleton, the only two other such systems discovered in the literature

are [36] and [70] shown in Fig. 3.13. However, Lauretti et. al. details the system with a

combined total of 9 active DoFs (3 at the shoulder, 1 at the elbow, 1 at the wrist, and 4 at
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the hand) on a unilateral system compared to the 13 active DoFs (3 at the shoulder, 1 at the

elbow, 3 at the wrist, and 6 at the hand) on each side of the bilateral system in the presented

research [36]. DEXO [70] is similar to the current work in that it has matching numbers of

active DoFs at the arm and hand. However, the DEXO Hand splits the 6 DoFs differently,

and features a significantly different topology than the OTHER Hand. Numerous other

systems, including the EXO-UL8, have single DoF hand modules, but they do not present

the same challenges or advantages of a system with a multi-DoFs hand module, and thus

are not considered comparable.

3.9.3 Motor Pack

The OTHER Hand uses a Bowden cable transmission system to minimize mass at the

hand. As such, it was necessary to determine where and how to place the motors. The

cables must be kept short because the further up the arm the motors are placed, the more

potential for the Bowden cables to interfere with motions of the intervening DoFs and the

lower the stiffness of the transmission system. However, the closer to the hand the motors

are placed, the higher the inertia felt by the proximal motors of upper limb system. A

suitable location for placement of the motor pack was determined to be on the Harmonic

Drive motors of the elbow F/E joints as shown in Fig. 3.14. This results in a transmission

length of approximately 45cm, and inertia of the motor pack only felt by the shoulder joints.

The motor pack of each hand contains six actuators, divided into three sub-packs. Each

sub-pack contains two motors and associated capstans contained in a rigid structure, and is

linked to the actuated DoFs of one of the three linkages of the OTHER Hand. All sub-packs

of each side are connected to a single adapter designed to conform to the curvature of the

elbow harmonic drive motor. The adapters are secured to the harmonic drives on each side

with worm-drive hose clamps.
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Figure 3.14: The motor pack mounted at the elbow joint of the EXO-UL8. A.) Front view.
B.) Side view.

3.9.4 Wrist Attachment to EXO-UL8

The EXO-UL8 was designed with a single DoF hand module attached to the 3 DoFs wrist

through a 6-axis force sensor. The part proximal to the force sensor, as well as a custom

attachment from the force sensor to the dorsum of the OTHER Hand were designed. The

attachments were constructed such that the anatomical wrist would align with the 3 DoFs

of the EXO-UL8 while the hand is worn as shown in Fig. 3.15. When the motor pack and

wrist attachments are connected to the EXO-UL8, the user does not need to exert their own

energy to lift the OTHER Hand due to gravity compensation of the EXO-UL8. Additionally,

the bulk of the forces applied on the hand by the Bowden cables are passively compensated

for by the upper limb system.
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Figure 3.15: The OTHER Hand mounted at the wrist of the EXO-UL8. A.) Front view. B.)
Top view.

3.9.5 Donning/Doffing

The quick disconnect finger attachments and clamping palm attachments were designed

with the EXO-UL8 in mind. Specifically, the user can don the finger attachments before

entering the exoskeleton, and can slide their hand into the palm attachment while positioned

to attach to the EXO-UL8. Once hand is in place, the fingers, palm, forearm, and upper

arm attachment points can then be easily secured.

3.9.6 Electronics and Software Integration

At present, the OTHER Hand and EXO-UL8 are not integrated from either a electronics

or software perspective. No signals are sent between them, and each acts independently even

when mechanically combined. However, methods have been proposed for integrating them.
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Both systems use rackmount electronics enclosures and industrial PCs. Both also use the

same model PCI cards for communicating with sensors and motors. If desired, all PCI cards

can be placed on a single backplane with 13 PCI slots to centralize all control on a single

PC. This, however, would require modifying routing of connections from the EXO-UL8 and

OTHER Hand to share some analog in PCI cards. The backplane has been purchased, but

system modularity has prioritized.

Regardless of electronic integration, software development by future graduate students

is anticipated to enable connection of the control of the hand and arm exoskeletons. This

would primarily involve the establishment of a standardized UDP packet for both the EXO-

UL8 and OTHER Hand to use. These packets could then be used to enable independent or

coordinated control of the systems. An overview of the potential organization of the software

for a combined OTHER Hand and EXO-UL8 system is provided in Fig. 3.16 courtesy of

Jianwei Sun.

3.10 Conclusion

This chapter presented the research effort on the development of the OTHER Hand ex-

oskeleton. This exoskeleton is a novel one-size-fits-all, 3-linkage, 6 actuated and 8 passive

DoFs, reconfigurable, rehabilitation hand exoskeleton designed to attach to upper limb ex-

oskeletons. It features a lateral base-to-distal topology, quick disconnect attachments, a

Bowden cable transmission system, integrated force sensors, and an opposable thumb. The

design and assembly of the OTHER Hand has been completed. One pair of the exoskeleton

hands have been delivered to Dr. Joel Perry for integration with the BLUE SABINO upper

limb exoskeleton, and a second pair is installed on the EXO-UL8 as displayed in Fig. 3.12.
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Figure 3.16: System overview of the anticipated software organization for the combined
EXO-UL8 and OTHER Hand system.
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CHAPTER 4

Experimental Evaluation of the OTHER Hand

Due to the high number of novel design features as well as the inaccuracies in the standard

kinematic models of palms and thumbs, it is difficult to predict the functionality of the

OTHER Hand without physical testing. This is doubly so because the system is not designed

to work with a specific hand but rather the hands of the general population per the unisize

requirement. In particular, it is uncertain how the physical structure of the OTHER Hand

will interfere with grasping, if the system will be securely attached and comfortable to use,

and if the thumb mechanism can provide the desired DoFs with the appropriate ROM for

users with different size hands reflective of the range in the general population.

In order to demonstrate the capabilities of the OTHER Hand, a validated test protocol

for grasping of real world objects was desired. This is due to the intended use of the OTHER

Hand as a rehabilitation device; it must be capable of training the grasps and hand postures

needed for ADLs. Of particular interest is the ability to perform the grasps on relevant

physical objects. This is because doing so enables tactile and kinesthetic feedback when per-

forming rehabilitation tasks, which is shown to increase motor and functional recovery [71].

Furthermore, the abilities of the OTHER Hand should be tested for a range of user hand

sizes to validate the design choices enabling it as a one-size-fits-all device. Several protocols

for testing various metrics of hands (robotic and biological) have been proposed, including

applying Cutkowsky’s Taxonomy [72] or the GRASP Taxonomy [40] (objects used are not

standardized for either), the Action Research Arm Test [73] (also tests arm motions unrelated

to hand design), or the Southamptom Hand Assessment Procedure [74] (measures function-
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Figure 4.1: All tasks of the AHAP and the initial pose wearing the OTHER Hand. Tasks
are labeled with task number and associated GTs. Note: all grasps are performed palm up.

ality as based on task completion time, which is not inherent to the OTHER Hand design).

Given the goal of evaluating grasping abilities but not arm manipulation (that is a factor

of the upper limb exoskeleton to which the OTHER Hand attaches), the Anthropomorphic

Hand Assessment Protocol (AHAP) was selected [75].
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4.1 Anthropomorphic Hand Assessment Protocol

Most standardized performance tests of robotic hands attempt to quantify kinematic

and dynamic capabilities or test very specific tasks, such as pick-and-place. Metrics like

workspace or actuation property comparisons to the human hand provide an overview of

the anthropomorphism of the robot in terms of design specifications, however they do not

address the ability to grasp real world objects [75]. Grasping ability is defined as the ability

of the hand to both effectively initiate grasp and maintain a stable grip under motion without

external forces of a representative set of objects used in ADLs [75]. The AHAP is designed

to holistically measure the anthropomorphism of a robot hand operated by a human subject

in terms of ability to replicate the most characteristic grasp types used in ADLs with the

standardized set of physical objects of varying physical characteristics in the Yale-CMU-

Berkeley Object Set (YCB) [75], [76]. The AHAP is also generalizable across arbitrary robot

hand systems, and thus enables comparison between different designs [75]. This permits

the demonstration of grasping ability for the range of hand sizes of users of one-size-fits-all

exoskeletons such as the OTHER Hand.

10 Grasp Types/hand postures (GTs) including Pulp Pinch or palmar pinch (PP), Lateral

Pinch (LP), Diagonal Volar Grip or adducted thumb grip (DVG), Cylindrical Grip (CG),

Extension Grip (EG), Tripod Pinch (TP), Spherical Grip (SG), Hook grip (H), Platform

(P), and Index Pointing/pressing (IP) are tested in the AHAP. These grasps account for

more than 90% of grasps by frequency of use, and the non-grasping postures are included

due to their importance [75]. Each grasp is tested with three different objects of varying

size, shape, weight, texture, and rigidity, and each non-grasp posture is tested with a single

object, obtained from all categories of the YCB [75], [76]. The GTs for each task, as well as

the initial position formed prior to and at the end of each task, are shown with the OTHER

Hand worn in Fig. 4.1.
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4.1.1 Procedure

4.1.1.1 Modifications

The procedure largely follows the AHAP with two modifications:

1. The human hand within the OTHER Hand is considered for scoring purposes, and not

the exoskeleton itself, with the exception of the palm of the OTHER Hand which is

considered as part of the palm of the user. To do otherwise would prevent full scoring

for many grasps despite correct posture of digits and secure grasp of the tested objects.

2. Before each repetition of each task, the subject is instructed to clench their hand into

a fist with thumb in opposition to the palm. The initial pose for each task is not

specified by the AHAP. The closed fist posture was selected to force users to pregrasp

prior to grasping, further demonstrating the abilities of the OTHER Hand.

4.1.1.2 Pre-Trial Fitting and Donning

Prior to beginning the AHAP procedure, the OTHER Hand is adjusted to fit the user:

1. The subject is instructed on the format of the experiment and questions are answered.

2. The subject’s index finger from center of rotation of the MCP joint to the fingertip

(including soft tissues) is measured to the nearest millimeter and recorded.

3. The distance from the index finger MCP to the ring finger MCP joint is measured

to the nearest millimeter, and the lateral placement of the right ring linkage of the

OTHER Hand is adjusted to match this width.

4. The subject must don the finger attachments before donning the OTHER Hand. As-

sistance is provided by the operator if necessary.
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5. The OTHER Hand is powered on and enabled through the GUI. All right finger link-

ages are enabled. Force measurements are zeroed. All right joint positions are reset.

Admittance control is enabled, and the OTHER Hand is configured to be in a reason-

able position for donning before force measurements are zeroed again.

6. The subject is instructed on the use of the emergency stop button. Specifically, to press

the emergency stop with their left hand (which should be resting on the emergency

stop) if the OTHER Hand moves in a way other than desired.

7. The subject sits in an adjustable-height chair with back support and without arm rests.

The subject adjusts and/or positions the chair such that the platform is level with the

navel and they are able to touch all four corners of the platform with their index finger

without moving their torso. The subject is instructed to keep their back against the

back support of the chair such that their face does not enter the video.

8. With assistance from the operator, the subject dons the OTHER Hand. Specifically,

the subject’s hand should be comfortably clamped and strapped into the palm and

each finger attachment should be connected to the appropriate mechanism.

9. The subject must give verbal confirmation that they are comfortable before proceeding.

10. The subject is allowed up to three minutes to accustom themselves to use of the foot

pedal and moving while wearing the OTHER Hand.

11. “Delete all data” should be clicked in the Data Logger on the GUI.

12. Webcam recording of top and side view is started. The subject is instructed to keep

the OTHER Hand in view of the webcams when performing each task.
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4.1.1.3 AHAP Trials

Tasks should be completed in numerical order of T01 to T26 with the objects from the

YCB as shown in Fig. 4.1. All grasping and object manipulations should occur in view of

the webcam. The operator should delete each logged data file that is not associated with

a task. The subject should request a break whenever desired. For each task, the following

steps are followed:

1. The operator shows the object and correct grasping posture/task to the subject, and

explains any requirements of the task. Objects/grasp postures are found in Fig. 4.1.

Requirements are listed in Table 4.1. [75]

2. The operator assists the subject in practicing the task for one minute [75].

3. The subject, with the OTHER Hand donned, forms a clenched fist with thumb opposed

as the initial configuration.

4. The operator enables the foot pedal and presents the object to the subject for the test

in a way that enables the subject to properly perform the grasp posture. For the IP

task (T09), the timer is fixed to the platform surface [75].

5. The subject operates the OTHER Hand with palm facing upwards to grasp the object.

The operator releases the object as soon as it is grasped by the subject. For the IP

task (T09), the subject presses the button to start the timer, and then waits for three

seconds [75].

6. While maintaining the grip, the subject naturally rotates the hand/arm with low ac-

celeration until the palm faces downwards (180° rotation), and maintains the grip for

three seconds in this position. For the IP task (T09), the subject presses the button

again to stop the timer within three seconds after the completion of step 5. This step

is not executed for the P task (T18) [75].
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7. The subject returns the object to the operator [75] and forms a clenched fist again.

The operator releases the foot pedal and renames the trial in the data logger to

SSubjectNumberTTaskNumberRRepeatNumber.

8. Steps 4-7 are repeated two additional times (for a total of three repetitions) [75].

Upon completion of all tasks, video obtained from the webcam is saved. Additionally,

“Save All As” is clicked in the graphical interface. Subjects are read the following five

questions, asked to rate each on a 1-10 scale (1 worst, 10 best), and to provide comments on

their experience with the OTHER Hand:

1. Comfort: The attachments to the hand are comfortable considering the palm and all

finger attachments. 1 is too uncomfortable to use, 10 the attachments are so comfort-

able as to be unnoticeable.

2. Security: The attachments to the hand connect securely considering the palm and all

finger attachments. 1 is completely insecure, 10 is completely secure.

3. Weight: How heavy or light is the sytem? 1 is too heavy to use, and 10 is so light as

to be unnoticeable.

4. Movement: The system moves as desired in terms of control. 1 is the system never

moving as desired and requiring great effort, 10 is always moving as desired and taking

no effort.

5. Constraint: The system physically constrains/blocks desired motions and postures

due to size, joint alignment, finger groupings, etc. 1 is always constrained, 10 is never

constrained.
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Table 4.1: Requirements for successful completion of each grasp [75].

Grasp/Posture Type Requirement for Correctness

Index
pointing/pressing (IP)

The palmar side or tip of distal phalanx of the index finger is
contacting the object and starting the timer (stopping for main-
taining grip score).

Platform (P) There is contact between the object and the palm and the angle
between any phalanx (long fingers and thumb) and the palm is
less than 30°.

Hook (H) There is contact between the object and the palmar side of at
least three long fingers.

Spherical Grip (SG) There is contact between the object and the palmar sides of the
thumb, all the phalanges of at least three longer fingers, and the
palm.

Tripod Pinch (TP) The object is contacted by the radial side of the middle finger
and by the palmar side of the distal phalanges of the thumb and
the index finger.

Extension Grip (EG) There is contact between the object and the palmar side of the
distal phalanges and the intermediate phalanges (if exist) of at
least three long fingers and the palmar side of the thumb. In
any case, the angle between the distal phalanges axes and the
object side must be less than 30°. For the boxes the contact of
the thumb and finger phalanges must be in the opposing sides
of the box with bigger area.

Cylindrical Grip (CG) The angle between the main axis of the thumb and the main axis
of the object’s grip area is greater than 60° and there is contact
between the object and the palmar sides of the thumb, all the
phalanges of at least three long fingers and the palm.

Diagonal Volar Grip
(DVG)

The angle between the plane defined by the thumb phalanges
and the symmetry plane of the object is less than 30° and there
is contact between the object and the palmar sides of the thumb,
the palm and at least three long fingers.

Lateral Pinch (LP) There is contact between the object and, at least, the palmar
side of the distal phalanx of the thumb and the radial side of the
index finger.

Pulp Pinch (PP) The object contacts with the palmar sides of the distal phalanx
of the thumb and the distal phalanx of only one long finger,
without any contact of the object with the palm.
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4.1.1.4 Scoring

For each task the scoring protocol in Table 4.2 is applied for each of the three repetitions,

for for a maximum total Grasping Ability Score (GAS) of 153, which can be normalized [75].

Inter- and intra- rater reliability, internal consistency, and responsiveness to small changes

in robot hand design of the GAS have all been found to be high [75].

Table 4.2: Scoring method for each trial of each task of the AHAP [75].

Step Task Score Criteria

5

All except
T09

1 The grasp is completed with the correct grasp type given
requirements.

0.5 The grasp is different to the one specified given requirements.

0 The object was not successfully grasped.

T09

1 The timer is pressed with the correct grasp type given re-
quirements.

0.5 The timer is pressed with a different grasp type given require-
ments.

0 The timer is not successfully pressed.

6

All except
T09 and
T18

1 No visible motion of the object with respect to the hand (for
T19 only the portion of the rope located in the grasping area
is considered).

0.5 The object moves with respect to the hand but is not dropped.

0 The object is dropped.

1 The timer is pressed within three seconds with the correct
grasp type given requirements.

T09 0.5 The timer is pressed within three seconds with a different
grasp type given requirements.

0 The timer is not successfully pressed within three seconds.

T18 N/A No additional points for this task.
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Figure 4.2: Normalized overall scores by GTs. The solid line displays the mean across
subjects, the dashed lines the maximum and minimum, and gray shaded area ± one standard
deviation from the mean (which can exceed the maximum/minimum).

4.1.1.5 Subject Criteria

The AHAP trials were completed by thirteen healthy subjects aged 24-34 (29.0±3.7,

mean±standard deviation) with 31% self-identifying as female. Their index finger lengths

measured 81.5±5.9mm, compared to 81.8±10.3mm of the general population [45]. Subjects

fell between the 10.5th and 80.5th percentile for hand size assuming a normal distribution.

4.2 Results

The results of the AHAP testing of the OTHER Hand are displayed in Fig. 4.2. The

mean and standard deviation for the GAS and GTs are listed in Tab. 4.3.
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Most users were able to correctly grasp and maintain for each task, as evident in the

mean 143.79 GAS. However, subjects often could not perform two of the CG tasks and two

of the LP, and the P task was performed with a caveat.

Task 14, CG of the coffee can, was generally able to be grasped correctly. However, some

subjects were unable to maintain because the low-friction between the hook-and-loop straps

used for the finger attachments and the high weight of the object caused the can to slip from

some subjects’ fingers when inverted. Subjects with smaller hands that relied on friction,

as opposed to circling the can, were especially likely to drop the object. The correct grasp

was unachievable for Task 23, CG of the power drill. The lateral base-to-distal topology of

the OTHER Hand resulted in too wide of a system for the four long fingers to fit on the

handle of the power drill between the barrel of the drill and its battery pack. As such, no

user was able to grasp the handle with contact between the object and the palmar side of

all phalanges of at least three long fingers, as required. Instead, users made similar grasps

that did not satisfy requirements for CG, and could generally maintain the grasp without

motion of the object with respect to the hand.

Tasks 7 and 16 involve LP of the bowl and XS clamp, respectively. The lateral placement

of the index linkage largely prevented correct grasping for both tasks. The only unobstructed

area of the index finger on the radial size was at the distal portion of the distal phalanx.

Only a few subjects with larger hands were able to grasp the objects with said area, and

then only insecurely. Other subjects used a PP or similar grasp instead of the LP. The issue

Table 4.3: Scores by GTs.

GTs Mean Std. Dev. GTs Mean Std. Dev.

GAS 143.79/153 5.31
H 17.92/18 0.16 SG 17.13/18 1.18

TP 17.25/18 1.21 EG 17.29/18 0.82
CG 14.79/18 1.91 DVG 17.83/18 0.24
LP 15.54/18 1.56 PP 17.04/18 2.04
IP 6.00/6 0.00 P 3.00/3 0.00
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Figure 4.3: GAS versus hand size of test subjects as approximated by index finger length.
Index length of population is displayed for reference as a normal distribution with mean and
standard deviation from [45]. Max possible GAS is displayed with the dashed line.

preventing LP of the bowl and XS clamp was not an issue for the key, as it fit in the area

and keys are generally grasped at the distal phalanx.

In addition to the noted challenging tasks, task 18 was performed unnaturally. Every

subject performed the correct P posture according to the requirements of the AHAP, and

successfully held the plate. However, the plate sat on the exoskeleton, and did not make

direct physical contact with the subject’s hand as seen in Fig. 4.1. Exclusion of the palm

attachment for scoring would have resulted in a 0.5 score for all users for each repetition of

this task.

The GAS of each subject is plotted against their hand size, as approximated by index

finger length, in Fig. 4.3. While there is a moderate tendency for users with larger hands to

score higher (Pearson correlation coefficient = 0.53), even the lowest-scoring subject scored
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a 132.5 (86.6%).

The average and standard deviation of the numeric scores given in the post-trial ques-

tionnaire are reported in Table 4.4.

4.3 Discussion

The high overall score of the OTHER Hand on the AHAP across all users indicate that

the novel design choices resulted in a unisize system able to perform the wide range of grasps

needed for ADLs. The mean normalized GAS of the OTHER Hand was 94.0% ± 3.5%. This

is notably higher than the 45-79% reported for various designs [75], [77]–[79], although it

is an exoskeleton as opposed to the prosthetic and robotic hands tested with the AHAP in

the literature. All subjects, from 10.5th to 80.5th percentile hand size, scored higher than

any reported prosthetic or robotic hand. It is therefore deemed that the OTHER Hand did

not greatly hinder healthy grasping performance. Importantly, the novel thumb O/R axis

enabled the desired thumb motions of the subjects, and several even expressed surprise when

informed that one DoF of the thumb was actually constrained.

Based on observations during the trials, a 10th percentile hand is the smallest that can

operate the OTHER Hand without limiting thumb ROM during simultaneous extension and

opposition, due in part to joint stops. Although not the 5th percentile designed for, this is

not unexpected. The link-length optimization accounted for F/E but not O/R motions that

were only approximated with a single DoF. For subjects with smaller hands, the linkages

extruded far past the biological fingers when extended. While this didn’t prevent grasping of

any of the tested objects, it did require subjects to be cautious in their approach to objects

Table 4.4: Responses to post-trial questionnaire.

Comfort Security Weight Movement Constraint

6.92 ± 1.26 5.38 ± 2.02 6.84 ± 1.41 8.69 ± 0.63 6.15 ± 1.57
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to avoid collision. These factors, along with challenges of smaller hands grasping the coffee

can in task 14, may give users with larger hands a slight advantage in GAS.

Subjects’ comments in after-experiment discussions were also generally positive, particu-

larly with regards to the ease, comfort, and naturalness of the motions. Comfort was noted

to be moderate, though modifications to the padding of the palm attachment may be benefi-

cial. Weight of the system was also generally judged to be decent, with no subject assigning

a score below a 5. However, the questionnaire also informed where improvements can be

made, particularly the finger attachments. The security of each finger attachment varied

between digits and subjects. After two of the first five subjects expressed difficulty and

frustration in keeping the thumb attachment on, which was then just a hook-and-loop strap

to the distal phalanx, the attachment was redesigned. For subjects 6-13, the attachment

was a double parallelogram mechanism attached at both the distal and proximal phalanges.

This improved the mean Security of attachment score from 4.8 for subjects 1-5 to 5.75 for

subjects 6-13, and the later subjects were generally more positive with their comments on

the security of the thumb attachment. However, the index and pinky attachments, which

remain single hook-and-loop straps secured to the distal phalanges, and different subjects

were more or less prone to falling out of one or the other. Additionally, the hook-and-loop

straps were noted to be slippery and challenging to don sufficiently tight by the subject

alone. Therefore, future work will focus on improving the finger attachments. Comfortable

and secure finger attachments were identified early-on as an issue not sufficiently solved by

the hook-and-loops straps. The quick disconnect mechanisms permit redesign of just the

finger attachments, without modifying the rest of the system.

Further, the experiments highlighted that lateral placement of the index linkage ob-

structed specific grasps for several objects, particularly for LP of large objects. This was

the primary complaint that resulted in the lower score in the Constraint category. It is still

judged that the combined benefits of zero final link length and shorter linkage are worth

the lateral placement. However, modifications to the structure or topology to reduce the
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Figure 4.4: The 33 everyday prehensile grasp types from [40]. Grasps tested by the AHAP
are highlighted in green, those unachievable by the OTHER Hand are in red, and those
achievable but uncontrollable in yellow.

structure on the radial side of the index finger may be beneficial in future generations.

Beyond the eight prehensile grasps and two hand postures tested with physical objects

by users of varying hand sizes in the presented study, it is expected that the OTHER Hand is

capable of forming the vast majority of prehensile grasp types that humans commonly form.

These grasps types have been systematically categorized by other researchers, and modern

models have settled on 33 prehensile grasps [40], [80] shown in Fig. 4.4. Of these grasp

types, 3 are unachievable by the OTHER Hand due to independent motion of the pinky

relative to the ring finger, and are highlighted in red. Three additional grasps are deemed to
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be formable but unassistable, and are highlighted in yellow. These grasps depend on A/A of

the fingers or fine orientation changes of the distal phalanges, neither of which the OTHER

Hand can control. Equivalent prehensile grasps to those tested are highlighted in green. It

should be noted that not all of the eight grasps in the AHAP neatly fall into single grasp

categories, and some might be considered additional grasps depending on which object was

grasped.

In addition to testing via the AHAP, the OTHER Hand has been mounted to the EXO-

UL8, and initial work on integrating software and control of the systems has begun. Pre-

liminary performance ability of bimanual reach-to-grasp tasks and ADLs appears promising,

however thorough investigation and system integration are future work.

4.4 Conclusion

The experimental evaluation of grasping ability of the OTHER Hand using the AHAP

confirmed what was anticipated but challenging to model, namely that the system is capable

of performing the wide variety of grasps and hand postures that are commonly found in

ADLs. Across hand sizes ranging from 10.5th to 80.5th percentiles, subjects were able to

obtain higher GAS scores than any reported robot or prosthetic hand. Although being an

exoskeleton likely provides advantages in this regard, it still demonstrates that the OTHER

Hand does not significantly hinder ability to make anthropomorphically standard grasps.

The mean normalized GAS was found to be 94%, indicating the potential of the system to

train ADLs.

The testing also highlighted certain aspects of the OTHER Hand that need future im-

provements. Primary among these needed improvements are better attachments. The finger

attachments, with the exception of the combined ring/middle finger portion, were found to

be less secured than desired. Meaningful improvements were made to the thumb attachment

by converting to a remote-center-of-motion double parallelogram mechanism. The subjec-
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tive rating for security of attachments remained comparatively low though. An alternative

method of securing to the fingers compared to hook-and-loop straps is expected to be needed

for the system to be tolerable by users already suffering from movement impairments due

to stroke and other conditions. However, though these improvements may make significant

impacts on the ease and comfort of use of the system, they are not expected to need a sig-

nificant system redesign as was the case between the first generation hand and the OTHER

Hand.
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CHAPTER 5

Autonomous Tissue Manipulation via Surgical Robot

Using Approximate Q-Learning

The following chapter is adapted from the conference paper titled “Toward Synergic

Learning for Autonomous Manipulation of Deformable Tissues via Surgical Robots: An Ap-

proximate Q-Learning Approach” published in the 2020 8th IEEE RAS/EMBS International

Conference for Biomedical Robotics and Biomechatronics (BioRob) co-first authored with

Sahba Aghajani Pedram [81].

5.1 Abstract

In this paper, we present a synergic learning algorithm to address the task of indirect

manipulation of an unknown deformable tissue. Tissue manipulation is a common yet chal-

lenging task in various surgical interventions, which makes it a good candidate for robotic

automation. We propose using a linear approximate Q-learning method in which human

knowledge contributes to selecting useful yet simple features of tissue manipulation while

the algorithm learns to take optimal actions and accomplish the task. The algorithm is

implemented and evaluated on a simulation using the OpenCV and CHAI3D libraries. Suc-

cessful simulation results for four different configurations which are based on realistic tissue

manipulation scenarios are presented. Results indicate that with a careful selection of rel-

atively simple and intuitive features, the developed Q-learning algorithm can successfully

learn an optimal policy without any prior knowledge of tissue dynamics or camera intrin-
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sic/extrinsic calibration parameters.

5.2 Introduction

Robot-Assisted Surgery (RAS) is becoming the norm of many operating room proce-

dures, as it enables enhanced precision, dexterity, and feedback. Compared to conventional

Minimally Invasive Surgery (MIS) and/or open surgery, however, RAS restricts paramount

information such as haptic feedback and direct vision from the surgeons. These deficiencies

make surgical sub-tasks such as suturing or tissue manipulation very challenging for, and

demand high cognitive loads from, surgeons [82]. To reduce the surgeon’s burden, recent

work has begun on automation of specific MIS tasks including suturing [83]–[85], tissue ma-

nipulation [86], [87], tissue dissection [88], and drilling [89], [90]. Robotic automation of

these tasks would place surgeons in a supervisory position and could reduce the physical

and cognitional strain of the operation. Hence, robotic automation has great potential to

improve surgery, and therefore patients’ outcome.

A particular task of interest in various MIS interventions (e.g. tumor dissection and

tissue debridement) is tissue manipulation, as shown in Fig. 5.1. Due to the uncertain

deformation behavior of tissue, however, this manipulation task is challenging even for expert

clinicians. The main sources of this complication are homogeneous/heterogeneous physical

or geometrical properties of deformable tissue such as stiffness and viscoelasticity which are

unknown and hard-to-model [91]. Recent advances in machine/robot learning fields have

enabled them to learn very complicated mappings and/or tasks [92], [93]. Hence, in order

to lessen the surgeon’s burden during RAS, learning-based autonomous tissue manipulation

strategies are reasonable paths to explore.

From a clinical perspective, tissue manipulation tasks in MIS can be defined in various

ways. This includes placing some points on the tissue to desired locations, or applying force

to achieve and maintain certain tension of specific tissues. As a first step, we select the
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Figure 5.1: Example of an MIS tissue manipulation during a tissue debridement procedure.

former method and define three sets of points: a grasp location, a point on the tissue to be

moved, and a desired location of the point on the tissue. In general, it cannot be assumed

that any of these points of interest initially coincide. Of specific interest is that the grasp

location may not be the same as the point on the tissue to be moved. This scenario is

the case of ‘indirect’ tissue manipulation, where the point of clinical interest to be moved

is inconvenient or impossible to grasp. Such cases frequently arise in surgery, such as in a

suturing task where the insertion point of the needle must be placed at a desired location

but it cannot be grabbed directly as it would prevent needle insertion.

Several researchers have attempted different methods to address the task of deformable

object/tissue manipulation. These methods can be classified into two broad categories based

on whether they deploy human knowledge about physics of the problem or purely rely on
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the machine learning capabilities. The first category, which we refer to as human-knowledge

driven algorithms, incorporate explicit human knowledge about the model of the tissue

and/or manipulation task. For example, indirect positioning of a deformable object based

on a linearized second order model was proposed in [94]. Reference [95] comprehensively

reviews manipulation of deformable objects where algorithms deployed human knowledge

in their methodologies explicitly. The second category of methods, which we refer to as

machine-knowledge driven or data driven algorithms, encompass algorithms in which ma-

chines deploy data to build knowledge of the tissue and/or manipulation task. For example,

an optimization framework with an online Jacobian update was used to learn the dynamics

of the tissue manipulation task [86].

Due to unknown or large inter- and intra-subject variability between biological tissues

in complex surgical scenarios, data driven approaches may be viewed as a more appropriate

solution. However, these methods (i.e. [96], [97]) do not incorporate prior human knowledge

into their solution, and thus may require large amounts of data to train which is both

expensive and time-consuming [98]. For real-world robotics applications, methods of choice

are data-driven algorithms which use more suitable and task-specific representations [99]–

[101]. Hence, in the case of robotic tissue manipulation, a Synergic Learning (SL) algorithm

which combines basic human knowledge about the physics of the problem with a learning

algorithm is of interest.

To explore the performance of a SL algorithm in autonomous manipulation of deformable

tissues, we propose an approximate Q-learning algorithm. For this algorithm, human knowl-

edge contributes to selecting useful yet simple features of tissue manipulation while the

algorithm learns to take optimal actions and accomplish the task. Q-learning [102], [103]

is among the most popular reinforcement learning algorithms in which the agent learns to

take optimal actions without explicitly building knowledge of the system dynamics and/or

control. Q-learning has already been successfully applied to a range of challenging robotics

problems [104].
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5.2.1 Contribution

The tissue manipulation problem has already been approached by many researchers in

[90], [94], [105] which have used either human-knowledge or machine-knowledge driven algo-

rithms. In this paper, to the best of the authors’ knowledge, for the first time, we propose

an SL algorithm based on feature-based linear approximate Q-learning approach, which

combines human knowledge with the learning algorithm to address this problem. In fact,

we demonstrate that upon careful selection of simple yet effective features and reward, the

developed linear approximate Q-learning algorithm is capable of accomplishing the desired

manipulation task without any prior knowledge of tissue deformation behavior or camera

calibration.

5.3 Methods

5.3.1 Problem Definition

This paper targets the task of indirect tissue manipulation with surgical robots that pinch

Tissue Grasp Points (TGPs) to place Tissue Target Points (TTPs) at Image Desired Points

(IDPs), shown in Fig. 5.2b. The tissue phantom is manipulated at two TGPs representing

the grasp locations of a surgical robotic system such as the Raven [106]. In operating rooms,

TGPs , TTPs, and IDPs could be selected by the surgeon.

Q-learning is a popular Reinforcement Learning (RL) algorithm that attempts to find

(near-) optimal policy by learning the Q values of the underlying Markov Decision Process

and taking an action that maximizes Q at a given state. The most thorough form of Q-

learning is to create a table of Q values for each possible state-action pair which suffers from

the curse of dimensionality problem [107]. To remedy this problem, in our SL framework the

Q values are approximated with a linear function of features that are input based on human

knowledge of the problem.
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Figure 5.2: Simulation Environment. (a) All nodes used in the gel simulation (blue) with
TTPs highlighted (green). (b) Components of interest: 1) IDPs, 2) TTPs, 3) TGPs, 4)
simulated tissue, and 5) graspers. (c) Representation of intuitive coupling between TTPs
and actions of TGPs (1, 2, and 3 are as defined).

5.3.2 Tissue Manipulation with Approximate Q-learning

As stated, the goal of the tissue manipulation task is to (indirectly) manipulate the TTPs

to IDPs. Since the dynamics of the system (tissue) are not known a priori, this problem can

be viewed as an RL problem. Moreover, while camera calibration (intrinsic and extrinsic)

information may be available for a surgical robotic system, it might not be accurate or may

vary when the experimental parameters are changed. Hence in this paper we assume the

robot has no camera calibration information to account for real RAS scenarios.

5.3.2.1 Approximate Q-Learning

To incorporate human knowledge into solving the RL problem as well as to avoid the

curse of dimensionality, we deploy a linear function approximation approach [107], [108] to

approximate the Q function values given state and action (Q∗(s, a) ≈ Q(s, a;w)):

Q(s, a;w) =
N∑
i=1

wifi(s, a) (5.1)

where N is the number of features, wi is the ith weight, w is the vector of weights, and fi is

the ith basis function.
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This method allows incorporating human knowledge by handcrafting basis functions

(known as features) to create the function approximator. Although features must be selected

with domain specific knowledge, in real-world robotics applications learning algorithms with

task-specific representations/knowledge are suggested [101]. In fact, in this paper we show

that by carefully selecting simple yet effective features, a linear function approximator is

rich enough to capture and accomplish the very complicated task of robotic manipulation of

deformable tissue.

In linear approximate Q-learning, the weights, w in (5.1), are updated to reduce the

expected value of error norm (usually 2-norm) between the unknown Q∗(s, a) value and the

value of the Q approximator [109], [110]:

L(w) = E
[(

Q∗(s, a)−Q(s, a;w)
)2]

(5.2)

where

Q∗(s, a) = E
[
R(s, a, s′) + γ max

a′
Q(s′, a′)

]
(5.3)

and s, a, R, γ, s′, a′ are the current state, action, reward, discount factor, next state, and

any possible action respectively. Differentiating the loss function in (5.2) with respect to w,

we obtain the gradient (∇) as:

∇ = E
[(

R(s, a, s′) + γ max
a′

Q(s′, a′)−Q(s, a)
)
f(s, a)

]
(5.4)

where w is then updated based on gradient decent. In (5.4), f(s, a) is the vector of features.

5.3.2.2 States and Actions

The actual state of the problem contains the location of all of the nodes of the simulated

tissue, which is intractable for computational purposes. Since the goal for tissue manipulation

is to accurately move the TTPs to IDPs , we approximate the states of the system by only
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the x and y pixel coordinates of each of TTPs in image space (i.e. s ∈ R4).

Although actual surgical robot manipulators are capable of moving in three dimensions,

in order to simplify the problem and enable the use of a single camera image, we constrained

the motion of the TGPs to a plane parallel to and above the tissue surface. To reduce the

action space dimension, an action set consisting of staying still, moving up, down, left, or

right was selected for each TGP (i.e. a ∈ R2). This selection resulted in 5 possible actions

for each TGP and, therefore, a total of 25 possible actions for both TGP points. Of note,

all actions are defined in robot base frame as camera calibration information is assumed to

be unavailable.

5.3.2.3 Reward

We deploy reciprocal Euclidean norm of the pixel error between IDPs and TTPs:

R(s, a, s′) = R(s) =
1√

eT e+ ϵs
(5.5)

where e ∈ R4 is the pixel error vector between IDPs and TTPs. Note that the pixel

information of TTPs is obtained with an image processing thread and ϵs is a small number

(10−8) to avoid reward divergence to infinity.

5.3.2.4 Features

In order to satisfactorily build a good linear approximation function for Q∗(s, a), it is

necessary to select a set of features that can properly distinguish what is a good action in a

given state for the task of tissue manipulation. The only simple human reasoning needed to

select such features is that the actions from TGPs (instruments) changes the states of TTPs,

which implies unknown coupling between them (see Fig. 5.2c). We embed these couplings

into our Q-learning framework by selecting features in the form of x or y distances between
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each TTP and corresponding desired points, multiplied by all permutations of actions from

TGPs (represented by numeric values). For the x actions of the kth (k ∈ {1, 2}) TGP, akx is

set to -1 for an action in the negative x direction, 0 for no movement in the x direction, and

+1 for an action in the positive x direction. Similarly, for the y actions of the kth (k ∈ {1, 2})

TGP, aky is set to -1 for an action in the negative y direction, 0 for no movement in the y

direction, and +1 for action in the positive y direction. Therefore, a total number of 16 (4

couplings × 2 relative x or y pixel positions between TTPs and IDPs × 2 TTP-IDP pairs)

features are selected which can be expressed in the form:

fi(s, a) = (dkl − tkl) apq, i = 1, 2, ..., 16 (5.6)

where d and t represent IDP and TTP respectively, k, p ∈ {1, 2} indicating the kth or pth

point, q, l ∈ {x, y} indicating the coordinate or direction. These features work to consider

how the action of each grasp point affects the x and y distances between each target point

and corresponding desired point. However, none of these features will output the ”no move”

action. Intuitively, the TGPs should stop moving if the task is complete and the TTPs

are very close to the IDPs. To enable this functionality, a 17th feature was added that is

essentially a Boolean statement to output a 1 if the reward is above a certain threshold and

the ”no move” action is selected. It can be formulated as:

f17(s, a) =


1, if R(s, a = 0, s′) > 0.08

0, otherwise

(5.7)

The threshold selected was 0.08, which roughly corresponds to when the target points mostly

overlap the desired points in the image. Increasing or decreasing the threshold therefore

correspondingly changes the amount of training needed.
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5.3.2.5 Episodic Training

It is unlikely for random actions along a single trajectory to explore a wide variety of

state-action pairs. Hence, a training episode structure was used where the state configuration

is reinitialized at the beginning of each episode with a total number of Naction actions. This

is repeated for a total number of Nepisode episodes.

5.3.2.6 Exploration Strategy

To properly train a Q-learning algorithm, it is necessary to find a balance between explor-

ing unknown state-action pairs and exploiting the current optimal policy. This is known as

exploration-exploitation trade-off in the literature [104]. Some of the standard methods that

were attempted for this task include ϵ-first, ϵ-greedy, and ϵ-decreasing. The most success

was an ϵ-decreasing strategy according to (5.8)

ϵ = max(0.1, 1− Naction × nepisode + naction

Naction ×Nepisode

) (5.8)

where naction is the number of actions that have been taken in the current episode, nepisode

is the current episode number from 0 to Nepisode − 1.

5.3.2.7 Learning Rate and Discount Factor

The learning rate, α is the step size in the gradient descent of updating weights in (5.4).

There is a trade-off between smaller or larger values of learning rate. The larger α will enable

faster convergence but has a potential for divergence while smaller α has higher chance for

convergence. A common strategy for learning rate is to set it to the following form for some

constant K:
K

K +Naction × nepisode + naction

(5.9)
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Figure 5.3: Cyclical decreasing learning rate, α, as a function of action number.

However, when this was tested in the given task it typically caused convergence to a solution

that was notably sub-optimal. As such, a more advanced strategy was selected for α that

consists of a periodic decreasing function as seen in Fig. 5.3. Such cyclical decreasing learning

rates are proposed in [111]). This was chosen as it should cause convergence of weights as

the number of actions approaches infinity, but also periodically resets the learning rate to

a higher value to overcome saddle points and correct for noise due to visual occlusion. The

period of the oscillation was chosen to be 0.9 ∗Naction so that the learning rate would spike

at varying points during the training episodes, giving the opportunity to learn not just when

close to the initialized locations. Discount factor was set to γ = 0.9.

5.3.2.8 Approximate Q-learning Algorithm

The general procedure of the approximate Q-learning algorithm for training used in this

paper is detailed in Algorithm 1. After training, ϵ is set to zero, wi stops updating, and

deterministic optimal trained policy is used for testing.
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5.4 Simulation Study and Evaluation

To evaluate the efficacy of the proposed SL algorithm based on linear approximate Q-

learning for robotic tissue manipulation, we first developed a simulation environment. We

then designed tissue manipulation simulation experiments based on real surgical scenarios

and evaluated the performance of the algorithm from both learning and tissue manipulation

point of views.

5.4.1 Simulation Environment

The simulation environment was created using CHAI3D [112]. OpenCV library [113] was

deployed for image processing purposes. Fig. 5.2 depicts the simulation environment.

The high frequency (∼1 kHz) Dynamics Thread solves the underlying Partial Differential

Equations (PDEs) in real time to update the position of each node (shown by blue spheres

in Fig. 5.2a). The low frequency (∼60 Hz) Graphics Thread receives the data from the

dynamics thread and renders the image by updating the image pixels. This rendering is

internally taken care of by means of OpenGL library [114]. For the purpose of this work, a

new thread, Image Processing Thread, was added that runs at (∼60 Hz) and performs image

filtering to obtain an estimate of the states for the problem.

5.4.1.1 Simulation Model

The GEL module of the open-source CHAI3D library [112] is used to simulate the mo-

tion/force of a real deformable tissue. The model consists of a rectangular prism structure

of 25 × 25 × 1 Nodes (see Fig. 5.2b). The nodes of each lateral surface of the model are

held fixed. Each node is connected to its adjacent nodes by means of Links which specify

how the motion of the nodes affect each other. The model takes into account the physical

properties of each node (i.e. mass and radius) along with the physical properties of each

link (i.e. linear and rotational stiffness and damping). This general structure is then used
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to calculate the interaction forces and dynamics of the tissue. For the purpose of this paper,

additional software was developed so any node can be grasped and moved.

5.4.1.2 Vision Algorithm

Since in real surgical scenarios the IDPs are expressed in endoscopic images by surgeons,

proper image processing should be used to extract TTPs pixel information from the images

in real time. The image processing thread receives the frame buffer of the CHAI3D virtual

camera at 60 Hz which could be replaced by an endoscopic frame buffer for software testing

on an actual robotic surgery system. While more advanced algorithms (i.e. based on Con-

volutional Neural Nets [115]) could be used for tracking TTPs, in this work we use filters

including Gaussian Blur and color-based HSV for image processing. The x and y center of

the smallest circle containing all the identified TTP pixels are used to represent the position

of the TTPs.

Algorithm 1 Approximate Q-learning

1: set nepisode to 0
2: set Nepisode and Naction values
3: initialize weights to random numbers uniformly distributed between -0.5 and 0.5
4: while (nepisode < Nepisode) do
5: initialize configuration of simulation environment
6: set naction to 0
7: increase nepisode by 1
8: while (naction < Naction) do
9: set ϵ and α
10: select ϵ-greedy action a
11: calculate all fi(s, a) and Q(s, a)
12: take action a
13: calculate R(s, a, s′) and max

a′
Q(s′, a′)

14: update all wi according to (5.4)
15: increase naction by 1

94



5.4.1.3 Q-Learning Algorithm

Once the Vision Algorithm obtains an estimate of states (positions of the TTPs), it

inputs the estimated states to the Q-learning algorithm (Algorithm 1) upon a query. State

estimation is then used to calculate fi(s, a), Q(s, a), R(s, a, s′) and max
a′

Q(s′, a′) and it takes

ϵ-greedy action a.

5.4.2 Simulation Experiment Design

To design the experiments, we considered realistic situations that might happen during

a robotics tissue manipulation procedure. For instance, locations of TGPs and IDPs are

defined based on the clinical situations, surgical sites, and the preference of the surgeon.

Therefore, the utilized manipulation algorithm must be robust to these variations. A relevant

example for autonomous tissue manipulation is an anastomosis, where two tissues must be

accurately positioned adjacent to each other for proper suturing. Moreover, although the

camera calibration data may be available during real surgical robotic procedures, it may

not be accurate or may vary when the experimental parameters are changed. Hence, it

is highly desirable that the algorithm performance be independent of camera calibration

and/or configuration. Considering these realistic cases, the performance of the algorithm

was assessed on four different configurations, as shown is Fig. 5.4. In the first three sets of

experiments, the initial configurations of all TGPs , IDPs , and TTPs were changed (CASE

I). For the fourth experiment, in addition to changing these points, the camera location was

also altered (CASE II).

5.4.3 Performance Evaluation Metrics

To evaluate our algorithm, we assessed its performance from the learning point of view

as well as the tissue manipulation perspective. In this regard, the learning performance was

measured based on the reward during training episodes and error during testing. The tissue
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Figure 5.4: Example successful policies. Four configurations (C1-C4) are displayed for rep-
resentative progressing actions during testing episodes from (a) initialization to (d) task
completion. Each configuration represents a different set of initial TTPs, IDPs, and TGPs.
Additionally, in (C4), the camera configuration is changed. In order to maintain simulation
stability, it was necessary to manipulate TGPs via simulated springs with low stiffness con-
nected to the graspers. As such, small gaps between graspers and the tissue are observable
for large deformations.

manipulation task was considered accomplished based on the Root Mean Square (RMS)

error between TTPs and IDPs pixel coordinates.
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Figure 5.5: Reward during training and error during testing. (a) Rewards across all episodes
of training for each configuration. The line plots indicate the reward per action while the
bar plots display the average reward in each episode. (b) Euclidean error norm for single
testing episodes for each configuration.

5.5 Results and Discussion

In each training set, Nepisode = 10 episodes and Naction = 200 actions were used. Following

the complete 2000 action training set, the trained policy was assessed with testing episodes

using a greedy policy (ϵ = 0) with α = 0.

Fig. 5.4 displays four time instances from (a) initialization to (d) task completion of

robotic tissue manipulation for the described four different simulation studies. In these

studies, the goal is to indirectly manipulate Green TTPs via TGPs to reach black IDPs .

The first three rows are associated with the CASE I and the last row is associated with

CASE II.

Fig. 5.5 shows the defined performance evaluation metrics including the reward during

the training episodes of each simulation study as well as the error which is the reciprocal of

the reward during testing, as defined in (5.5). As can be observed in Fig. 5.5, the algorithm

correctly learns a policy that increases reward (on average) as training progresses. Of note,
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the displayed rewards are associated with all actions during the training sets leading to the

policies shown in Fig. 5.4. For each configuration, reward increases both within episodes

and across episodes. Note that the high frequency variation in reward at high values is due

to the action size causing individual actions to significantly effect reward.

For testing episodes, Fig. 5.5 plots the Euclidean error norm between TTPs and IDPs

against the number of actions taken. While configuration 1 does not require many actions,

the learned policy directs the TGPs to quickly move the TTPs to the IDPs . Configuration

2 and 3 represent more challenging tasks that requires significant strain on the simulated

tissue. Despite the increased complexity of the dynamics with large deformation, successful

policies are learned. Configuration 4 further increases the complexity of the task by changing

the configuration of the camera. As can be seen in Fig. 5.4, instances C4-a through C4-d

and Fig.5.5, instances C4-a through C4-b, the proposed algorithm was capable of learning

weights that provide a successful policy. The converging errors in Fig. 5.5 instances C1-b

through C4-b highlight the value of the defined feature in (5.7). This feature effectively

serves as a completion criterion for the task by halting both graspers when the reward

exceeds 0.08, which corresponds to a Euclidean error of 12.5 pixels, or roughly 8 pixel error

for each TTP. This criterion can be modified as needed for a given surgical setup to reflect

proper completion of the task. The four configurations shown represent very different initial

configurations, yet the weight associated with the feature is able to be properly trained in

each case, demonstrating the learning capabilities of the proposed SL algorithm.

There were a number of challenges for both developing and running the proposed SL

algorithm:

Visual Occlusion: Due to the simulation environment including avatars of both surgical

robot graspers, as well as the use of an opaque tissue phantom model, it is not uncommon

for vision of one or both TTPs to become occluded. Proper selection of TGPs relative to

TTPs in the camera frame can help to prevent the graspers or dragged tissue from obscuring

the TTPs during exploitation with a good policy. However, during exploration, the random
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actions will cause the grasper to pass over nearly all nearby points including the TTPs. When

this occurs, it was found necessary to halt the update of all weights until proper vision is

restored via actions selected by the current ϵ-greedy policy. Additionally, if a grasper passes

over a TTP, it is possible for the vision algorithm to incorrectly determine the center of the

TTP, creating noise in the reward and features. The cyclical decreasing learning rate used

in this work was found to assist in overcoming this noise.

Feature Selection: Feature selection is among the most challenging parts of feature-

based Q-Learning as there is not a standard method for selecting features. Features must be

selected based upon knowledge of the system and potentially subjective judgments for what

equation should be optimized.

This work aimed to show that incorporation of simple features based on intuitive human

knowledge was capable of solving the highly complicated task of simulated tissue manipu-

lation with no camera calibration information with approximate Q-learning. The features

chosen were selected to be the simplest and minimum number necessary to approach the

task without knowledge of registration between camera, tissue, and robot. The developed

algorithm can converge to a successful solution, indicating that the simulation environment,

image processing, and Q-learning all are designed reasonably. As such, the authors consider

this work to be a successful implementation of a computational framework on a previously

undocumented Q-learning problem.
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CHAPTER 6

A Method for Fast Localization of Tool Tip During

Robot-Assisted Autonomous Cataract Surgery

The following chapter is adapted from the journal paper titled “A Novel Tissue Identifi-

cation Framework in Cataract Surgery using an Integrated Bioimpedance-Based Probe and

Machine Learning Algorithms” published in IEEE Transactions on Biomedical Engineering

(TBME) and co-first authored with Sahba Aghajani Pedram [116].

6.1 Abstract

Objective: The objective of this work was to develop and experimentally validate a

bioimpedance-based framework to identify tissues in contact with the surgical instrument

during cataract surgery.

Methods: This work introduces an integrated hardware and software solution based on the

unique bioimpedance of different intraocular tissues. The developed hardware can be read-

ily integrated with commonly used surgical instruments. The proposed software framework,

which encompasses data acquisition and a machine-learning classifier, is fast enough to be de-

ployed in real-time surgical interventions. The experimental protocol included bioimpedance

data collected from 31 ex vivo pig eyes targeting four intraocular tissues: Iris, Cornea, Lens,

and Vitreous. Results: A classifier based on a support vector machine exhibited an overall ac-

curacy of 91% across all trials. The algorithm provided substantial performance in detecting

the intraocular tissues with 95% sensitivity and 100% reliability for the lens, along with 94%
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sensitivity and 88% reliability for the vitreous. Conclusion: The developed impedance-based

framework demonstrated successful intraocular tissue identification. Significance: Clinical

implications include the ability to ensure safe operations by detecting posterior capsule rap-

ture with 94% probability and improving surgical efficacy through lens detection with 100%

reliability.

6.2 Introduction

A cataract is the progressive clouding of the lens of the eye which blocks light and, over

time, can cause blindness. Worldwide, approximately one-third of cases of blindness and

one-sixth of cases of vision impairment are the result of cataracts [117]. Cataract surgery

is used to prevent cataract-induced blindness and is the most frequently performed surgical

procedure in the United States, totaling about 3.6 million operations per year in 2015 [118].

Cataract surgery is a multiple-step process that involves extraction of the cloudy lens and

implantation of an artificial lens implant. While technologies such as femtosecond laser

systems have improved the safety of surgical steps such as corneal incision [119], capsulorhexis

[120], and lens fragmentation [121], the most critical step, extraction of the lens, continues

to be manually performed.

Manual extraction of the cataract is hindered by human hand tremor [122] and a limited

ability to visually ascertain depth [123]. During intraocular procedures, the surgeon must rely

on indirect visual cues such as cast shadows or color change to indicate instrument position

relative to the surrounding anatomy (Fig. 6.1), but these cues are prone to misinterpretation

and lack a direct measure of depth. As such, inadequate estimation of the instrument

intraocular depth can lead to PC rupture, one of the most serious complications of cataract

surgery [124]. To avoid the increased risk of PC rupture, many surgeons choose to skip

thorough capsular polishing, which may lead to an increase in PC opacification [125], [126]

and can result in hazy or reduced vision.

101



Figure 6.1: An illustrated eye during cataract surgery with relevant components labeled.

The accurate positioning requirements of cataract surgery are not prohibitive to a robotic

system. For example, both the Preceyes Surgical System from Preceyes BV [127], [128] and

the Mynutia, an intraocular robotic system from the Catholic University of Leuven, Belgium,

have been used in teleoperation or collaboration mode to demonstrate intraocular surgical

procedures in in vivo pig eyes [129] as well as in human patients [130]. In addition, the

Intraocular Robotic Interventional Surgical System (IRISS) has been used to perform a range

of intraocular surgical procedures via teleoperation, including complete lens extractions on

ex vivo pig eyes [131], [132] as well as partially automated lens removal with vision feedback

[133], [134].

Despite the success of robotic systems in performing intraocular procedures, these systems

are hindered by a limited ability to ascertain the type of tissue in contact with the tool in real-

time. For example, during the polishing step of cataract surgery, the Irrigation/Aspiration

(I/A) handpiece must be brought in close contact with the PC and used under low aspiration

force. However, the PC is approximately 4–9 µm thick [135], difficult to visualize, and is

physically delicate. The rupture of the posterior capsule represents a major complication

that requires immediate attention but can easily remain undetected without a means to

directly detect the breakage.

Timely, accurate identification of what intraocular tissue the surgical instrument is in

contact with could benefit the surgeon in several ways. For example, real-time detection of
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contact with the lens could inform a surgeon that it is safe to continue aspirating and may

decrease surgical complications due to inadequate control of aspiration pressure. Similarly,

many intraocular tissues a surgical instrument contacts over the course of cataract surgery

are visually identical yet have vastly different surgical implications. For example, Balance

Salt Solution (BSS), viscoelastic gel, and vitreous humor all appear as clear fluid through

a surgical microscope. However, tool contact with BSS or viscoelastic gel is common and

expected, whereas tool contact with vitreous would imply that the PC has been ruptured and

immediate remedial actions must be taken. The ability to distinguish between these tissues

in a timely and accurate manner would therefore assist the surgeon in making informed

decisions.

In light of the dynamic, mobile nature of the eye and the intraocular anatomical structures

during physical manipulations, real-time registration of the instrument with respect to the

anatomy presents a significant challenge. To address this issue, systems such as the integrated

scanning probe from Vanderbilt University [136] or the IRISS [133], [134] from the University

of California, Los Angeles, have Optical Coherence Tomography (OCT) to simultaneously

sense both the tool position as well as the surrounding anatomy during surgical procedures

(Fig. 6.2). However, OCT-based methods of tool localization are prone to uncertainty due

to the low signal-to-noise ratio of the captured data and can also be prohibitively slow due to

the time requirement for the acquisition and processing of the OCT data. Furthermore, OCT

suffers from the same inability of a surgical microscope in visually differentiating between

BSS, viscoelastic gel, and vitreous humor as these materials appear optically similar.

An alternative method to know which tissue the surgical instrument is in contact with is

to use the unique bioimpedance of each tissue. These methods have been explored for various

clinical applications in the literature. For example, Lee et al. [137] used measurements of

bioimpedance to differentiate between tumors and healthy tissue in the prostate. In another

study [138], the authors developed a needle system to measure impedance variations of the

kidney as a function of needle insertion depth and used this data to confirm successful
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1 mm

Figure 6.2: An OCT B-scan image acquired during a robot-guided PC polishing maneuver.
The PC is faint and nearly indiscernible (yellow arrows). Yellow dotted regions represent
occluded regions (the iris and I/A handpiece are opaque to the OCT laser) and therefore
preclude the possibility of sensing beneath the tool or near the equator of the capsular bag,
representing a serious safety concern for tool control.

percutaneous kidney access. Moreover, Cheng et al. [139] proposed a bioimpedance sensing

method for a venipuncture procedure for the arm and used this system to differentiate various

tissue types accessed during the insertion process. In [140], [141], the authors developed

a bioelectrical impedance sensor and used a detection algorithm based on the collected

tissue impedance data to prevent double puncturing of retinal vessels during retinal vein

cannulation.

The overarching aim of this study was to explore the use of the bioimpedance attribute of

various intraocular materials for fast tissue identification during cataract surgery. The study

is motivated by the following reasons. First, it is known that different intraocular materials,

such as cortical material and vitreous gel, exhibit dissimilar material properties which result

in different electrical behaviour and response [142]–[144]. Second, the hardware required to

measure bioimpedance could be designed to be incorporated into common cataract-surgery

instrumentation (hand held or robotically manipulated). Third, processing of measured data

can be fast and therefore the framework could be deployed in a real-time setting.
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Figure 6.3: (a) Photograph showing the prototype probe integrated into a standard 18
Ga (1.2 mm) stainless-steel needle. (b) Cross-sectional schematic of prototype to highlight
construction and geometry.

The outcomes of this study are a hardware and software sensing solution for measurement

of bioimpedance property. The contributions to the literature are:

• The ability to differentiate between intraocular tissues during lens extraction that was

experimentally validated in ex vivo pig eyes.

• A generalized hardware solution that can be integrated into common cataract-surgery

instrumentation.

6.3 Method

6.3.1 Mechanical Design

Surgeons are accustomed to performing cataract surgery using specific surgical instru-

ments and the current robotic systems, such as the IRISS, are designed to use the same

commercially available suite of tools. Therefore, to ease adoption into both traditional man-

ual cataract surgery and RAS, the design of a probe-based sensor must be well incorporated
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into existing instrumentation such that the external geometry of the tool is maintained. In

this work, as a first step we demonstrate this using a prototype based on a needle (Fig. 6.3).

However, the developed technology is designed in such a way that it can be integrated into

tools for cataract surgery (such as a phacoemulsification or I/A handpiece) without changing

how the tool is held or maneuvered by the surgeon within the eye.

To implement an impedance-based sensor, it was necessary to create a closed electrical

circuit through the intraocular tissue to be identified. This required two connections: one for

generating the input signal and a second to close the circuit. After initial experimentation

with several designs, an integrated probe design was chosen.

The integrated probe design consists of both the connector that generates the input sig-

nal and the connector that closes the circuit mechanically integrated into the probe. The

designed probe insulates the two connectors from each other except for a small (∼ 1 mm)

exposed section located at the tip of the probe. This insulation is used to constrain the elec-

trical path measured by the probe to be between the conductors at the tool tip. Placement

of the exposed portions of the conductors in close proximity suggests that the bioimpedance

measured will be of the intraocular tissue at the tip of the probe. The mechanical con-

struction of the sensor is not limited to any specific surgical instrument. As long as two

conductors can be integrated into a surgical instrument, and insulated from each other ex-

cept for a portion at the tip, the presented sensing method can be used. It should be noted

that any conductive material, such as the metals that many commercially available surgical

instruments are made of, can serve as one of the two required conductors. Therefore, the

sensor can be embedded into any instrument with a metallic tip via the addition of a single

wire as conceptually rendered in Fig. 6.4.

As a proof-of-concept, a standard 18 Ga (1.2 mm) stainless-steel needle fit onto a 1 mL

syringe was used. The metal needle of the syringe was connected to one wire, while a second

was inserted through the barrel of the syringe such that the end aligned with the needle tip

as shown in Fig. 6.5b.
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Figure 6.4: Illustration of touch probe design concept based on a sleeveless I/A handpiece.
Note: this design was not implemented in this work, but is shown to illustrate the ease of
integration of the developed technology into a commercially available tool.

6.3.2 Electrical Design

The working principle behind the electrical design of the sensor is a voltage divider circuit

shown in Fig. 6.5a. The circuit consists of a single reference resistor, Rref , in series with

the probe. A voltage is generated across both the resistor and probe, and the voltage is

measured across the probe. The voltage measured increases with impedance of the path

between the conductors at the tool-tip according to Eq. 6.1.

Vout = Vin
Zeye

Rref + Zeye

(6.1)

where Vout is the measured voltage across the probe, Vin is the generated voltage, and Zeye

is the impedance of the path between the conductors at the tool tip. Differentiating Eq. 6.1

with respect to Zeye results in:

dVout

dZeye

= Vin
Rref

(Rref + Zeye)
2 (6.2)

For changes in the value of Zeye to be reflected in large changes of Vout, it is desirable

to maximize Eq. 6.2 with respect to Rref . This constitutes a framework to select the

best Rref which maximizes the changes in the measured response (Vout) with respect to the

changes in Zeye. This is desirable as to gather dissimilar responses from different parts of the

eye. This occurs when the Rref =
√
ZeyeZ∗

eye, where Z∗
eye is the complex conjugate of Zeye.
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Figure 6.5: (a) Electrical circuit diagram of the system. The switch (red arrow) indicates
tissue contact. (b) Photograph of an experimental setup. The I/A handpiece provided
constant irrigation and aspiration forces inside the eye while the probe was used to touch
intraocular anatomy. The impedance Zeye corresponds to physical anatomy within the eye.

However, Zeye varies with frequency and the fluid or tissue constituting the path between

the conductors at the tip of the surgical instrument. Because Zeye was unknown, numerous

values of Rref between 100 Ω and 12 kΩ were tested in experiments on ex vivo pig eyes. Plots

of Vout were visually examined for measurements of the various tissues and fluids of interest,

and the value of Rref was modified using a resistor box (allowing consecutive measurements

for different resistances without movement of the probe). Rref = 2 kΩ was selected due to

resulting in the largest overall variation in Vout for the tissues and fluids of interest.

6.3.3 Signal Generation

A myRIO-1900 (National Instruments) programmed in LabVIEW and LabVIEW FPGA

is used for both signal generation and measurement (Fig. 6.6). Several input signals were

trialed including DC, chirp, and step signals. Ultimately, it was found that a pseudorandom

filtered Gaussian white noise signal resulted in the most distinguishable and consistent re-

sponses for the tissues and fluids of interest. A Gaussian white noise signal was generated

between −5 VDC and 5 VDC at 1 kHz for 10k samples. This signal was then filtered through

a fourth-order, low-pass filter with a cutoff frequency of 20 Hz to improve signal-to-noise ratio

at the frequencies previously observed to best capture the system dynamics. The resulting

signal was then stored and used as the input signal at Vin for all measurements (Fig. 6.7a).
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A sample response from vitreous is displayed in Fig. 6.7b. The ability to differentiate the

responses of the tested intraocular tissues was found to improve by using the same filtered

signal for each measurement by reducing the influence of generation and measurement noise

and making the input consistent between all trials.

6.3.4 Algorithm

6.3.4.1 Algorithm Selection

There are three main reasons motivating our choice to use Machine Learning (ML) algo-

rithms. The first point that should be emphasized is that the underlying dynamic models of

the different eye structures appear to be both non-linear and complex. This can be verified

by examining the Bode plots (Section 6.5). Of particular note is the phase shift of different

structures which are less than −22 degrees. This is in contrast to linear nth-order systems

with phase shifts in multiples of −90 degrees. Due to non-linearity of the system, simple

signal processing algorithms cannot capture the complexity of the system’s behavior. The

second point is to qualitatively examine the data. Again, from the Bode plots, the lens struc-

ture (shown with green) is generally distinguishable (upper part of the Bode plot) but the

other three are intertwined across all frequencies. This further confirms the complexity of the

behaviour of different structures of the eye, and indicates that simple time domain/frequency

domain system identifications are not capable of describing the problem. The third point

is that the goal of this paper is not studying the eye tissue structures (dynamics) and how

they behave, but rather to identify what tissue structure is in contact with the instrument,

which is essentially a classification problem.

Based on these three points, (I) structures dynamics are nonlinear and complex, (II)

qualitative analysis of the data, and (III) classification of structures is important rather than

the actual structure dynamics, we decided to choose black-box (vs. white-box or gray-box)

system identification (classification) approaches where no internal system’s model is given/of
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Figure 6.6: High-level diagram of the system setup. The host PC records data from a
National Instruments MyRIO data acquisition device, which sends and receives analog signals
to the electric circuit connected to the probe.

interest. A ML approach was selected because they are established black-box methods shown

to be successful for various challenging classification problems. Also, due to the fact that

there is no prior work in the literature for applying ML algorithms to our unique data set,

several candidates needed to be tested to find the most appropriate one.

6.3.4.2 Supervised Machine Learning

As mentioned, the developed probe generates a pseudorandom voltage signal (Vin) to

trigger all possible modes of the system and the output voltage across intraocular tissue

(Vout) is recorded. Since the correspondence between each of the four intraocular tissue and

the generated response (i.e., Vout) is known, supervised learning algorithms were used for

classification purposes. More specifically, the recorded output voltage was used as an input

of the algorithm and the corresponding intraocular tissue touched by the probe was used as

its class label. A total of four classes (intraocular tissues) were considered in this study: (I)

Cornea, (II) Iris, (III) Lens, and (IV) Vitreous. These classes are referred to as C, I, L, and

V, respectively.

6.3.4.3 Features Selection

Generally, there are two approaches regarding the feature selections for ML algorithms.

In one methodology (i.e. [145]), distinctive features of the input data are hand-picked by
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Figure 6.7: An example of electrical signals for the probe in contact in vitreous: (a) pseu-
dorandom input signal and (b) measured output signal.

engineers and then fed into the ML algorithm to boost learning, i.e. the dimensionality

of the data and/or the number of labeled data required for training can be significantly

reduced. One drawback of this method, however, is that it generally requires some domain

knowledge/expertise of the problem being solved making it a challenging task. The other

method for feature selection works based on the fact that if the right ML algorithm is chosen,

the algorithm itself should be able to learn important features to be able to classify the input

data [98], [146]–[148]. The drawback of this method is that for some applications, large

amounts of data for training may be required which is both expensive and time-consuming.

There is no one method that fits all problems but it is generally the premise of the ML

algorithm to learn the patterns/features by itself [98]. We take the second approach and

apply some of the commonly used classification algorithms to the collected raw data (i.e.

the raw Vout signals are the input and the corresponding classes are the output). This

independence from prior knowledge and human intervention in feature extraction is a major

advantage.

6.3.4.4 Algorithms

The algorithms tested were Decision Tree (DT), AdaBoosted Decision Tree (ADT), Ran-

dom Forest (RF), Support Vector Machine (SVM), a linear model with Stochastic Gradient
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Descent (SGD), and Convolutional Neural Net (CNN) [149]. These algorithms were chosen

as a general representation of classification algorithms commonly employed in the literature.

DTs are a non-parametric supervised learning method where the goal is to create a

model that predicts the value of a target variable by learning simple decision rules inferred

from the data features. The models are obtained by recursively partitioning the data space

(represented as a decision tree) and fitting a simple prediction model within each partition.

A tree is basically a piecewise constant function to fit the data. [150].

ADT [151], or Adaptive Boosting Decision Tree, is a meta-classifier which starts with a

DT (as “weak” estimator) but improves its performance by fitting additional copies of the

classifier on the same dataset. In this way, the weights of incorrectly classified instances are

adjusted such that subsequent classifiers focus more on difficult cases, hence improving the

performance.

RF [152] is a meta estimator that fits an ensemble of decision tree classifiers on various

sub-samples of the dataset and uses averaging (or most popular votes of the trees) to improve

the predictive accuracy and control over-fitting. Compared to ADTs, while the error rates

of RFs are comparable, they are more robust with respect to noises.

SVM [153] is a ML algorithm that constructs a hyperplane or set of hyperplanes, in the

original or transformed data space, for classification. The optimal classification is achieved

by the hyperplane that has the largest distance to the nearest data point of any class. This is

because, in general, the larger classification margin corresponds to the lower generalization

error of the classifier.

Linear model (SGD) estimator implements regularized linear models with SGD learning

scheme. The gradient of the loss is estimated at each sample (mini-batch of training data)

and the model is updated with a decreasing learning rate to ensure proper convergence.

CNN is a ML algorithm that works based on the shared-weight architecture of the convo-

lution kernels in the hidden layers for translation of invariance characteristics. As in Neural
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Networks, the learning is done through a backward propagation scheme which makes it

tractable for high-dimensional input data and networks with a large number of parameters

while the evaluation/testing is performed through forward propagation [98].

6.3.4.5 Hyperparameters

Each of the algorithms selected has various hyperparameters that can be tuned for a

given dataset. For each algorithm, we have picked three hyperparameters to optimize while

the other hyperparameters are set to default. In the following, each of these hyperparameters

are explained:

For DT, the maximum depth of the tree (depth ), the number of features to select when

searching for the best split (max features ), and the strategy deployed to split at each node

(splitter ) are chosen.

Table 6.1: Hyperparameters for different ML algorithms.

Algorithm Hyperparameters

DT
depth = {None, 1, 2, 3, 5, 10}

max features = {None, “auto”, “sqrt”, “log2”}
splitter = {“best”, “random”}

ADT
depth = {None, 1, 2, 3, 5, 10}

n estimators = {50, 100, 300, 500, 2000}
learning rate = {0.01, 0.1, 0.5, 1.0, 1.5}

RF
depth = {None, 1, 2, 3, 5, 10}

n estimators = {50, 100, 300, 500, 2000}
max features = {None, “auto”, “sqrt”, “log2”}

SVM
reg = {0.01, 0.1, 1, 10, 100, 1000}

kernel = {‘linear’, ‘poly’, ‘rbf’, ‘sigmoid’}
deg = {2, 3, 4, 5, 10}

SGD
loss = {‘log’, ‘mod huber’, ‘squared hinge’, ‘perceptron’}

alpha = {0.0001, 0.001, 0.01, 0.1, 1.0}
penalty = {‘l2’, ‘l1’, ‘elasticnet’}

CNN
n hidden layers = {1, 2 , 3, 4}

n filters = {3, 5, 7, 11}
kernel sizes = {3, 5, 7, 11}
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For ADT, the maximum depth of the tree (depth ), the maximum number of estimators

at which boosting is terminated (n estimators ), and the learning rate parameter which

shrinks the contribution of each classifier (learning rate ) are selected.

For RF, the depth , n estimators , and max features explained above are chosen.

For SVM, the regularization parameter (reg ), the kernel function used in the algorithm

(kernel ), and the degree of the polynomial kernel function (‘poly’) are picked.

For Linear Model (SGD), the loss function to be used (loss ), the weight of the regu-

larization term (alpha ), and the penalty, or regularization term, to be used (penalty ) are

selected.

For CNN, the number of hidden layers (n hidden layers ), number of convolutional filters

(n filters ), and convolution kernel sizes (kernel sizes ) are chosen. The number of epochs is

selected to be 400 and Adaptive Moment Estimation (Adam) optimizer [154] with learning

rate of 0.001 is selected. To avoid overfitting the data, early stopping was used by means of

using validation data during training.

Table 6.1 summarizes various values that were tested for hyperparameters of each ML

algorithm.

6.4 Experiment

6.4.1 Experiment Setup and Procedure

For the experiments, ex vivo pig eyes (Sierra For Medical Science Inc., CA, USA) were

used as the eye model. The unscalded eyes were removed from pigs slaughtered the pre-

vious day and shipped overnight on ice. Preparation of each eye for all experiments were

performed under a surgical microscope (M840, Leica Microsystems, GmbH). For the corneal

incisions, a clear corneal incision was created near the limbus using a 2.2 mm corneal knife

(Alcon Laboratories Inc., Forth Worth, TX, USA) and the anterior chamber was filled with
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viscoelastic (Healon; Abbott Laboratories, Abbott Park, IL, USA).

To simulate intraocular dynamics similar to those that occur during cataract surgery, a

straight-tip I/A handpiece with a side aspiration port (8172 UltraFLOW, Alcon Laboratories,

Inc.) was inserted through a second corneal incision opposite to that of the first (Fig. 6.5b).

The I/A handpiece was connected to an ACCURUS surgical system (Model 800CS, Alcon

Laboratories, Inc.) to control the irrigation and aspirations pressures. Irrigation was held

constant at approximately 30 mmHg and the aspiration pressure was manually varied with

the foot pedal control between 0–50 mmHg. BSS (NDC 0065-0800-50, Alcon) was used as

the irrigation fluid during the whole procedure.

For measuring each tissue, the probe was inserted through the corneal incision and placed

in contact with the tissue of interest. Specifically, the probe’s tip was placed in contact with

the corneal endothelium, the iris stroma, and the crystalline lens. For the vitreous humor,

the probe was used to intentionally rupture the PC and then held stationary within the

vitreous. The response of the cornea, iris, lens, and vitreous humor were each measured three

times, in the order listed, for each eye. The position of the probe tip was visually confirmed

through the surgical microscope prior to each measurement and was held stationary and

in contact with the intraocular tissue for the full duration of each measurement. Between

measurements, the position of the probe tip was relocated to ensure contact with a different

part of the same intraocular tissue.

The proposed solution was tested on a total of 31 ex vivo pig eyes over the course of five

days, where each day involved multiple eyes and is referred to as an “experiment set”. As

three trials were performed for each of the four intraocular tissues of each eye, a total of

(31× 4× 3 = 372) trials were conducted across all five experiment sets. The main reason to

include multiple samples from each eye as well as having multiple eyes is to capture inter-

and intra-subject variabilities with our classification algorithms. In each trial, the probe was

placed in contact with an intraocular tissue, the pseudorandom voltage signal was used as

the input (Fig. 6.7a), Vin, and the voltage across the tissue through the probe, Vout, was

115



recorded. The transfer function of interest, H(s), was defined as

H(s) =
Vout(s)

Vin(s)
(6.3)

6.4.2 Performance Evaluation Metrics

There are three important criteria which were deployed to assess the performance of

classification algorithms. These measures are sensitivity, reliability, and accuracy, denoted

by Cs, Cr, and Ca, respectively. The mathematical formulations of these measures are as

follow:

Cs =
|y ∩ ŷ|
|y|

(6.4a)

Cr =
|y ∩ ŷ|
|ŷ|

(6.4b)

Ca =
2

C−1
s + C−1

r

=
2CsCr

Cs + Cr

(6.4c)

where |·| denotes the size of the set, y is the set of true labels, ∩ denotes intersection, and

ŷ is the set of predicted labels. Note that these concepts can be defined with respect to all

class labels (called overall labels) or for each class pair (called pairwise labels). It can be

seen that the overall sensitivity, reliability, and accuracy are equivalent. On the other hand,

the pairwise sensitivity and reliability are generally different and can be expressed as:

Ci,j
s =

|yi ∩ ŷj|
|yi|

(6.5a)

Ci,j
r =

|yi ∩ ŷj|
|ŷj|

(6.5b)

These two equations pertain to the true class label j being predicted as label i.

Based on these definitions, we consider three evaluation matrices to compare the classi-

fication algorithms. These matrices are overall accuracy, pair-wise sensitivity, and pairwise
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Experiment set I (4 eyes) Experiment set II (5 eyes)

Experiment set III (6 eyes) Experiment set IV (12 eyes)

Experiment set V (4 eyes)

Figure 6.8: Bode plots of the collected bio-electrical responses across five different experiment
sessions/days. The four relevant intraocular tissues examined were the iris (blue), cornea
(red), lens (green), and vitreous (black).
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reliability. These three measures provide different information about the performance of

the algorithm and all are important from the clinical point of view. First, Ci,j
s measures

the probability of the algorithm to correctly label anatomical tissue when the probe is in

contact with that tissue. Second, Ci,j
r measures the probability in which the algorithm’s

estimation is correct. These two criteria are particularly important to a surgeon and could

provide crucial safety measures while performing cataract surgery (see Section 6.6 for more

detailed explanations). Third, the Ca criterion provides the overall accuracy information

across all classes and therefore is an important measure to use for assessing the optimal

detection/classification algorithm.

6.5 Results

The Bode plots of Eq. 6.3 for each experiment set are shown in Fig. 6.8. Each plot

represents the superimposed Bode plots of all the trials performed in a particular experiment

set. The parameters used for this analysis included a sampling time of Ts = 1 ms and

frequency window of [−2, 2] rad/s in log space which roughly corresponds to frequencies

under 20 Hz. The main reason to represent the experiment data in the frequency domain

was to gain better insights on whether different intraocular tissues were distinguishable in

some domain. From Fig. 6.8, it can be seen that certain tissues (e.g., the lens) were very

distinct in the frequency domain while other tissues might not be classifiable in this domain.

As the main purpose of the proposed framework was to identify the intraocular tissue in

which the probe was in contact with, various classification algorithms were tested to accom-

plish this task. Because clear distinction between all the intraocular tissues was not observed

in the data represented in the frequency domain (see Bode plots, Fig. 6.8), we decided to

input the raw time-series experiment data into the classification algorithms. If there are dis-

tinctive features in the frequency or other domains, the machine learning algorithms should

be able to learn [98]. As a result, the time-domain data should suit our purpose and was
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therefore chosen for the input of the classification algorithms.

As mentioned in Section 6.3.4, six ML algorithms were tested for classification of the

gathered data. We used Python 3.7 to for the algorithm development purposes. To find

the best classifier, we performed within-class and between-class searches in a brute force

manner. The former was done to find the optimal hyper-parameters and the later was

performed to finalize the optimal model parameters. First, a within-class optimization was

done by performing a grid search over the hyper-parameters of each model (see Table 6.1 for

the hyper-parameter values that were tested) and evaluated each model’s performance using

the overall accuracy, Ca in (6.4c). The evaluation process was iterated 100 times for each of

the six models, with an early stopping criterion and data replacement. First, the data was

randomly split into two training (80%) and testing (20%) sets. Note that the Bode plots

(see Fig. 6.8) show that both the inter-subject and intra-subject variabilities are relatively

small (i.e. responses can be seen as clusters with the same color), hence training/testing on

the entire dataset, as opposed to methods with one or multiple subject leave-outs, would

have very similar outcomes. At each iteration, the models with various hyper-parameters

were trained on the training set using 5-fold cross-validation. The best-performing hyper-

parameters for each model (based on the 5-fold cross-validation results) as well as the testing

results were recorded. Once the iterations are done, the set of hyper-parameters that was

most frequently selected was chosen as the optimal one for each classifier. Finally, a between-

class optimization was performed to select the best classifier (with chosen hyper-parameters)

based on the recorded testing results. The pairwise sensitivity, Ci,j
s , and pairwise reliability,

Ci,j
r , of each algorithm are represented as confusion matrices in Fig. 6.9. Moreover, the

overall accuracies, Ca, of all the models are reported in Table 6.2. As can be seen, SVM

( kernel = rbf, reg = 10) performs the best in terms of the overall accuracy as well as the

pair-wise sensitivity and reliability, hence was selected as the optimal model.
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Pairwise Sensitivity:

SVM ADT CNN

DT RF SGD

Pairwise Reliability:

SVM ADT CNN

DT RF SGD

Figure 6.9: Confusion matrices with pairwise sensitivity and reliability for SVM, ADT, CNN,
DT, RF, and SGD. Labels are: Cornea (C), Iris (I), Lens (L), and Vitreous (V).
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6.6 Discussion

An important aspect of the presented system is the simplicity of the mechanical design,

and thus the ability for it to be adapted to many form factors. The requirements for inte-

gration of the system into any given tool is the ability to position two conductors such that

they are insulated from each other except at the tool tip, and to route the two conductors

to a data-acquisition system. A non-straight instrument shape does not prohibit the use of

the developed system, and therefore it is applicable to the curved tools commonly employed

in cataract surgery. Furthermore, instrument functionality is not expected to interfere with

accuracy of the developed sensing method. Examples include ultrasonic vibration (from a

phacoemulsification probe) or irrigation/aspiration fluid motion (from an I/A handpiece).

The prototype probe demonstrated in this paper was installed in an 18 Ga (1.27 mm) sy-

ringe with length of 38 mm. However a variety of other surgical instruments could easily be

adapted, such as an I/A handpiece (conceptually shown in Fig. 6.4), a phacoemulsification

probe, an injector for intraocular lens implants, or curved syringes for viscoelastic injection.

The results of the overall accuracy of various classification algorithms are presented in

Table 6.2. As can be seen, the SVM outperforms all of the other classification methods. A

particular challenge for the classification task in our application was to gather a sufficiently

large quantity of data because the experimentation was challenging and time-consuming.

Each eye took approximately 30 minutes to complete from start of setup to final mea-

surement, and required the full attention of a trained surgeon and two engineers. In our

Table 6.2: Performance of various classification algorithms.

Algorithm Accuracy

SVM 0.91
ADT 0.84
CNN 0.81
DT 0.77
RF 0.74
SGD 0.63
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experiments, the number of samples of each class (31 eyes × 3 trials = 93 samples) was

much smaller than the number of dimensions of the input data (10,000) which is equal to

the length of an individual signal. As a result, it was important to select an algorithm which

could perform well for a smaller data set. This is one of the main reasons that SVM outper-

forms the other classifiers: this algorithm maintains its effectiveness even in cases where the

number of dimensions is greater than the number of samples [98].

The sensitivity and reliability results of the six classification algorithms are shown in Fig.

6.9. Of note, the numbers in each cell are between 0 and 1; it is desirable to have larger

values on the diagonal (ideally 1 shown with dark blue color in Fig. 6.9) and smaller values

on the off diagonal (ideally 0 shown with light blue color in Fig. 6.9). Similar to the overall

accuracy results, the SVM algorithm demonstrates strong performance in classifying each of

the four classes (sensitivity ≥ 0.81, reliability ≥ 0.85). The algorithm’s best performance

is for the lens class (sensitivity = 0.95, reliability = 1.0) and its worst is for the iris class

(sensitivity = 0.81, reliability = 0.85). From a surgical perspective, it is desirable for the

lens to exhibit higher sensitivity and reliability than the iris. This is because the area of

highest surgical risk is near the PC, especially when cortical material is still present and

obscuring the PC. Therefore, the ability to distinguish lens is preferred over the ability to

detect the iris as it has more important clinical benefits. These results confirm that using

the proposed acquisition method combined with the SVM classifier is successful to estimate,

with high sensitivity and reliability, the intraocular tissue in contact with the probe.

The sensitivity of the detection algorithm, Ci,j
s , measures the probability of the algorithm

to correctly label intraocular tissue when the probe is in contact with it. This information

can be useful to a surgeon while performing cataract surgery. For example, if the probe

inadvertently punctures the PC, an algorithm which could detect with high probability the

contact of the probe with vitreous (CV,V
s ) would be valuable in assisting the surgeon in know-

ing the PC has been ruptured. The selected SVM algorithm exhibits CV,V
s = 0.94, meaning

the there is a 94% chance that the suggested algorithm could detect PC rupture. Therefore,
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our proposed methodology could provide useful information during cataract surgery practice.

On the other hand, the reliability of the detection algorithm, Ci,j
r , measures the probabil-

ity that the algorithm’s estimation is correct. This could also have important implications

for surgeons. For example, during the lens extraction, a large value of CL,L
r would assure

the surgeon that the probe is in contact with lens material and that it is safe to proceed.

The selected SVM algorithm has CL,L
r = 1.00, which means that as long as our framework

predicts the tool is inside the lens, the extraction procedure is 100% safe to continue.

The experiments considered four intraocular tissues: cornea, iris, lens, and vitreous.

Identification of each, independent from other anatomical structures, is useful in the sense

that it provides confirmation on which anatomical structure the tool is currently in contact

with. This information, whether a confirmation of existing information or an update of

entirely new information, could assist the surgeon in making decisions to the benefit of the

surgical outcomes. In addition to specific identification, many of the pairwise comparisons

can also be useful and may even be the difference between a successful and a failed surgery.

For example, an important pairwise comparison is lens-to-vitreous, as the rupture of

the PC leading to vitreous incarceration represents one of the major complications during

cataract surgery and can easily remain undiagnosed when relying on only the surgical micro-

scope. The detection of PC rupture after it occurs is valuable because it helps the surgeon

quickly and properly address the complication. For example, early recognition of PC rup-

ture can prevent expansion of the tear size, nucleus drop, and vitreous prolapse. Currently,

surgeons must rely on a variety of indirect signs of PC rupture, which are transient in nature

(and therefore require a few seconds to notice) or are purely visual (and therefore may be

difficult to even detect). For these reasons, having a direct measurement of PC rupture, even

if it comes after PC rupture, still has surgical benefit.

The developed system has potential application outside of cataract surgery, such as vit-

reoretinal procedures including pars plana vitrectomy (vitreous humor cf. retina), epiretinal

membrane peeling (vitreous humor cf. membrane), and subretinal injection (neural retina cf.
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retinal pigment epithelium). All of these procedures could benefit from timely and accurate

identification of tissue in contact with the surgical instrument.

6.7 Conclusion

One difficulty for surgeons during cataract surgery is to know, with high confidence,

which tissue the surgical instrument is in contact with. The common practice is to rely on

visualization from the surgical microscope, but this provides limited depth perception and

surgeons must rely on indirect visual cues such as shadows and color changes. Such methods

render specific steps of cataract surgery challenging. For example, during PC polishing, in

which the probe comes into close contact with the posterior capsule (thickness is 4–9 µm),

limited depth perception can increase surgical risk. The use of OCT-based identification is

another method to identify tissue, but this technology is still in its infancy and has slow

data acquisition and processing, prohibiting its use in real-time applications. To address

these challenges, we propose an integrated software and hardware detection solution. Such

a framework could be easily integrated with the current cataract surgery setup, can be used

for real-time applications, and is able to provide knowledge of the anatomy in contact with

the tool tip with high sensitivity and reliability.
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CHAPTER 7

Conclusion

In summary, the research presented in this dissertation sought to advance the state of the

art in how robotic technology can be applied to improving human health. The effort largely

fell into three categories: 1) development of a novel hand exoskeleton for rehabilitation, 2)

application of approximate Q-learning to the surgical subtask of tissue manipulation, and

3) demonstrating a proof-of-concept for using bioelectrical impedance sensing to identify

contacted tissues in the eye during cataract surgery.

The largest research effort was the design and testing of the OTHER Hand exoskeleton.

The OTHER Hand contains numerous novel design features, foremost among them the

off-axis solution enabling thumb opposition. Designed to be integrated with upper limb

exoskeletons such as the EXO-UL8 and BLUE SABINO, it addresses the challenge of high

inertia and bulk at the hand via use of a bowden cable transmission allowing for remote

placement of the motors. It uses a three-linkage, lateral base-to-distal topology with link

lengths kinematically optimized to fit the wide range of hand sizes of the general public.

Additionally, improve ease of use, particularly for those with impairments of the hand such

as spasticity, it is designed with quick disconnect finger attachments that can be donned

individually. Through testing with thirteen volunteers, both by subjective evaluation and

objectively using the Anthropomorphic Hand Assessment Protocol, the design choices were

validated. Users of all hand sizes were able to score exceptionally high on their ability to

grasp and maintain a variety of household objects using a set of ten of the most common

prehensile grasps and hand postures used in activities of daily living.
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The second effort attempted to address the task of autonomous tissue manipulation using

approximate Q-Learning. Using a set of seventeen simple features, it was demonstrated that

the algorithm was capable of solving the task. Although other researchers and research

efforts have previously addressed the task of automated tissue manipulation, the presented

approach stands out in it’s simplicity. However, the algorithm was only tested in simulation,

and significant work would be needed to improve its speed and consistency before it could

be applied with a physical robot.

The final goal of the research was the development of a method to improve the safety

of cataract surgery. This was accomplished through the design and testing of a bioelectri-

cal impedance-based probe, combined with machine learning classification algorithms. The

presented hardware and software solution was tested ex vivo on 31 pig eyes to demonstrate

classification of four ocular tissues: the cornea, iris, lens, and vitreous. A pseudorandom

Gaussian white noise voltage signal was generated, channeled through the tissue between the

ends of two conductors at the tip of a mock surgical tool, and resulting response recorded.

The accuracy in classifying the tissues gives confidence that the solution could be practically

applied with meaningful effects. The ability to alert a human or robot surgeon to contact

with vitreous, iris, or cornea can serve as an alarm to prevent or minimize damage to the eye

that would otherwise be challenging to detect. Meanwhile, detection of the lens can give the

surgeon confidence that the tool is positioned appropriately and the surgery can proceed.
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