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Action recognition can play a key role in the automation of devices, such as those developed for physical rehabilitation. The majority of current work focuses on adult action recognition, and only a limited body of action recognition work is geared toward pediatric populations, such as infants. This work introduces a new lightweight neural network structure, BabyNet, that recognizes reaching motion of infants from off-body stationary cameras. This approach makes use of the spatial and temporal connection between bounding boxes around an infant’s hands and object of interest in order to recognize a reaching action toward that object. BabyNet is trained and tested on a new dataset that showcases reaches performed in a sitting position by different infants in unconstrained environments, such as the families’ homes. To evaluate the efficacy of the proposed approach, an ablation study is conducted where BabyNet is compared against several other learning-based architectures. Results show that BabyNet performs satisfactorily in terms of average testing accuracy by exceeding that of competing networks. Due to its small size, it can serve as a lightweight architecture for video-based infant reaching action recognition.
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Introduction

1.1 Motivation

According to the Centers for Disease Control and Prevention, traumatic brain injuries (e.g., cerebral palsy) are the leading cause of disabilities among infants in the U.S (Centers for Disease Control and Prevention, 2014). The highest incidence rates of traumatic brain injuries are found in children between birth and 4 years of age (Taylor et al., 2017). Such injuries may have negative effects on children’s motor development as well as other developing systems, such as perception and cognition (Campos et al., 2000). Studies have shown that early intervention provided from birth to 3 years can help improve the motor function of infants with disabilities (Nectac, 2011). Therefore, it is of tremendous importance to develop technology that aids in diagnosing, assessing, and rehabilitating infants with brain injuries and/or motor disabilities early in life (Arnold et al., 2020).

Recently, computer vision research efforts have been geared toward the recognition of human motor actions that emerge early in life, such as infants’ spontaneous and/or fidgeting movements, kicking, crawling, etc. (Chambers et al., 2020; Emeli et al., 2020; Pacheco et al., 2021). Being able to successfully automate the processes of detecting, recognizing, and classifying actions performed by infants from visual data such as images and videos can be useful in several pediatric applications. Some
examples include monitoring for infants’ safety (Goto et al., 2013; Nie et al., 2018; Suzuki et al., 2012), identifying markers for diagnosis of neuromotor disorders (Chambers et al., 2020; Hashemi et al., 2014; McCay et al., 2020; Stahl et al., 2012; Westeyn et al., 2012), and lastly creating smart environments, automated assistive devices and autonomous robots for pediatric rehabilitation (Efthymiou et al., 2018; Hadfield et al., 2019; Kokkonen et al., 2020; Marinoiu et al., 2018; Tsiami et al., 2018).

1.2 Challenges

Developing algorithms that can accurately and reliably recognize actions performed by infants is not a straightforward process and has several challenges when compared to action recognition in adults. First, in the case of young children and infants, there is a lot of inherent variability in the movements and actions performed by the different age groups as a natural result of learning and growth (Fetters, 2010). For example, the reaching kinematic profiles of infants (the motor action of interest to this work) are more variable (Konczak & Dichgans, 1997), and it can take years for infants to achieve smooth and straight reaching trajectories similar to those seen in adults (Berthier & Keen, 2006; Schneiberg et al., 2002). Another difference encountered in comparison to adults is that infants can attain poses not common in adults (Sciortino et al., 2017). Therefore, using skeletal models or learning-based pose estimation methods typically used in adult action recognition may not be the best approach. The latter was also suggested in previous work in which models based on adult action recognition under-performed when tested on datasets from children (Efthymiou et al., 2018; Suzuki et al., 2012).
The second challenge is related to the lack of human activity datasets that contain sufficient and variable infant body poses and actions. Typically, any state-of-the-art action recognition method requires training on an extensive dataset (Carreira & Zisserman, 2017; Goyal et al., 2017; Gupta et al., 2020; Kuehne et al., 2011; Soomro et al., 2012) and various datasets of adult activities are available as these can be used in a wide range of applications (Hesse et al., 2019; Pacheco et al., 2021). However, this is not the case for infant datasets. This can be due to the increased access restrictions placed for the protection of minors and/or the lower number of applications that are available for that age range, compared to adults. Therefore, this work aims to provide new avenues to overcome the aforementioned challenges.

1.3 Contributions

This thesis contributes to the field of infant action recognition in the following ways:

- A new lightweight neural network structure is proposed for infant reaching action recognition. The network is built upon an LSTM module to model the various stages of the reaching action through a spatio-temporal interpretation.
- A different network that uses optical flow images is also developed and explored in the context of infant action recognition.
- An ablation study is conducted with various structures evaluated on a dataset developed in parallel collaborations to compare the performance of the proposed network.
Chapter 2

Related Works

2.1 Overview of Human Action Recognition Approaches

There has been a steady shift from the use of traditional methods such as Support Vector Machines or Hidden Markov Models to the use of deep learning-based approaches in the field of video-based human action recognition. The reason has primarily been because of the accessibility, adaptability, accuracy and decrease in the time required to execute the model that deep learning-based approaches offer (Gu et al., 2010; J. Liu et al., 2010; Schüldt et al., 2004; Xu et al., 2017). One of the first significant attempts made was to use two separate stream of CNN’s (convolutional neural network) with the aim of training them to extract features from a sampled RGB video frame that was paired with the surrounding stack of optical flow images (Simonyan & Zisserman, 2014). The prediction scores of both streams were fused using averaging and by training a multi-class linear SVM (Crammer & Singer, 2001) on stacked L2-normalized softmax scores as features. There are other works that have followed upon these steps (Donahue et al., 2017; Feichtenhofer et al., 2016; Gkioxari & Malik, 2015; Ng et al., 2015; Wang et al., 2015, 2016). For instance, others built upon the two stream architecture (Simonyan & Zisserman, 2014) in order to create an architecture capable of fusing temporal and spatial cues at several levels of granularity in feature extraction that is also able to integrate spatial and temporal information (Feichtenhofer et al., 2016). More recent work utilized a CNN in order to
learn the optical flow prediction because traditional optical flow methods are computationally expensive and have a burdensome optimization process (Fan et al., 2018; Gao et al., 2018; Hui et al., 2018; Piergiovanni & Ryoo, 2019). Also, another benefit of using CNN’s to learn the optical flow prediction is that it reduces the number of trainable parameters that need to be learned as only one network is required. Other methods have explored the benefits of using long short term memory (LSTM)-based structures (Donahue et al., 2017) in order to incorporate motion by updating the pooling of features across time (De Geest & Tuytelaars, 2018; Ge et al., 2019; Perrett & Damen, 2019).

These approaches typically use single video frames as inputs which may be difficult to capture motion actions that are established by longer-horizon temporal correlation. To overcome this, 3D convolutional neural networks were proposed to help learn the spatiotemporal features (Diba et al., 2018; Tran et al., 2015). This is done by using temporally densely sampled sequences of images as inputs. A major downside of the 3D structures is the high number of parameters that are involved in the model and need to be trained for. This leads to an increase in computational cost and necessitates use of large-scale training datasets. To solve this problem an effort has been made to come up with more lightweight and efficient solutions. Some of these works use a (2+1)D decomposition instead of the 3D structure (Diba et al., 2018; He et al., 2019; Li et al., 2020; Qiu et al., 2019; Sun et al., 2015; Tran et al., 2019; Xie et al., 2017) or some works combine 2D CNN and a 3D CNN (J. Lin et al., 2019; Luo & Yuille, 2019; Tran et al., 2018; Xie et al., 2017; Zhou et al., 2018; Zolfaghari et al., 2018).
Even though RGB-video-based algorithms have achieved remarkable results up till now, there still remain several challenging aspects such as background clutter, illumination disparity, viewpoint variation, etc. A possible way that can lead to improvement in recognition performance is to use a skeleton data representation. Earlier models that used the skeleton data representation did not take into account the internal dependencies between body joints and thus dismissed parts of the information related to target action (Du et al., 2015; Fernando et al., 2015; M. Liu et al., 2017; Vemulapalli et al., 2014). Recent works tend to use graph convolutional networks to extract features by creating a skeleton graph which has vertices and edges to represent the joints and bones (Thakkar & Narayanan, 2018; Yan et al., 2018; Yang et al., 2018). These approaches rely on datasets that mainly contain adult motion actions (Carreira & Zisserman, 2017; Damen et al., 2018; Goyal et al., 2017; Gupta et al., 2020; Kuehne et al., 2011; Shahroudy et al., 2016; Soomro et al., 2012).

2.2 Use of Human Action Recognition for Rehabilitation Purposes

Action recognition approaches, such as those described above, can contribute to the field of rehabilitation by being integrated in the automation of assistive devices and assessment of training outcomes. There are several examples of technology applications that offer a wide range of training interaction activities during ‘serious games’ by giving direct access to an objective performance feedback that utilizes Virtual Reality or camera systems (Alankus et al., 2010; Burke et al., 2009; Collins et al., 2017; Jaume-I-Capó et al., 2014; Jaume-I-Capó & Samčović, 2014). For instance, a user wears a glove or holds onto an object of a single color in order to track the arm
motion (Burke et al., 2009). Another example is the daily activity observation system for stroke patients (Collins et al., 2017). In the latter, depth and skeleton data obtained from a Kinect v2 depth camera are used in order to assess motor actions. Similarly, Leightley et al. analyzed and determined how kinematic data from activities obtained through Kinect sensors can be successfully classified for rehabilitation purposes using Random Forests and Support Vector Machines (Leightley et al., 2013).

Recently, there has been an interesting shift toward pediatric rehabilitation paradigms which involve the use of assistive technology and computer vision approaches. For example the work by Pulido et al. focuses on non-contact upper limb rehabilitation autonomously by utilizing a social robot to perform a set of actions that a child has to imitate (Pulido et al., 2017). The movements performed are captured by a Kinect depth camera and stored as 3D skeletons which are then compared with entries from an existing knowledge base. There are also other applications which make use of multiple camera systems in order to resolve issues caused by occlusions which is very likely to happen in infant rehabilitation sessions (Efthymiou et al., 2018; Kokkoni et al., 2020; Pacheco et al., 2021; Tsiami et al., 2018). An example is the learning environment developed for infants that utilizes socially assistive robots and a body weight support system in which a set of Kinect cameras are used to capture movements and action recognition algorithms are developed to close the loop between the infants and the robots (Kokkoni et al., 2020; Pacheco et al., 2021). Nonetheless, the amount and type of motor actions that have been used in the action recognition studies or research still remains limited.
Chapter 3

Methodology

3.1 Dataset

In this work we use a new annotated dataset on infant reaching recently developed by our team (Dechemi et al., 2021). The dataset provides various descriptors of infant reaching for 17 videos. These descriptors were obtained from the videos through annotation and digitization analyses. In order to collect the videos, YouTube was used. The videos were found by using search terms such as ‘infant’, ‘reaching’, ‘grabbing’, and ‘sitting’ etc. Furthermore, both typically developing infants and atypically developing infants (infants with developmental delays) were considered.

The video inclusion criteria were:

1. The video should display an awake and active infant who is between the age ranges of 0-12 months.
2. Subjects should perform at least one reaching action during which the camera remained stationary.
3. Subjects should reach for and complete the reaching movement regardless of the shape and size of the objects.
4. Subjects should perform at least one reaching action during which both hand and object were fully visible throughout the reach.
5. The subject should be in a sitting position during the reaching action.
3.2 Video Annotations

Since the videos were collected from YouTube, each of the videos had a different image resolution and camera placement such as angle, distance from the infant, etc. Thus, it was important to select a known measure as a reference point so that each video could be calibrated uniformly in order to account for these differences. The infant’s cornea was found to be the most suitable point of reference across all videos. A horizontal line, drawn from one end of the cornea to the other, was calibrated at 1.05 cm which is the average iris diameter reported for this age range (Ronneburger et al., 2006).

The annotations protocol used for the dataset was divided into distinct phases. The first phase focuses on the annotation of the reaching actions performed by the infants in each of the videos. The second phase provides further details about the reaching action such as the hand selection performing the reaching action, position of the hand with respect to the body at RN, position of the presented object with respect to the body and angle of the camera used in the recording. The details of the analysis in the second phase are provided in Table 1.

This thesis considers the annotations conducted in the first phase. In more detail, during the first phase the Reaching Onset (RN) and the Reaching Offset (RF) for every reaching action in each video were annotated. The Reaching Onset was defined as the first frame in which the infant’s hand (left, right, or both) began moving toward the presented object and this movement continuously occurred for at least 5 frames. The Reaching Offset was defined as the first frame in which the infant’s hand
intentionally touched the object (Figure 1). Segments where an object was transferred from one hand to the other hand, partial reaching actions (that is, reaching actions that were interrupted or unfinished), and also actions in which the hand and/or object were occluded were excluded from further analyses because it would not be possible to make an accurate prediction of the Reaching Offset without severely hampering the annotation reliability. Furthermore, in order to ensure that the network had sufficient data for action detection only reaching actions that were greater than six frames in length were considered. In addition to this, frames within 3 seconds before RN and 3 seconds after RF from video segments that contained the selected actions were cropped and labelled as no reaching. These frames were used for further analyses and for distinguishing between a reaching action and a non-reaching action.

![Figure 1. Examples of Reaching Onset (left) and Offset (Right) Frames](image)
To ensure the annotations were reliable, a reliability protocol was established. Two sample videos were initially used to determine the reliability of the four annotators. Reaching actions from these two sample videos were annotated by all the annotators and only when they all achieved a 100% agreement on the frequency of reaching actions and a +/-3 frame selection difference between RN and RF, they proceeded with analysis of the remaining videos (two annotators assigned per remaining video).

After the annotation process the dataset included a total of 193 reaches with 86 reaches being performed by the left hand and 107 being performed by the right one. A total of 57 different objects were involved in the reaching actions (the details are provided in table 2). Also, Figure 2 shows the distribution of the duration of the reaches in the dataset and provides a glimpse into the large variability of reaching action that is encountered.
Table 1: Categories and Subcategories Annotated to Describe a Reaching Action

<table>
<thead>
<tr>
<th>Stage of Reaching Action</th>
<th>Hand used to Reach</th>
<th>Hand’s Initial Position in Relation to Body</th>
<th>Object’s Position in Relation to Body (Vertical)</th>
<th>Object’s Position in Relation to Body (Horizontal)</th>
<th>Camera View</th>
</tr>
</thead>
<tbody>
<tr>
<td>Onset (RN)</td>
<td>Left</td>
<td>Above Head</td>
<td>Above Head</td>
<td>To the Left</td>
<td>Top</td>
</tr>
<tr>
<td>Offset (RF)</td>
<td>Right</td>
<td>Head Level</td>
<td>Head Level</td>
<td>In Front</td>
<td>Front</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Chest Level</td>
<td>Chest Level</td>
<td>To the Right</td>
<td>Side</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Hip Level</td>
<td>Hip Level</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Floor</td>
<td>Floor</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 2: Subject Information and Corresponding No. of Reaches and Objects Annotated

<table>
<thead>
<tr>
<th>Subject ID</th>
<th>Age [months]</th>
<th>Gender [M / F]</th>
<th># LH</th>
<th># RH</th>
<th>Total</th>
<th>Total Obj.</th>
</tr>
</thead>
<tbody>
<tr>
<td>T01</td>
<td>6-8</td>
<td>F</td>
<td>5</td>
<td>3</td>
<td>8</td>
<td>4</td>
</tr>
<tr>
<td>T02</td>
<td>8-10</td>
<td>M</td>
<td>8</td>
<td>4</td>
<td>12</td>
<td>4</td>
</tr>
<tr>
<td>T03</td>
<td>11-12*</td>
<td>M</td>
<td>2</td>
<td>8</td>
<td>10</td>
<td>2</td>
</tr>
<tr>
<td>T04</td>
<td>6-12</td>
<td>F</td>
<td>3</td>
<td>5</td>
<td>8</td>
<td>5</td>
</tr>
<tr>
<td>T05</td>
<td>10-12</td>
<td>M*</td>
<td>3</td>
<td>1</td>
<td>4</td>
<td>2</td>
</tr>
<tr>
<td>T06</td>
<td>10-12</td>
<td>M*</td>
<td>0</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>T07</td>
<td>6-7*</td>
<td>M</td>
<td>2</td>
<td>3</td>
<td>5</td>
<td>3</td>
</tr>
<tr>
<td>T08</td>
<td>&lt;12*</td>
<td>M</td>
<td>4</td>
<td>5</td>
<td>9</td>
<td>1</td>
</tr>
<tr>
<td>T09</td>
<td>6</td>
<td>F</td>
<td>3</td>
<td>6</td>
<td>9</td>
<td>2</td>
</tr>
<tr>
<td>T10</td>
<td>6</td>
<td>F</td>
<td>3</td>
<td>3</td>
<td>6</td>
<td>3</td>
</tr>
<tr>
<td>T11</td>
<td>6-8</td>
<td>M</td>
<td>2</td>
<td>1</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>T12</td>
<td>8</td>
<td>F</td>
<td>16</td>
<td>33</td>
<td>49</td>
<td>8</td>
</tr>
<tr>
<td>T13</td>
<td>10</td>
<td>F</td>
<td>5</td>
<td>9</td>
<td>14</td>
<td>5</td>
</tr>
<tr>
<td>T14</td>
<td>6</td>
<td>F</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>T15</td>
<td>9</td>
<td>M</td>
<td>20</td>
<td>20</td>
<td>40</td>
<td>10</td>
</tr>
<tr>
<td>T16</td>
<td>7</td>
<td>F</td>
<td>2</td>
<td>1</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>D01</td>
<td>6-9</td>
<td>F</td>
<td>1</td>
<td>-</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>D02</td>
<td>10</td>
<td>M</td>
<td>-</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>D03</td>
<td>&lt;12*</td>
<td>M</td>
<td>4</td>
<td>1</td>
<td>5</td>
<td>1</td>
</tr>
<tr>
<td>D04</td>
<td>9-12</td>
<td>M</td>
<td>1</td>
<td>-</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>D05</td>
<td>&lt;12*</td>
<td>M</td>
<td>1</td>
<td>-</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Total</td>
<td>–</td>
<td>–</td>
<td>86</td>
<td>107</td>
<td>193</td>
<td>57</td>
</tr>
</tbody>
</table>
3.3 Bounding Box Annotations

The bounding boxes were used to detect each of the hands (LH, RH) and any object in each of the frames. The primary purpose of doing this was to assess the spatial and temporal connection that is present during reaching. A total of 607 frames were sampled randomly from the total 2,984 frames in the dataset by two researchers in the team in order to detect the infant, the right and left hand and the objects involved in the reaching action.

The sampled images and the corresponding bounding boxes were used to train an object detector that helped in automating the process for obtaining the bounding boxes for the remaining frames/images. In order to train the object detector a Yolo-v3 detector (Redmon & Farhadi, 2018) pre-trained on the COCO dataset (T. Y. Lin et al., 2014) was fine-tuned using the obtained annotations. During fine-tuning the detector was trained to recognize four classes: 1) Infant; 2) Left Hand; 3) Right hand; and 4) Object.

The object detector was trained on 75% of the data and tested on 25% of the data. Figure 3 provides some sample illustrative examples of infants in different environments.
3.4 Infant Reaching Action Algorithm

The proposed approach for the infant reaching action recognition is depicted in Figure 4. In order to validate the proposed algorithm, the RN and RF annotations obtained through the analysis in section 3.2 were utilized at various stages.

The objects, the left hand and the right hand in a video containing a sequence of $T$ video frames is denoted using $X = \{x_1^T\}$ and $H = \{h_{L,T}, h_{R,T}\}$ respectively in the frame sequence. It is to be noted that in order to find the precise location of the objects and the hands in the images, no tracking information is incorporated and the algorithm only relies on the coordinates of the centers of the bounding boxes as the main source of information. The coordinates of the bounding boxes are acquired through object detection along with the labels for each frame $T_i$. The two keyframes, $T_{RN}$ for the onset and $T_{RF}$ for the offset, are initialized at the first frame. The reaching action is divided into two distinct phases’ onset and offset in order to enable the
spatiotemporal reasoning between X and H, where each phase is detected through a separate process.

3.4.1 The Reaching Onset Phase

First, the distance $d_{ij}$ between the hands $\{h_L^{T}, h_R^{T}\}$ and the object $x_i$ in X for the current frame was computed by using the bounding box co-ordinates. Next the distance in the current frame $d_{ij}$ was compared with the distance in the previous frame $d_{i,j-1}$. If $d_{ij} - d_{i,j-1} < 0$, then the onset detection is still valid and $T_{RN}$ is kept as
a key frame else if it is noticed that $d_{ij} - d_{ij-1} > 0$ and this increase is seen in consecutive frames, then the onset is invalidated and $T_i$ is set as the new key frame $T_{RN}$. The reason for employing this strategy is that it helps avoid false negatives during the search process.

### 3.4.2 Reaching Offset Phase

The first step in determining the Reaching Offset key frame is to estimate the intersection over union (IOU) between the hands $\{h_L^T, h_R^T\}$ and the object $x_i$. The IOU is estimated and compared to a threshold value that is determined through a learning process. If the IOU value is less than the determined threshold, then no offset is detected and the key frame $T_{RF}$ is definitively set as $T_i$. If the IOU value is greater than or equal to the determined threshold then an offset is detected and $T_{RF}$ is kept as the key frame.

### 3.4.3 BabyNet Network Structure

The backbone of the network is a LSTM structure that learns the correlation of reaching between the two bounding boxes for the object and hand through the input which consists of the distances and the IOU’s. The final output gives the scores for the onset (RN), the offset (RF), reach (R) and no reach (NoR) which are used to update the identified key frames. The label reach (R) is used for all the frames that fall between the onset RN and offset RF. Similarly, the label no reach or NoR is used for all the frames that come before the onset RN and after the offset RF.
Chapter 4

Experiments

In this section, several ablation experiments were conducted to test the effectiveness of different models on the dataset. For this study, five baseline networks were considered for comparison. The five networks trained are outlined below and the comparison results, including the classification accuracies and inference protocols, are shown in Table 3.

4.1 ResNet

This network was developed by the Facebook AI research team and is a 50 layer deep neural network. Traditionally deep neural networks have been difficult to train. However, this network introduced a residual learning framework that eased the training of substantially deep neural networks. It overcame the problem of Vanishing Gradient which arises as the networks are made deep. ResNet allows successful training of such deep networks by constructing the network through modules called residual modules. The residual module creates a direct path between the input and output to the module by implying an identity mapping. So, the added layer just needs to learn the features on top of the already available input.

Since, the size of the dataset was relatively small, training the dataset on the entire network would overfit the data and lead to poor results. Therefore, in order to avoid this problem a pre-trained ResNet-50 model that has already been trained on the ImageNet dataset was used. Only the last Bottleneck block in the fourth layer was retrained along with the fully connected layer. This method of training achieved an
average training accuracy of 94.59% and an average validation accuracy of 53.65%. However, for further verification the trained model was used to make predictions on the test video and the results indicated that even the slightest movement by the infant or the movement of the adult’s hand was classified as a reach.

4.2 ResNet + LSTM

In order to alleviate the problem of the ResNet model misclassifying the reach based on the slightest movement by the infant or the movement of the therapists’ hand, we decided to integrate an LSTM block after the average pooling layer of the final residual block of a pre-trained ResNet-50 model. This was done with the aim of learning both the spatio and temporal features of both the reach and no reach movements. After retraining the model, an average training accuracy of 94.31% and an average validation accuracy of 54.53% is achieved. Even though the test accuracy was lower for the ResNet+LSTM model as compared to the ResNet model. The one advantage that the model with the LSTM had was that it was successfully able to identify the onset of the reach movement; however, it wasn't able to identify the offset thus leading to lower test accuracy. In addition to this, there was less fluctuation between the reach and no reach predictions compared to the prior network. This indicates that learning the temporal correlation between the frames helped in reducing the number of false negatives for the reaches.

4.3 3D Networks

Since, the ResNet+LSTM model did not achieve the desired result but it showed an improvement over the base ResNet model by learning the temporal features. We
decided to train certain 3D-CNN networks as they incorporate the frames as an extra dimension when performing the convolution operation, thereby learning the temporal features of the entire action as compared to only a few frames with the LSTM. In order to utilize our dataset for training a 3D-CNN network, the first step was to ensure that the two action classes have the same number of frames for the duration of the action. This was done by manipulating the individual frame rate or FPS (frames per second) for each of the videos. The next challenge was fixing the number of frames for each of the videos. To overcome this challenge, we plotted a histogram showing the frequency and the duration of the reaches shown in figure 2. The histogram tells us that the largest number of frames in a video is 63. Therefore, we decided to upsample the number of frames for all the videos to this number in order to avoid loss of frames for the reach videos. Given the small size of the dataset we decided to create our own custom 3D-CNN model which contained two 3D convolution blocks followed by three fully connected layers. The reason for using three fully connected was to gradually reduce the output size from [1,512] to [1,2] in order to prevent excessive loss of useful information. Furthermore, in order to gauge the performance of our custom 3D-CNN network, we compared its performance with the C3D network (Tran et al., 2015) which is a benchmark 3D-CNN network.

4.4 LSTM with Optical Flow (O-LSTM)

As we detail in Chapter 5 below, the large networks considered up to this point (Sections 4.1-4.3) cannot predict the actions to the desired level of accuracy because they solely rely on visual content or cues. Therefore, it is very important to include
information about the motion in the video sequence. To do this we extracted the optical flow images for the two sets of actions from their respective videos. The optical flow images were obtained using the Farneback method (Farnebäck, 2003). These extracted images were used to train a LSTM model. Before the model can be trained, the dimension of the image inputs needs to be flattened to a size of 1x12,288 which is obtained from a reduced size of 64x64 source image. This was primarily done to reduce the training time and also reduce the number of trainable parameters. The LSTM model trained contained a single layer with 50% dropout.

4.5 Models Trained Using Bounding Box Coordinates

A Multi-Layer Perceptron (MLP) network is trained along with the BabyNet proposed in this work in order to compare their performance. Both models utilize the center coordinates of the bounding boxes in order to gauge the position of the hands and object in an image. The MLP network is trained with a single hidden layer and uses two inputs to generate four outputs.
Chapter 5

Results

5.1 Effect of Data Augmentation

Firstly, it can be seen from the first component of Table 3 that the ResNet model with data augmentation has a better average test accuracy than the ResNet model without data augmentation (58.16% vs 53.43%). Next, to properly gauge the effect of data augmentation on the accuracy, we need to compare the tradeoff between precision and recall of the two networks. It can be seen from Table 3 that the ResNet model with data augmentation has a higher Precision and recall score. This indicates that the False Positive rate for the network with data augmentation is lower which is better as the network is triggered fewer times.

Table 3: Evaluation of the Models Trained on the Infant Reaching Dataset

<table>
<thead>
<tr>
<th>Model</th>
<th>Parameters (Trainable)/(Total)</th>
<th>Avg. Training Accuracy [%]</th>
<th>Avg. Validation Accuracy [%]</th>
<th>Avg. Testing Accuracy [%]</th>
<th>Precision NoR / R</th>
<th>Recall NoR / R</th>
</tr>
</thead>
<tbody>
<tr>
<td>ResNet No Data Augm.</td>
<td>4,468,739 / 23,514,179</td>
<td>98.30</td>
<td>50.61</td>
<td>53.43</td>
<td>0.65 / 0.40</td>
<td>0.55 / 0.51</td>
</tr>
<tr>
<td>ResNet With Data Augm.</td>
<td>4,468,739 / 23,514,179</td>
<td>94.59</td>
<td>53.65</td>
<td>58.16</td>
<td>0.68 / 0.45</td>
<td>0.62 / 0.52</td>
</tr>
<tr>
<td>ResNet-LSTM No Data Augm.</td>
<td>9,186,819 / 28,232,259</td>
<td>98.61</td>
<td>50.59</td>
<td>54.21</td>
<td>0.65 / 0.41</td>
<td>0.57 / 0.49</td>
</tr>
<tr>
<td>ResNet-LSTM With Data Augm.</td>
<td>9,186,819 / 28,232,259</td>
<td>94.31</td>
<td>54.53</td>
<td>54.42</td>
<td>0.68 / 0.42</td>
<td>0.51 / 0.60</td>
</tr>
<tr>
<td>O-LSTM</td>
<td>117,460,994 / 117,460,994</td>
<td>75.44</td>
<td>81.16</td>
<td>63.71</td>
<td>0.59 / 0.82</td>
<td>0.92 / 0.35</td>
</tr>
<tr>
<td>MLP</td>
<td>144 / 144</td>
<td>47.66</td>
<td>46.13</td>
<td>51.8</td>
<td>0.55 / 0.67</td>
<td>0.78 / 0.42</td>
</tr>
<tr>
<td>BabyNet (Ours)</td>
<td>1,204 / 1,204</td>
<td>44.45</td>
<td>38.93</td>
<td>66.27</td>
<td>0.57 / 0.66</td>
<td>0.72 / 0.49</td>
</tr>
</tbody>
</table>
5.2 Effect of Integrating the LSTM Block

Integrating a LSTM block to the baseline ResNet model did not have any significant improvement in the performance and actually produced similar results as the standalone ResNet models. The average testing accuracy was similar for both the architectures and in fact decreased for the ResNet+LSTM model with data augmentation compared to the ResNet model with data augmentation from 58.16% to 54.42%. The similarity in performance is further highlighted by the precision scores as both the networks have the same precision for the no reaches and a minor difference for the reaches (0.45 for ResNet to 0.42 for ResNet+LSTM). However, a significant difference is noticed in the recall score as it increased for the reaches from 0.51 to 0.60 thus showing that the ResNet+LSTM model produces a lower number of false negatives.
5.3 Performance of the 3D Networks

Upon training and evaluating the two 3D baseline networks, it is evident that the custom 3D network designed by us outperforms the C3D network for our dataset as shown in Table 4. It is to be noted that the 3D networks performed well in classifying the videos of the actions individually. However, when tested on the test video which contained both actions, the network did not predict any of the reaches successfully. The 2D networks outperformed the 3D networks in this aspect as they were able to predict part of the reach actions correctly on the test video.

Table 4: Evaluation of the 3D Networks Trained on the Infant Reaching Dataset

<table>
<thead>
<tr>
<th>Model</th>
<th>Parameters (Trainable) / (Total)</th>
<th>Avg. Training Accuracy [%]</th>
<th>Avg. Validation Accuracy [%]</th>
<th>Avg. Testing Accuracy [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>3D-CNN</td>
<td>202,394,946 / 202,394,946</td>
<td>89.64</td>
<td>58.33</td>
<td>80</td>
</tr>
<tr>
<td>C3D</td>
<td>222,597,351 / 222,597,351</td>
<td>55.85</td>
<td>70</td>
<td>70</td>
</tr>
</tbody>
</table>

5.4 Comparison of BabyNet and the MLP Network

It can be seen from Table 4 that the BabyNet outperforms the MLP based on the test accuracy for the same split (66.27 vs 51.8). Furthermore, both networks predicted the same number of frames incorrectly during the reach but the MLP predicted 20 frames incorrectly during the no reach action whereas the BabyNet only predicted 6 frames incorrectly. However, the BabyNet only had a delay of 1 frame while predicting the reach whilst the MLP had a delay of 4 frames. Overall, the performance of the
BabyNet was better than the MLP due to a smaller delay while predicting a reach and making fewer incorrect predictions.

5.5 Performance of the O-LSTM Network

Results show that the O-LSTM trained on the optical flow images achieves an average testing accuracy of 63.71% which is higher than all the ResNet-based architectures. Upon further analysis of the precision and recall scores for both the reaches and no reaches, it is seen that the model has lower false positive detection for the reaches compared to that of no reaches (0.59 to 0.82). However, the detections are more likely to be false negatives for the reaches given that the recall score is only 0.35. Another observation that is made is that it is a challenge for the network to recognize short reaches. In addition to this, the O-LSTM requires a significantly larger number of parameters to be trained as the input images need to be flattened before training thus causing the size to be transformed from 64x64 to 1x12288. The large number of trainable parameters in addition to the high computational effort required during transforming the original images to the optical flow images suggest that the O-LSTM network is not the most efficient as compared to the BabyNet. Figure 5 provides a few sample optical flow images.
Conclusion

This work proposes a new lightweight network, BabyNet, that is able to model both short- and long-range motion correlation related to different key phases of a reaching action. A new dataset suitable for infant action recognition is used and the performance of the BabyNet and several state-of-the-art structures is evaluated on this dataset.

Results indicate that BabyNet is small in structure but powerful and can challenge significantly larger structures by achieving an average testing accuracy of 66.27% on the proposed dataset. Upon evaluation of the ResNet based structures, an increase in the rate of false positives is seen despite solid performance in terms of the training and validation accuracy. The O-LSTM structure had the second best score in terms of the testing accuracy but could not correctly balance between the scores of recall (0.92) and precision (0.35). However, it still remains a worthy approach for further consideration as the optical flow images can better distinguish subtle motion patterns compared to RGB images.

Another network tested, MLP, is of comparable size to the BabyNet but did not perform as well as BabyNet. BabyNet had an approximate improvement of 27% in performance compared to the MLP with almost the same precision and recall scores. The key differentiator between the two networks was that BabyNet provided the onset and offset frames at a delay of one frame whereas the MLP had a delay of four frames. These finding indicate that BabyNet is capable of serving as a lightweight network for the task of video-based infant action recognition.
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