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Abstract 
Communication is a powerful means to disseminate social 
information, and gossip is an effective way of obtaining 
updated information about others. However, without a 
comprehensive theoretical framework of social 
communication, it is difficult to predict a priori when and why 
social information will be disseminated. There are general 
theories of human social interaction, however, they do not 
sufficiently capture the sociocognitive components underlying 
human decision-making in social settings. Therefore, we have 
developed a model of social communication, enabling the 
characterization of specific conditions under which social 
information will be spread: for example, when an agent should 
directly communicate with the target of the information, gossip 
it to others, or simply do nothing. We describe the model, the 
methods used to generate model predictions, and then list nine 
predictions derived from it as the current results. We next plan 
to test the predictions empirically and develop the model 
computationally. 

Keywords: decision-making; theory of mind; social 
neuroscience; multi-agent system; artificial social intelligence 

Introduction 
People live in a complex, multi-agent world, and as such, 
sophisticated social intelligence is needed. Indeed, to make 
accurate predictions about others requires having a model of 
their minds — their beliefs, goals and intentions — and 
humans have evolved the ability to do so. Moreover, proper 
long-term social interaction also requires mental accounting 
of what you owe to others (from their help) and what others 
owe to you (from your help or their hindrance). At the same 
time, rich descriptions of all possible agents become 
computationally intractable, so our mental models are also 
necessarily limited. One strategy, for example, is to maintain 
more comprehensive models of those closest to us. 

In any case, gathering information about others is crucial 
to maintain accurate models of them. Accordingly, 
communication is a critical means by which agents share and 
update information about each other. In fact, statistical 
assessments have found that sharing social information 
consumes a significant portion of daily conversation: ~65% 
(Dunbar, 2003). Furthermore, an important component of this 
social information exchange involves events that were not 
seen by others. When we describe events to others about an 
absent target, we call it gossip (see Foster, 2004). 

Several studies on gossip suggest many reasons for it, such 
as social influence, information sharing, cultural learning, 
and social bonding (Baumeister, Zhang, & Vohs, 2004; 

Beersma & Van Kleef, 2011; Dunbar, 2003; Ellwardt, 
Labianca, & Wittek, 2012; Fernandes, Kapoor, & 
Karandikar, 2017; Foster, 2004; McAndrew & Milenkovic, 
2007; Wu, Balliet, & Van Lange, 2016). Recent evidence also 
shows that, at least under some conditions, gossip can be a 
more efficient and effective tool than direct punishment for 
promoting and maintaining cooperative behavior (Wu, 
Balliet, & Van Lange, 2016). However, without a 
comprehensive theoretical framework of social 
communication, it is difficult to predict a priori when and 
why social information will be disseminated, and whether 
gossip will occur. 

There are general theoretical frameworks for human social 
interaction, most notably social exchange theory (see Foster, 
2004). However, current theories do not sufficiently capture 
the sociocognitive components underlying human decision-
making in social settings. Moreover, they are normally not 
specified well enough to make accurate a priori predictions 
about specific human social interactions, such as whether 
someone will actually gossip in a given situation. Therefore, 
here we present our model of social communication, 
developed to characterize the specific conditions under which 
different types of social communication will occur: for 
example, when an agent should directly communicate with 
the target of the information, gossip to others, or simply do 
nothing. The overall goal of our research program is to 
produce a comprehensive model of human social 
intelligence. To do so, we believe explicit modeling at 
multiple levels of analysis is necessary. In particular, a 
general, more qualitative theoretical framework should first 
be provided to layout the critical causal factors and their 
general interactions from a more top-down perspective. From 
this theoretical model, important predictions can be derived 
to generate hypotheses for further empirical research, which 
in turn test the model. After this, computational specification 
can occur in a more informed, meaningful, and 
understandable way, ultimately contacting neural circuitry.   

In the current paper, we describe our top-level theoretical 
model and predictions derived from it. In the following 
sections we first describe the details of the model, then the 
methods used to generate model predictions; we then list nine 
predictions derived from it. In ongoing work, we have 
recently conducted a behavioral study with human 
participants to test the predictions, and are now specifying the 
model computationally. 
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The General Model of Social Communication 
1. Agents 
The central problem-solving agent (A1) is the focal agent 
of the social communication process in our model: the one 
who takes the information input and decides what to do based 
on the set of possible actions and expected outcomes. To 
avoid the clunky “his/her” we will denote A1 as female. 

 

Receiver (A2) is the agent (or agents) to whom A1 may 
transmit information, i.e., communicate with. A2 can be 
characterized by their relationship to A1, e.g., closeness 
(family, friends to strangers), relative status, and other group 
memberships (such classmates, coworkers, colleagues), with 
such characteristics influencing A1’s communication 
decisions. Once the information transmission from A1 to A2 
is completed, A2 then becomes the next central problem-
solving agent in a subsequent state, and then must decide 
whether to communicate to receivers, and so on. 
 

Target (A3) is also an essential agent in the process. A3 is the 
subject of the information that A1 is contemplating. In other 
words, A3 is the agent who took the action that caused the 
initial state change. What A3 has done, i.e., the details of the 
event surrounding A3’s action — which we call event or 
scenario — will influence A1’s decision. Moreover, like A2, 
A3 can be categorized based on their relationship to A1 (such 
as closeness, status, and other group memberships), which 
should also influence A1’s decisions. 
 

Information source (A0) is another agent in the system. The 
central agent, A1, receives the information about the target 
agent, A3, via either direct observation or via another source 
— A0 is the other possible source. Thus, the role of A0 is to 
pass the information about A3 to A1. A0 can be a person who 
has made a decision to spread the information directly to A1; 
A0 can also be a person who decided to spread the 
information to many unspecified individuals via various 
means such as social or mass media, books, or internet 
forums. A1 will evaluate the information received from A0 
based on reliability and credibility of A0 (i.e., 
trustworthiness); the outcome of this evaluation will 
determine whether A1 continues to assess the information.  
 

The role of each actual agent, then, is not fixed. An 
individual who is A1 in one state, for example, can become 
A0, A2, or A3 in subsequent states. All the agents in the system 
have their own goals to achieve, and to approach their goals, 
the agents need to have a good understanding of the others 
and self. That is, they have to consider what the other agents 
in the system are doing in the current state and are going to 
do in future states. Because each agent is attempting to move 
toward her own goal state, the system is highly complex and 
dynamic, which in turn makes it challenging for the agents to 
build an accurate mental representation of each other; 
therefore, constant updating of information regarding every 
agent in the system is necessary. We capture this in the 
current model by focusing on the central agent, A1, and her 
“mind”, which also includes her models of the other agents’ 
minds as well as her model of her own mind. 

 

The mind of the agents is thus currently represented in the 
model by what we describe for the central agent A1, but 
indeed all agents would have the same model architecture for 
their mind. And for A1 to take the proper action, she must 
consider the minds of the others, which we describe below. 
Our general mind architecture is described throughout 
sections 2-5, but in general it follows the basic 
‘sensation/perception à cognition (including problem 
representation and decision-making) à action’ circuit 
(Gazzaniga, Ivry, & Mangun, 2013; Glimcher & Fehr, 2014; 
Kralik, 2017). Each component of this circuit is influenced 
by both (a) longer-term, more stable characteristics, such as 
personal background (e.g., family and educational), personal 
traits (like personality in general, such as extroversion vs. 
introversion), cultural (e.g., individualism vs. collectivism), 
political, and sexual identities, social traits (e.g., morality and 
prosociality orientation), and longer-term goals and interests; 
and (b) more short-term, ephemeral characteristics, such as 
current immediate goals and mood. Our focus here, however, 
is directed toward the basic sensation-to-action circuit, with 
particular emphasis on social cognition.  

2. Goals of the Agents 
From A1’s perspective, the goals of all the agents in the 
system are valuable pieces of information to make the best 
decisions. However, the most important goal that directly 
drives A1 to choose a specific action is that of A1 herself.  

In the model, all agents’ actions are presumed to be in 
pursuit of goals, with each agent’s action choice depending 
on what they think will provide the best outcome for 
themselves in pursuit of their goals. Goal pursuit in a multi-
agent environment, however, often requires interaction with 
others, especially when help (i.e., cooperation) is needed or 
conflict arises; and the expected outcomes of these 
interactions must be factored in. In our model, we assume that 
benefits (or costs) to others ultimately translate to benefits (or 
costs) for the actor via what we call social value or social 
equity. For example, if agent A1 helps A2 achieve their goal, 
the benefit given to A2 should translate into social equity to 
A1 for future help when needed. In this way, reciprocal 
altruism is achieved (and fairness upheld). Thus, in general, 
there are two types of value — nonsocial and social — that 
must be taken into account when considering actions in 
pursuit of any given goal.  

At the same time, the goal itself (being pursued by a given 
agent) can be either nonsocial or social. Nonsocial goals are 
perhaps more typically studied even in multi-agent systems, 
such as cooperating or competing in pursuit of positive 
rewards (e.g., money) in game-theoretic scenarios like 
Prisoner’s Dilemma. In contrast, social goals may also be 
pursued directly, such as attempting to build friendships 
(translating in the model to acquiring social equity). Both 
nonsocial and social goals have primary and secondary 
elements (Gazzaniga, Ivry, & Mangun, 2013; Glimcher & 
Fehr, 2014). Primary social goals are more innately specified, 
in which we are “wired” to desire them (both regarding 
wanting and liking). For social goals, in general, it is a natural 
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tendency to seek social interaction, with primary reward 
resulting from it (Barak & Feng, 2016). Secondary elements 
are based more on learning and strategy. 

Focusing more specifically on social information 
communication, such instances are often instigated by actions 
taken by a target of interest, A3, that A1 comes to know about 
and then must determine what to do: e.g., whether to tell A2, 
i.e., gossip. This information about A3 normally precipitates 
a new problem for A1 to solve. For instance, consider the 
scenario of A3 cheating on a final exam. The new problem 
posed to A1 may now be one of fairness: i.e., that the resulting 
state is now unfair, with the goal being to reestablish it. A1 
then must determine the proper course of action: i.e., whether 
to confront A3 directly, tell others (i.e., A2), or do nothing. In 
future development we elaborate these concepts of problem 
solving and goal pursuit to the solving and pursuit of multiple 
problems and goals simultaneously.  

3. Input Information to A1 
There are two general types of information input to A1.  
 

An event consists of three main components: target, content, 
and valence (see Figure 1). The target specifies A3, the agent 
who has become a subject of information by taking an action 
in a previous state. Again, A3 can be characterized by various 
factors such as closeness to A1 (e.g., a close friend, a casual 
acquaintance, a total stranger), and various identities, 
typically from A1’s perspective (e.g., a classmate, a colleague, 
a family, a celebrity). Content is the actual body of 
information that describes the target’s action, and often sets 
up a new problem to be solved that in turn requires its own 
problem representation (e.g., cheating on exam, with problem 
of fairness to rectify). The content also often divulges aspects 
of A3 that enables A1 to use in her model of A3’s mind. If A3 
cheated, e,g., it likely evokes a concern of selfishness and 
lack of empathy. Finally, valence indicates the polarity (i.e., 
positive or negative) of the information.  

 
Figure 1: Two types of information input to A1: Event & Context. 

The event includes information related to who did what, and why it 
occurred; The context includes additional details such as setting. 

Once information is generated by A3 taking an action, A1 
receives the information by one of two means: (1) direct 
observation or (2) via A0. The information source itself will 
influence A1’s decision as well, discussed further below.  

 

Context is comprised of two aspects. The first is the main 
multi-agent environment that A1 finds herself in, most 
notably, that A2 is present. The second includes other specific 
factors, such as location (e.g., school, workplace, restaurant, 
conference), or the type of information source (e.g., is it a 
newsmagazine or a tabloid magazine; is it from a reliable 
source or a random internet forum?). 

4. Information Processing by A1 

Information about the event and context are thus received 
by A1 as the input stimuli. A1 then engages in a series of 
internal processes to determine what action to take based on 
the newly obtained information about A3, which we now 
describe and is depicted in Figure 2.  

  

 
Figure 2: Internal information processing of A1 from sensory 

input to action selection based on sociocognitive considerations. 

4-1. Sensation and Perception: A combination of the two 
types of information (i.e., events and context) is detected as 
sensory input and then perceptually processed. 
 

4-2. Evaluation of veracity: After sensory and perceptual 
processing, higher-level cognition commences (Gazzaniga, 
Ivry, & Mangun, 2013). First, A1 must assess whether the 
information warrants further processing: most notably 
whether the information can be trusted. To accurately 
estimate credibility and reliability of the input information, 
A1 must access long-term memory (i.e., prior knowledge) 
about the source, target, context, and any other details that 
may increase the accuracy of the evaluation. If the 
information seems reliable, processing continues.  
 

4-3. Representation of current state: Reliable information 
that has passed the evaluation process is now ready to be used 
for updating A1’s internal model of A3’s mind; A1 must also 
assess and update the representation of the current state 
consisting of all agents (including self). As described under 
“The mind of the agents” section, all agents have their own 
problem representations, with each including all agents and 
models of their minds; and although these are not depicted 
for A2 and A3, they nonetheless are represented by A1 in her 
problem representation, which also illustrates the type of 
recursion that takes place in human social cognition (see 
Figure 2) (Barak & Feng, 2016; Gazzaniga, Ivry, & Mangun, 
2013; Glimcher & Fehr, 2014). And because of the 
uniqueness of each individual, and the number of events that 
take place (including many out-of-sight of subsets of agents), 
the effort to maintain accurate models of others is daunting 
(likely providing evolutionary selection pressures leading to 
human high-level social cognition) (Dunbar, 2003). 

2013



 

4-4. Decision-making: As discussed, A1, like all agents, 
must select actions to reach a given goal, with an action 
policy that attempts to maximize expected value. For any 
given action, then, A1 needs to estimate the consequences of 
all action options and to choose the action expected to return 
the best outcome. More specifically, the decision-making 
process is divided into two key sequential steps: valuation 
and action selection (Figure 2) (Glimcher & Fehr, 2014). 
 

Valuation. In goal-directed decision-making, each action 
option is valuated based on its expected outcome, with A1 
attempting to maximize value by reaching the current goal 
state efficiently. However, to determine this, A1 must also 
consider what the other agents are expected to do, prior to, 
simultaneously with, and after A1’s action. Regarding 
possible prior or simultaneous actions, game-theoretic 
strategies can be undertaken to first determine the others’ 
possible actions, and to then valuate (and select) one’s own 
based on these expectations (Glimcher & Fehr, 2014). For the 
current paper, A1 does not expect the others to take further 
action prior to A1, and so she must only consider what they 
are expected to do subsequent to her action.  

Currently, there are three possible options A1 can take 
involving the social information about A3 (i.e., the target): (1) 
A1 talks directly to A3 about the information; (2) A1 tells 
others (A2) about A3; or (3) A1 does nothing with the 
information. We consider each action option in turn.  

Direct communication. With no intermediary agents 
between A1 and A3, direct communication with A3 has both 
pros and cons. Potential advantages include (a) an 
opportunity for A1 to confirm the veracity of the information 
with the target directly (assuming honesty); (b) the ability for 
A1 to obtain more circumstantial event details, including A3’s 
action intent or stance on the event; and (c) a higher 
likelihood of influencing A3 (vs. relying on others via indirect 
communication), giving A3 an opportunity to correct matters 
without the possible repercussions via spread (and potential 
amplifications and distortions) across the social network.  

Disadvantages of direct communication include the risk of 
A1 being wrong about the information and hurting A3’s 
feelings (i.e., decreasing social equity with A3 and perhaps 
others based on A3’s future actions). Even if the information 
is true, and particularly with negative information, direct 
criticism is often considered harsh, rude, or offensive, 
potentially leading to repercussions for A1 by both A3 and 
others if the information spreads (via A3 or other witnesses). 
To minimize such risks, humans have evolved the ability for 
indirect communication (Dunbar, 2003; Foster, 2004). 

Indirect communication: Gossip. Alternatively, A1 may 
choose to tell other agents (i.e., A2) about the information in 
A3’s absence. That is, A1 can instigate gossip with others. We 
note three major advantages of gossiping. First, it can lower 
the risk of confrontation, threat, and retaliation from A3, 
while at the same time affecting A3’s behavior via social 
influence, and in particular, via reputation (Wu, Balliet, & 
Van Lange, 2016). Second, it informs others (A2) so that they 
can update their world models (and thus increase their 

accuracy), which can enable A2 to either (a) avoid A3, (b) help 
rectify the problem produced by A3’s actions, such as righting 
injustices (e.g., if A3 were found cheating on exam), or even 
(c) rectify A2’s own behavior via social comparison and self-
evaluation (e.g., to help see why certain actions are wrong or 
others to emulate). And again, these benefits to A2 are 
expected to return value to A1 via social equity (for the future). 
Third, informing A2 may in fact enable A1 to obtain more 
information about A3, to help decipher the information about 
A3 (e.g., with respect to cultural norms, mores, rules, and 
laws), and determine whether something should be done 
about it — that is, A1 can seek others for advice and 
consultation. Indeed, this interaction with A2 can also help A1 
improve the accuracy of her own world model. 

Despite the many advantages to gossiping, there are indeed 
risks. For example, if the information is negative in valence 
(like catching them cheating or shoplifting), there could be a 
threat of retaliation against A1 for damaging A3’s reputation. 
Moreover, gossip generally has a bad reputation in and of 
itself. Thus, A1 could in fact become a notorious gossiper, 
known to “talk behind peoples’ backs”; as a result, social 
equity of A1 could significantly drop. Therefore, 
sophisticated estimation and prediction of all possible 
outcomes must be attempted, but of course cannot be fully 
achieved. For example, how many steps into the future (and 
number of behaving agents) that can be simulated is 
necessarily limited. Such factors show how challenging it is 
to make good decisions in our multi-agent world (and how 
modeling is necessary as scientists to better understand the 
multiple factors and their interactions). 

Do nothing. The last option is for A1 to do nothing, and this 
choice can be strategic as well. Since the other options (i.e., 
direct and indirect communication) may both entail 
significantly high risks of yielding a net negative outcome, 
keeping the information private may be the safest option. It 
is also possible that the information is not significant enough 
in the current state to instigate communication, but yet may 
be so in the future, given that the system is constantly 
updating and modifying. At some point when the stored 
information becomes useful, A1 can retrieve it (from long-
term memory) and repeat the decision-making process again 
to decide whether or not to use it. 

 

Action selection. After the valuation process, A1 will have 
calculated the expected outcomes of all action options: to 
confront A3 directly, do nothing, or tell A2 — i.e., to gossip. 
At this stage, then, A1 determines which action to select based 
on their relative valuations. 

5. Take Action, Face Outcome, and Learn 
Next, A1 actually executes the action chosen. If A1 chooses 
to tell others about the information, the receiver A2 comes 
into play, adding more complexity to the system (see Figure 
3). That is, there will be consequences after taking the action 
that now depend on A2. A1 thus needs to monitor the actual 
outcome, assess it, and compare it to the expected outcome. 
The outcome may be close enough to expectation, moving A1 
closer to her goal; yet it is also possible that the outcome does 
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not match expectation, and may move A1 away from the goal. 
Either way, learning with take place based on the difference 
between the actual and expected values (i.e., the error signal). 
Finally, A1 adjusts the valuations and representations 
accordingly, leading A1 to a (hopefully) better internal 
understanding of the system and better future decisions 
(Glimcher & Fehr, 2014). 

Methods 
The complete model is shown in Figure 4, with implicated 
brain regions for each main processing step (Barak & Feng, 
2016; Gazzaniga, Ivry, & Mangun, 2013; Glimcher & Fehr, 
2014; Lee, 2008). To examine the model, we considered 
multiple scenarios in which a target individual A3 engages in 
some activity, A1 hears about it, and we asked whether the 
model would predict relatively more or less gossip 
spreading—i.e., would A1 tell A2 about A3? In each scenario, 
we manipulated target identity, content, and content valence. 
For target identity, we compared ingroup members to 
outgroup members and celebrities. Celebrities are an 
interesting comparison group because they not only are 
farther removed from the gossiper in terms of relationship 
closeness (but closer than outgroup, at least in terms of a one-
way interaction), they are important for other reasons as well, 
and in particular, based on their higher status. In short, gossip 
spreading rates in the pattern of 
“ingroup>celebrities>outgroup” would provide evidence for 
the importance of relationship closeness, and patterns of 
“celebrities>ingroup>outgroup” would provide evidence for 
social status. For content, we compared eight different 
content-domain dimensions: (1-5) the five well-established 
dimensions of morality (care/harm, fairness/cheating, 
loyalty/betrayal, authority/subversion, sanctity/degradation) 
(Haidt, 2007), as well as three other important forms of 
sociality, (6) altruism/selfishness, (7) competition (positive 
and negative versions), and (8) general social affairs, with the 
latter representing more mundane social activities (e.g., 
Person X went to the movies). For content valence, we 
included positive acts (e.g., Person Y assisted an elderly 
person) versus negative ones (e.g., Person Z shoplifted). 
 

 
Figure 3: Final stages of social communication: A1 takes an action 
that produces an outcome, inevitably leading to some expectation 
error used for subsequent learning. In determining whether to tell 

others, A1 must consider how receiver A2 will respond. 

Results & Discussion 
The results we obtained are predictions from the model 
derived by considering whether the central agent A1 would 
gossip information to receiver A2 about the absent target A3 

upon hearing information about what A3 had done, with the 
scenarios about A3 varying based on target identity (ingroup, 
celebrity, or outgroup), scenario content, and content valence 
(positive or negative). We present the general findings as a 
series of nine predictions about gossiping behavior: two for 
target identity, four for content valence, and three for scenario 
content. 

For target identity, even though celebrities may appear to 
garner outsized attention, those people closest to us are 
expected to have the largest net effect on our lives in terms of 
actual outcome value, and thus information about them 
particularly matters. Thus the model’s first prediction is: 

Prediction 1: Based on relationship type, more gossiping should 
be spread about ingroup compared to outgroup, and in some cases 
ingroup over celebrities as well. 

Although limited thus far in number, studies support this 
first prediction (Foster, 2004). In a study about workplace 
gossip, for example, gossip about ingroup members was 
spread and shared more than the gossip about outgroup 
members (Ellwardt, Labianca, & Wittek, 2012).  

And yet because status relates to issues of fairness, equality, 
and hierarchical relationships, it is important to us. The model 
therefore suggests that scenarios involving these content 
domains will generate more celebrity-based gossip, 
especially when their behavior does not justify their higher 
standing. Thus: 

Prediction 2: Status effects should occur whereby certain types of 
scenarios should generate more gossiping about celebrities as 
compared to the other groups. 

Currently, there is evidence that status influences gossiping 
behavior (Foster, 2004), although examination across a wider 
range of content domains is needed.  

For scenario valence, not only does popular sentiment 
suspect heightened gossiping of negative events, there also is 
substantial evidence for it, whereas the evidence for 
gossiping about positive scenarios is much more limited 
(Baumeister, Zhang, & Vohs, 2004; Beersma & Van Kleef, 
2011; Dunbar, 2003; Ellwardt, Labianca, & Wittek, 2012; 
Fernandes, Kapoor, & Karandikar, 2017; Foster, 2004; 
McAndrew & Milenkovic, 2007; Wu, Balliet, & Van Lange, 
2016). Yet if we assume the gossiper is ultimately attempting 
to maximize her own value (whether consciously or not), 
positive scenarios should in principle be comparable to 
negative ones. We thus predict that when provided with a 
more comprehensive set of scenarios, as in our case: 

Prediction 3: Positive scenarios will show gossip spreading rates 
more comparable to negative ones (with in fact cases where positive 
ones spread even more than their negative counterparts). 

More specifically, though, for positively valenced 
scenarios to ultimately benefit the gossiper, this positive light 
shed by the gossiper on the target should reflect on the 
gossiper as well — i.e., the gossiper should benefit from the 
positivity. Thus, we further predict the following: 

Prediction 4: Greater spreading of positively valenced scenarios 
should occur with ingroup targets. 

For negative scenarios, in contrast, one may suspect that 
higher status people (i.e., celebrities) would be greater targets 
of negativity due either to holding celebrities to higher 
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standards to justify their position and/or attempting to raise 
one’s relative position by lowering theirs (at least within the 
gossiper’s community), and our model also predicts the same: 

Prediction 5: There should be greater spreading of negativity 
about celebrities. 

Although again limited, there is evidence consistent with 
Predictions 4 & 5 (Foster, 2004): e.g., one study found that 
people spread positive information about allies and negative 
information about potential enemies, including strangers and 
those with high status (McAndrew & Milenkovic, 2002). 

At the same time, the model highlights the potential 
ramifications of spreading negative scenarios about those in 
position to retaliate, and thus the following is also predicted: 

Prediction 6: Negativity should be reduced for ingroup targets. 
Although studies have found evidence pertaining to 

Predictions 4-6, our model shows how specific factors will 
need to be isolated to clarify the true nature of the current 
findings: for example, whether higher positive spreading for 
ingroup is due to heightened positivity or lowered negativity 
(and vice versa for celebrities). Studies have yet to tease apart 
these factors sufficiently. 

For scenario content, it is clear that more impactful events 
should be expected to generate more gossip, and thus: 

Prediction 7: Dimensions related to morality are predicted to 
generate the most gossip, especially those involving more egregious 
threats, like harm and cheating. 

Multiple studies have indeed found evidence for moral 
underpinnings of gossip (Fernandes, Kapoor, & Karandikar, 
2017; Foster, 2004), although they have thus far focused 
narrowly on one or a few moral dimensions (e.g., fairness). 
Our predictions provide hypotheses for more comprehensive 
empirical studies, which we are currently undertaking. 
Indeed, although the moral dimensions are generally 
expected to generate more gossip than others, we also predict: 

Prediction 8: Differences should be found among the morality 
domains themselves. 

Finally, when assessing impact (for value maximizing), a 
more complete sociocognitive perspective shows that even 
more nondescript events could in principle provide high 

value: e.g., if needed to maintain accurate models of those 
whose behavior requires high predictability. Such 
considerations lead to our final hypothesis: 

Prediction 9: Basic social affairs should in some cases generate 
higher spreading rates for ingroup targets, in order to maintain 
accurate detailed knowledge about them. 

In other words, we predict that context matters, also 
attesting to the importance of developing a comprehensive 
model of social interaction and communication to identify 
and specify potentially important context effects.  

Along with our current empirical studies to test the model 
predictions, we are also developing the model 
computationally to specify the causal factors and interactions 
underlying the communication of social information at the 
next level of analysis, with the ultimate goal of providing a 
comprehensive understanding of human social intelligence. 
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