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and HTE data are extrapolated using a Padé approximant of order [7, 7]. Monte Carlo

data are shown for lattices of size 40× 40. Page 100

6.6 The S = 2 antiferromagnetic model (J > 0): TM, HTE, and Monte Carlo results are shown

for (a) energy per site, (b) entropy per site, (c) specific heat per site and (d) correlation

length, as a function of temperature. TM results are shown for a system n = 4 sites wide

and HTE data are extrapolated using a Padé approximant of order [6, 6]. Monte Carlo
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Abstract

We explore the emergence of a variety of quantum phases of matter by performing computational

studies of several model Hamiltonians. We begin by introducing the Holstein Hamiltonian which

describes the electron-phonon interaction on a lattice, and present Determinant Quantum Monte

Carlo (DQMC) simulations which reveal the subtle interplay between superconductivity and charge

density wave order, focusing on the doped square lattice. We perform a finite-size scaling analysis

of pair susceptibility data to accurately determine critical transition temperatures in this model. A

recently developed Hybrid Monte Carlo (HMC) algorithm is used to explore charge ordering on the

kagome lattice, where we discover a long-ranged charge ordered phase. We then discuss integer-

spin Kitaev honeycomb models, and present numerical studies of their thermodynamic behavior.

We illustrate the sensitivity of the quantum spin liquid phase to single-ion anisotropy, and discuss

the rich variety of thermodynamic behavior in these models. The disordered Ising antiferromagnet

on the triangular lattice is also analyzed using transfer matrix calculations and classical Monte

Carlo techniques. Our focus here is on the robustness of residual entropy plateaus to disorder and

other perturbations, and discuss the relevance of these results to experimental systems. Finally,

we present a study of the triangular lattice Hubbard model in a magnetic field, focusing on large

U/t at temperatures beyond the exchange parameter J = 4t2/U . Motivated by recent experiments

on triangular lattice compound LCSO, we compare our numerical results for magnetization and

entropy to experimental data.
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CHAPTER 1

Introduction

1.1. The Many-Body Problem in Condensed Matter Physics

One of the central themes of condensed matter physics over the past few decades has been the

concept of emergence, i.e. the onset of new kinds of phenomena arising from the collective

behavior of large numbers of particles. The emergence of exotic phases of matter, for example in

systems exhibiting superconductivity, charge density wave order, or quantum spin liquid behavior,

is a consequence of the interactions between large ensembles of correlated electrons or strongly

interacting quantum spins. These phases could not be predicted in advance through an

understanding of single-particle behavior alone, and defy any explanation through classical

physics. In principle, one could determine the behavior of a large number of interacting particles

by solving the many-body Schrödinger equation, which governs their time evolution. This pursuit

to understand the properties of many-body systems, and their emergent phases, through a

quantum mechanical description of their constituents is a central goal of condensed matter

physics today.

However, directly solving the many-body Schrödinger equation becomes completely infeasible

for systems of more than a few particles. Moreover, the amount of computational storage one

would require grows exponentially with the number of particles. This is the essence of the ‘many

body problem’, and over the past few decades has led to the development of a range of analytical

and numerical techniques under the umbrella of quantum many-body physics. Rather than

attempting to exactly solve the many-body Schrödinger equation, instead an effective

Hamiltonian can be formulated which is simpler to understand and study. Such a model should

describe the key interactions which govern the physics of the material under study, while

neglecting the less important degrees of freedom. Although studies of these effective models on

finite-size lattices are still limited by our computational resources, since they capture the essential

1



physics of the condensed matter system of interest, we can nevertheless understand its behavior in

the thermodynamic limit.

For example, the Holstein model is a simplified description of the electron-phonon interaction,

where phonons are modeled as dispersionless quantum harmonic oscillators on each site of a

regular lattice, along with a fixed on-site electron-phonon coupling. Although its Hamiltonian is

too simplified to exactly describe any real material, it exhibits several emergent phases at low

temperature, and thus provides a framework to understand the interplay between competing

states of matter. A second prominent example is the Hubbard model, which is the simplest

description of the electron-electron interaction between itinerant electrons on a lattice. Not only

do these models capture the essential physics of real systems, they are amenable to study using

powerful computational techniques such as Quantum Monte Carlo (QMC) simulation, Exact

Diagonalization (ED), and other numerical methods. We will now introduce these two model

Hamiltonians in more detail.

1.2. Model Hamiltonians: the Holstein and Hubbard Models

In 1950, the discovery of the isotope effect, i.e. the dependence of the superconducting transition

temperature in a material on the ionic mass (Tc ∼M−1/2) was an early indication that interactions

between electrons and the underlying lattice could be related to superconductivity [1]. Since

then, the study of electron-phonon interactions as a mechanism for superconductivity has attracted

a great deal of interest. One of the most prominent effective models for the electron-phonon

interaction is the Holstein model. This model was introduced in 1959 by Theodore Holstein as

a description of the motion of a single tightly-bound electron within a one-dimensional molecular

crystal, where on each site there is a diatomic molecule with a single vibrational degree of freedom

[2]. For a single electron, the Holstein model serves as a description of a ‘polaron’, i.e. an electron

dressed by moving in a sea of phonons. However, the Hamiltonian can equally be used to describe

two-dimensional lattices of ions (or layered systems), where each ion is treated as a quantum

harmonic oscillator (QHO) which is independent of its neighbors, along with multiple itinerant

electrons in the system.
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The Hamiltonian can be expressed as the sum of three parts: an electron kinetic energy term K̂,

the kinetic and potential energies of each oscillator Û , and an electron-phonon interaction term V̂ .

Using the formalism of second quantization, the complete expression for the Holstein Hamiltonian

is given by

Ĥ = −t
∑
⟨i,j⟩,σ

(
ĉ†iσ ĉjσ + ĉ†jσ ĉiσ

)
− µ

∑
iσ

n̂iσ︸ ︷︷ ︸
≡K̂

+
1

2

∑
i

P̂ 2
i +

ω2
0

2

∑
i

X̂2
i︸ ︷︷ ︸

≡Û

+λ
∑
iσ

n̂iσX̂i︸ ︷︷ ︸
≡V̂

. (1.1)

Here, ĉ†iσ and ĉiσ are creation and annihilation operators for an electron of spin σ = {↑, ↓}

situated at site i of a lattice. The notation ⟨i, j⟩ indicates that the sum in the first term is over

all nearest-neighbor pairs of sites. The first term therefore represents itinerant electrons hopping

between neighboring sites, where the parameter t is the nearest-neighbor hopping integral, which

sets the energy scale. In the second term, µ is the chemical potential, which controls the overall

filling (i.e. the total number of electrons) of the system. n̂i,σ = ĉ†i,σ ĉi,σ is the number operator,

which gives the number of electrons occupying a site. Due to the Pauli exclusion principle, the

possible occupation states for a single site are |0⟩, |↑⟩, |↓⟩, and |↑↓⟩ only. For convenience, this term

is grouped with the hopping term to define K̂ — the electron kinetic energy.

On each site of the lattice there is a local quantum harmonic oscillator with fixed frequency

ω0. That is, we consider there to be a dispersionless optical phonon mode associated with each

lattice site, with X̂i and P̂i the corresponding displacement and momentum variables, with the

phonon mass normalized to M = 1. The third and fourth terms in Eq. 1.1 are thus the phonon

kinetic energy and potential energy, respectively, which we group together to define Û . Electrons

are coupled to the local phonon modes through an on-site electron-phonon interaction V̂ , with

a fixed coupling strength λ. This on-site term involves the coupling of the phonon displacement

variable X̂i with the electron occupation n̂i,σ.

We can see that a number of simplifying assumptions have been made. First, only electron

hopping between nearest-neighbor lattice sites is incorporated into the Hamiltonian, i.e. any

next-nearest neighbor terms are treated as less essential. Secondly, although a completely

dispersionless phonon mode may be inexact for many real materials, the fact that phonon

frequencies are considered momentum-independent i.e. ω(q) = ω0 is a reasonable approximation

3



for describing optical phonon modes. Treating the electron-phonon coupling as a

momentum-independent constant i.e. λ(q) = λ is another simplification. Even though in real

materials the electron-phonon coupling can have a non-trivial dependence on momentum, this

simplification makes numerical simulation of the model much more feasible, and yet the resulting

Hamiltonian gives rise to the kinds of complex ordered phases observed in real systems, such as

charge density wave order and superconductivity.

The form of the electron-phonon interaction V̂ can be motivated by writing this term in

momentum space, by introducing the Fourier transform of the electron creation and annihilation

operators via:

ĉj,σ =
1√
N

∑
k

ĉk,σe
ik·j (1.2)

ĉ†j,σ =
1√
N

∑
k

ĉ†k,σe
−ik·j (1.3)

where N is the total number of lattice sites, and noting that the phonon displacement X̂j can be

expressed in terms of phonon creation and annihilation operators b̂†j and b̂j as follows

X̂j =
1

2ω0

(
b̂†j + b̂j

)
(1.4)

b̂j =
1√
N

∑
q

b̂qe
iq·j (1.5)

b̂†j =
1√
N

∑
q

b̂†qe
−iq·j (1.6)

where b̂†q and b̂q are their respective Fourier transforms. Substituting these relations into V̂ yields

the following expression for the electron-phonon interaction in momentum space

V̂ =
λ

2ω0

1√
N

∑
q,k,σ

[
b̂†qĉ
†
k−q,σ ĉk,σ + b̂qĉ

†
k+q,σ ĉk,σ

]
. (1.7)

This has a natural interpretation in terms of the two basic processes one should account for when

describing the electron-phonon interaction. The first term in square brackets represents emission of

a phonon with momentum q, with an electron changing momentum from k → k− q. The second

term describes absorption of a phonon with momentum q, with an electron changing momentum

from k → k+ q.
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A key feature of the Holstein model is that the electron-phonon interaction leads to an effective

electron-electron attraction, causing electrons to pair and potentially condense into an long-range

ordered phase such as a charge density wave or superconducting state. This is most easily seen by

examining the single-site limit (t = 0) of the Holstein model. Here the Hamiltonian simplifies to

Ĥ =
1

2
P̂ 2 +

ω2
0

2
X̂2 − µ(n̂↑ + n̂↓) + λX̂(n̂↑ + n̂↓), (1.8)

where n̂↑ and n̂↓ are the occupation numbers for spin-up and spin-down electrons on a single site,

which can take values of 0 or 1 only. Completing the square, we can write

Ĥ =
1

2
P̂ 2 +

ω2
0

2

[
X̂ +

λ

ω2
0

(n̂↑ + n̂↓)

]2
− 1

2

λ2

ω2
0

(n̂↑ + n̂↓)
2 − µ(n̂↑ + n̂↓), (1.9)

where we find that the third (negative) term represents an effective electron-electron attraction

Ueff = − λ2

ω2
0
.

For the single-site case, the potential energy has a double-well structure, with minima

corresponding to overall occupations of (n̂↑ + n̂↓) = 0 or (n̂↑ + n̂↓) = 2, while a singly-occupied

site is higher energy. The electron-phonon interaction can therefore give rise to pairing of

electrons. For example, on a square lattice at half-filling (an average of one electron per site) a

checkerboard pattern of alternating doubly-occupied and empty sites can form—a periodic

modulation of charge known as a charge density wave (CDW). Away from half-filling, the

tendency to pair can result in superconducting order. The Holstein Hamiltonian, despite its

simplifications, thus represents a paradigmatic model of the electron-phonon interaction which

can provide insight into the competition between CDW order and superconductivity in real

materials. For example, the bismuthates BaBiO3 exhibit CDW order at half-filling, but when

doped with K or Pb, a superconducting transition occurs which is thought to be driven by strong

electron-phonon coupling [3,4].

One of the most widely studied models of strongly correlated electron systems is the Hubbard

model, which incorporates an electron-electron interaction. It was introduced in 1963 by John

Hubbard, originally to explain the properties of transition metal oxides such as FeO and NiO

which are antiferromagnetic insulators [5]. However, it has also been applied to the study of high-

Tc superconductors, in particular the cuprates which exhibit d-wave superconductivity. As in the

5



Holstein model, electrons are free to hop between neighboring sites of an underlying lattice, however

the interaction term introduces an energy cost to doubly-occupied sites, reflecting on-site Coulomb

repulsion. The Hubbard Hamiltonian is given by

Ĥ = −t
∑
⟨i,j⟩,σ

(
ĉ†i,σ ĉj,σ + ĉ†j,σ ĉi,σ

)
− µ

∑
i

(n̂i,↑ + n̂i,↓) + U
∑
i

n̂i,↑n̂i,↓, (1.10)

where U > 0 is the (repulsive) Hubbard interaction parameter. On bipartite lattices, fixing the

chemical potential at µ = U/2 ensures the system is at half-filling, i.e. ⟨n̂⟩ = 1. These are geometries

which can be divided into two sublattices A and B, such that each A site is surrounded by B sites,

and vice versa, as in the square or honeycomb lattices. It can be seen that doubly-occupied sites

(for which n̂i,↑n̂i,↓ = 1) increase the total energy by U . Hence the interaction term promotes the

formation of local magnetic moments i.e. sites that are only singly-occupied. The Hubbard model

at half-filling has antiferromagnetic order, and at large U exhibits Mott insulating behavior, where

electrons will not hop to neighboring singly-occupied sites due to the large energy cost involved.

As an effective Hamiltonian, a number of simplifying assumptions are reflected in Eq. 1.10.

The first is that hopping between next-nearest neighbor sites (i.e. sites belonging to the same

sublattice on bipartite geometries) is not considered. The second simplification is that it considers

a single orbital per site only, which can accommodate no more than a pair of spin-up and spin-down

electrons (however, there are extensions of the model for multi-orbital systems). In the basic version

of the Hubbard model, long range Coulomb interactions are also neglected, i.e. the interaction

between electrons on neighboring lattice sites. Despite these simplifications, the Hubbard model has

been extensively applied to describe the qualitative behavior of many strongly correlated electron

systems, in particular materials exhibiting antiferromagnetic order, Mott insulating behavior, and

d-wave superconductivity, and it remains one of the most widely studied models in condensed

matter physics today [6,7,8,9,10,11].

1.3. Models of Magnetism and Quantum Spin Liquids

Several chapters in this thesis are devoted to studying the thermodynamic behavior of both

classical and quantum spin systems. For a variety of models, we will study quantities such as

entropy and magnetization as a function of temperature or other parameters in the Hamiltonian,

6



such as magnetic field strength or single-ion anisotropy. Calculating these quantities can provide

information about the onset of different phases, and thus act as signatures which can be used to

construct a phase diagram for a model Hamiltonian, or be compared to experimental measurements

of real materials. As an introduction to this work, we will present here the model Hamiltonians

studied, which each describe interacting spins situated on each site of an underlying lattice: the

Ising model, Heisenberg model, and Kitaev model.

The most basic model of magnetic behavior is the Ising model, which was originally proposed

to describe ferromagnetic materials exhibiting a net magnetic moment even in the absence of an

applied magnetic field. This is a classical spin model where at each site i of a lattice there is a

spin which can only take one of two discrete values: Si = 1 (spin-up) or Si = −1 (spin-down), and

spins interact with their nearest-neighbors only. The energy of a particular configuration of spins

is given by

H = −J
∑
⟨i,j⟩

SiSj , (1.11)

where the sum is over all nearest-neighbor pairs, and J is the coupling strength. J > 0 corresponds

to a ferromagnetic interaction, where it is energetically favored for neighboring spins to align. J < 0

corresponds to an antiferromagnetic interaction where it is energetically favored for neighboring

spins to be anti-parallel. The model on a square lattice is exactly solvable [12], and exhibits a

phase transition to a long-range ordered ferromagnetic or antiferromagnetic state depending on the

sign of J , as the temperature is lowered below Tc =
2

ln(1+
√
2)
J ≈ 2.269J .

For bipartite geometries like the square lattice Ising model, all bonds will be satisfied in the

ground state (which has all spins parallel for J > 0 or anti-parallel J < 0). However, we can

consider an antiferromagnetic Ising model on a triangular lattice, which is an illustrative example of

geometric frustration. With spins situated at the vertices of a triangular plaquette, it is not possible

to place each spin such that is anti-parallel to its neighbors. Therefore there will necessarily be bonds

in the triangular lattice which are not satisfied, and thus no unique ground state configuration.

Instead there is an exponentially large ground state degeneracy reflected in a non-zero residual

entropy of the system even as the temperature T → 0 [13,14].

If the spins are treated quantum mechanically, we obtain the quantum Heisenberg model which

describes the exchange interaction between neighboring spins. The Hamiltonian for the Heisenberg
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model is given by

Ĥ =
∑
i,j

JijŜi · Ŝj , (1.12)

where Ŝi is a spin operator for site i, with Ŝ2
i = S(S + 1) for the spin-S case. Components of spin

satisfy the commutation relation [Ŝα
i , Ŝ

β
i ] = iϵα,β,γŜ

γ
i . In the simplest case, the exchange parameter

Jij can be taken to be non-zero only if i and j are nearest-neighbors, and the same for all bonds

i.e. Jij = J . It should be noted that there is a mapping between the Hubbard model at large U

(which promotes local magnetic moments) and the spin-1/2 antiferromagnetic Heisenberg model,

with an effective exchange parameter |J | = 4t2

U .

On the triangular lattice, with nearest-neighbor interactions J1 only, the ground state is an

ordered 120◦ phase, with three-sublattice order [15] even for the extreme quantum case of

spin−1/2. However, if a next-nearest neighbor interaction J2 is included, a spin liquid phase can

emerge depending on the ratio J2/J1. This is a phase lacking any magnetic ordering even down to

zero temperature. For large J2/J1, an antiferromagnetic striped phase can occur on the triangular

lattice, further illustrating the rich variety of behavior contained in this relatively simple

Hamiltonian.

Quantum phases which lack any magnetic ordering at zero temperature have attracted a lot

of attention in recent years, particularly since the introduction of the Kitaev model, which is an

exactly solvable model exhibiting such behavior [16]. The spin-1/2 Kitaev model on the honeycomb

lattice is a prototypical example of a quantum spin liquid. This is a state of quantum matter which

has no magnetic ordering, and has a high degree of long-range entanglement, i.e. the ground state

wavefunction cannot be perturbatively related to a product ground state. On the honeycomb

lattice, one can identify three different bond directions which we label x, y, and z bonds. The

Hamiltonian for the Kitaev honeycomb model is given by

Ĥ = −Kx

∑
⟨i,j⟩

Ŝx
i Ŝ

x
j −Ky

∑
(i,j)

Ŝy
i Ŝ

y
j −Kz

∑
[i,j]

Ŝz
i Ŝ

z
j , (1.13)

where ⟨i, j⟩ denotes all pairs of sites joined by an x-bond, (i, j) denotes all pairs of sites joined

by a y-bond, and [i, j] denotes all pairs of sites joined by a z-bond. In contrast to the Heisenberg
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model, which has a Ŝi · Ŝj term along every link in the lattice, the Kitaev model incorporates bond-

directional interactions. Kx, Ky, and Kz are coupling strengths along the three bond directions,

which may differ, although a common simplification is to consider Kx = Ky = Kz ≡ K.

In the absence of a magnetic field the spin-1/2 case can be solved exactly, yielding a spectrum

which depends on the relative magnitude of the Kitaev couplings. In the case |Kx| = |Ky| = |Kz|,

or if there is only weak anisotropy between the three couplings, the energy spectrum is gapless, and

the model has excitations in the form of itinerant Majorana fermions i.e. emergent quasiparticles

which are their own antiparticle. However, if one of the couplings exceeds the sum of the other two,

e.g. if |Kz| > |Kx|+ |Ky|, a gapped phase emerges and these Majorana excitations are gapped out.

In recent years, a number of material candidates have been identified as having bond-directional

Kitaev interactions, for example α-RuCl3 and honeycomb iridates such as Na2IrO3 and Li2IrO3 [17].

These iridate systems consist of Ir4+ ions with an effective S = 1/2 moment due to strong spin-

orbit coupling, each surrounded by edge-sharing octahedra of oxygen ions. However, recently Kitaev

models with integer spins have been proposed to describe the behavior of several compounds, e.g. the

honeycomb Ni oxides A3Ni2XO6 (A = Na, Li) (X = Bi, Sb) for the spin-1 case [18]. It should be

noted that these higher spin extensions of the Kitaev model are no longer exactly solvable, and the

study of their properties using numerical methods is currently an active area of research.

1.4. Outline of Thesis

In the next chapter, an overview of several computational methods used in this thesis is

presented. In each of the subsequent chapters, these tools are revisited and their application to a

specific problem is discussed in more detail. Chapter 2 presents a broad summary of these

techniques, which include Determinant Quantum Monte Carlo (DQMC), Hybrid Monte Carlo

(HMC) methods and Exact Diagonalization (ED).

Each subsequent chapter of this thesis presents a separate project I have worked on during my

PhD, adapted from a published work or preprint. Each is self-contained and includes an

introductory section presenting additional background information specific to each project, in

more detail than in this chapter. Although these studies relate to different models and types of

phenomena, a common theme is the success of simple effective Hamiltonians in capturing the
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physics of strongly correlated electron or quantum spin systems, and the power of modern

computational techniques in discovering their properties.

Chapter 3 presents a DQMC study of the doped square lattice Holstein model. Early studies of

this model hinted at a superconducting phase at low temperature when the system is doped away

from half-filling, however computational limitations on both temperature and lattice size precluded

definitive results. Our work analyzes much larger systems at significantly lower temperatures than

in any previous QMC simulation of the model, and for the first time obtains precise estimates

for the superconducting transition temperature in the two-dimensional Holstein model through a

finite-size scaling procedure.

Chapter 4 presents a study of the kagome lattice Holstein model, using a recently developed

HMC algorithm which allows for simulation of even larger systems, up to 775 sites in this work.

This is the first numerical study of the Holstein model on this particular geometry, which has

recently attracted significant attention due to the discovery of CDW order in a panoply of kagome

metals. In our work we discover an emergent CDW phase in the kagome lattice Holstein model

at a filling of ⟨n⟩ = 2/3, with an ordering wavevector at the K-points of the Brillouin zone, and

determine the CDW transition temperature.

Chapter 5 presents a numerical study of the spin-1 Kitaev honeycomb model with different

kinds of single-ion anisotropy. Although the pure spin-1 Kitaev model is a quantum spin liquid, we

find that this phase is rather easily destroyed in the presence of large enough single-ion anisotropy

in the [111] direction, which is expected to occur in real materials. We find the quantum spin liquid

phase is also immediately unstable in the presence of any [100] anisotropy. We map out the full

phase diagram of this model, which shows that any [111] anisotropy must be small compared to

the Kitaev couplings to realize a quantum spin liquid ground state in any real material.

In Chapter 6 we study a modified version of the Kitaev model for integer spins first introduced

by Baskaran, Sen, and Shankar [19], which is built from commuting operators at each site of

the honeycomb lattice and thus does not have intersite entanglement. Yet, the system remains

highly degenerate and the model exhibits residual entropy as T → 0. We discover a rich variety of

thermodynamic behaviors in the model, and find striking differences between both ferromagnetic
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and antiferromagnetic couplings, as well as the spin-1 and spin-2 cases. We discuss the relevance

of these results to the standard spin-S Kitaev model.

In Chapter 7 we study the triangular-lattice Ising antiferromagnet (TIAF), an iconic model

of frustrated magnetism exhibiting residual entropy. We study how plateaus in the entropy and

magnetization are influenced by the presence of second-neighbor interactions and disorder in the

exchange variables, and find that they are quite sensitive to these effects. We provide quantitative

estimates for how large these perturbations can be before entropy and magnetization plateaus are

destroyed, thereby explaining the challenge in observing them experimentally in TIAF systems such

as TmMgGaO4.

In Chapter 8 we study another model on the triangular lattice: the half-filled Hubbard model

in a magnetic field. We investigate thermodynamic properties such as the entropy function

S(T, h) and magnetization M(T, h), focusing on moderate to large U values (up to U/t = 32) at

temperatures larger than the exchange parameter J = 4t2

U . We analyze in detail how the

thermodynamic properties of a finite-U model deviate from the Heisenberg limit, and discuss the

relevance of our results to a recent experimental study of the triangular lattice material

Lu3Cu2Sb3O14 (LCSO).

Finally, Chapter 9 presents concluding remarks which summarize the results of these studies

and highlights their interconnected nature.
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CHAPTER 2

Overview of Numerical Methods

We will now present an overview of several numerical methods used in this thesis, including both

classical and quantum Monte Carlo techniques, and exact diagonalization. In subsequent chapters,

additional details regarding how these techniques are applied to a specific model Hamiltonian under

study are contained in a separate methods section. This chapter provides the necessary background

material to understand these methods and how they are implemented algorithmically.

2.1. Classical Monte Carlo

Monte Carlo methods are algorithms which involve repeated random sampling to perform

numerical integration or sample probability distributions in an unbiased way. They are

particularly useful when an analytical solution to a problem is not possible or is computationally

infeasible. A basic example illustrates how the methods can be used to estimate π numerically.

Consider generating N pairs of independent variables (xi, yi) which are both randomly drawn

from uniform distributions over [0, 1]. We then count how many of these points lie within a

quarter-circle with unit radius, i.e. satisfying x2i + y2i ≤ 1. The fraction of points in this region

provides an estimate for π/4, which by the law of large numbers, becomes more and more exact

as N → ∞, with the error in the estimate proportional to 1/
√
N . A second example shows how

the method can be used to evaluate a definite integral, say
∫ 1
0 f(x)dx. We can randomly generate

N variables x1, x2, . . . xN each drawn from a uniform distribution over [0, 1]. An approximation

for the integral is then given by 1
N

∑N
i=1 f(xi), which again becomes more exact as N → ∞.

However, we can also consider integrals of the form
∫ 1
0 p(x)f(x)dx, where p(x) is some probability

distribution function (in the context of statistical physics, this may be the Boltzmann

distribution). Now, estimating this integral requires sampling xi from the distribution p(x), which

may be difficult. In this case, a Markov Chain Monte Carlo (MCMC) method can be used to
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generate representative samples, as we will discuss further below. First we will provide some

background details on Markov chains.

Consider a one-dimensional random walk between integer values on the real number line,

starting at x = 0 at time t = 0. This is a discrete-time process where at each timestep, the walker

moves one step to the right (from x to x + 1) with probability p, or to the left (from x to x − 1)

with probability 1− p. This is a simple example of a stochastic process where the probability P of

observing a particular value of x at time t, i.e. x(t), depends on x(t − 1) only and not on the

position of the walker at previous times. This defines the Markov condition. More generally, if a

sequence of configurations X of a system (i.e. X(0), X(1), X(2), . . . , X(t)) satisfies the condition

P
(
X(t) = x(t)

∣∣∣X(0) = x(0), X(1) = x(1), . . . , X(t− 1) = x(t− 1)
)
= P

(
X(t) = x(t)

∣∣∣X(t− 1) = x(t− 1)
)

(2.1)

then these configurations form a Markov chain.

We can define qnm as the transition probability for the system to move to state n if it is currently

in statem, and define Pn(t) as the probability that the system is in state n at time t. By the Markov

condition, we have that

Pn(t+ 1) =
∑
m

qnmPm(t). (2.2)

The transition probabilities qnm form elements of a square transition matrix Q. In matrix form,

we can rewrite the above equation as P(t + 1) = QP(t). Here P(t) is a column vector where the

elements are probabilities for the system to be in each individual state at time t. When the system

is in any given state, the transition probabilities must be non-negative and sum to 1, i.e. we have

that qnm ≥ 0, and
∑

n qnm = 1 for all states m, that is the columns of Q sum to 1. These two

properties mean that Q is a stochastic matrix. By the Perron-Frobenius theorem, it will have a

unique ‘stationary’ eigenvector v with eigenvalue λ = 1, i.e. v = Qv, with all other eigenvalues

|λ| < 1 (provided the corresponding Markov process is ergodic, as described below). As a result,

as t→ ∞, P(t) converges to v, which we call the stationary distribution Pst.

Now, for the MCMC method to converge to a target stationary distribution, the process must

be ergodic. This means that any state must be reachable from any other state in a finite number

of steps. A second condition is that the global balance equation is satisfied, which states that the

total probability ‘influx’ to any state n must equal the total probability ‘outflux’ out of that state.
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This follows directly from the property of the stationary distribution that Pst = QPst. We can

insert a factor of
∑

m qmn = 1 on the left-hand side to obtain

∑
m

qmnP
st
n =

∑
m

qnmP
st
m ∀n, (2.3)

which defines the global balance condition. The left side is the total probability flux out of state

n, and the right side is the total probability flux into state n. It is clear that this will be satisfied

if the probability influx and outflux between all possible pairs of states is balanced, although this

is a stronger condition called detailed balance:

qmnP
st
n = qnmP

st
m ∀n,m. (2.4)

The methods we will be using (both classical and quantum Monte Carlo algorithms) satisfy the

detailed balance condition (and are ergodic), therefore convergence to a desired stationary

distribution will be ensured.

As a concrete example of how MCMC is applied to a classical model, we will consider the Ising

model, i.e. a lattice of N spins each taking a value S = ±1. There are 2N possible configurations

of the system, which for large N becomes too large to enumerate. Instead we can use MCMC

to generate representative samples with a probability given by the Boltzmann distribution, which

gives the probability for the system to be in a particular configuration C with energy EC :

P (C) =
1

Z
e−βEC , (2.5)

where β = 1/T is the inverse temperature, and Z =
∑

C e
−βEC is the partition function, which

involves a sum over all possible configurations of the system and thus becomes infeasible to explicitly

compute for large N . This also means it is not feasible to explicitly calculate the thermal average

of some physical observable O (e.g. net magnetization), which is given by

⟨O⟩ = 1

Z

∑
C

O(C)e−βEC . (2.6)
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Instead, we can make measurements of O on each of our representative samples and calculate an

average value, which should give a good approximation as the number of sampled configurations

increases.

We can use the following definition for the transition probability to go from state m to state n:

qn←m = min

[
1,
P (n)

P (m)

]
= min

[
1, e−β(En−Em)

]
, (2.7)

which can be shown to satisfy detailed balance. For the case of the Ising model, this means that

given a current configuration m and a proposed configuration n, an update from m to n will be

accepted if En ≤ Em. If En ≥ Em, the move is accepted with probability e−β(En−Em). This is known

as the Metropolis-Hastings algorithm. In a basic implementation, we can start with a randomized

initial configuration of spins, and at each timestep propose a change to a new configuration by

flipping the spin at a randomly chosen site.

Since the MCMC simulation described above should converge to the Boltzmann distribution

after a sufficient time, we can obtain an estimate O for an observable quantity O(C) by calculating

O =
1

Nmeas

Nmeas∑
i=1

O(Ci), (2.8)

where Nmeas is the number of measured configurations (a sufficient number of warm-up updates

should be made before measurements are taken to ensure equilibrium has been reached). However,

to obtain accurate error bars on our estimate O we must consider that successive configurations

generated are clearly correlated. Thus if we make measurements too frequently, although our

estimate O will still be correct, the error bar will be wrong. Therefore one should either only take

measurements of configurations that are separated by a time exceeding the autocorrelation time,

or use an appropriate binning procedure. In the latter case, one chooses a bin size m and averages

the data over each of the nbin = Nmeas/m bins, obtaining nbin binned measurements. Then we can

use the standard error of the mean (SEM) of these nbin values as the error bar associated with a

reported measurement.

17



2.2. Determinant Quantum Monte Carlo

To perform a Monte Carlo simulation of a quantum model such as the Holstein or Hubbard

models, we need to use quantum Monte Carlo (QMC) methods. This similarly involves importance

sampling of configurations, with updates accepted or rejected according to the Metropolis criterion.

However, the initial set up is more involved and requires writing the partition function as a path

integral, and introducing an ‘imaginary time’ axis which, as we will see, maps a quantum d-

dimensional system to a classical system in d+1 dimensions. In this section, we will introduce the

Determinant Quantum Monte Carlo (DQMC) algorithm [20] by examining how it can be applied

to the Holstein model.

Recall that the Holstein model can be expressed as Ĥ = K̂ + Û + V̂ , where K̂ is the electron

kinetic energy term, Û contains the phonon energy terms, and V̂ = λ
∑

iσ xiĉ
†
iσ ĉiσ is the electron-

phonon coupling term which is quadratic in fermionic operators. The initial step is to rewrite the

partition function Z = Tr(e−βĤ) by discretizing the inverse temperature, writing β = ∆τL:

Z = Tr
[
e−∆τĤe−∆τĤ . . . e−∆τĤ

]
(2.9)

= Tr
[
e−∆τ(K̂+V̂+Û)e−∆τ(K̂+V̂+Û) . . . e−∆τ(K̂+V̂+Û)

]
(2.10)

≈ Tr
[(
e−∆τK̂e−∆τV̂ e−∆τÛ

)(
e−∆τK̂e−∆τV̂ e−∆τÛ

)
. . .
(
e−∆τK̂e−∆τV̂ e−∆τÛ

)]
(2.11)

The last step uses the Suzuki-Trotter approximation, which states that for non-commuting

operators ([Â, B̂] ̸= 0) we have that e−∆τ(Â+B̂) = e−∆τÂe−∆τB̂ + O(∆τ)2. If ∆τ is kept small

then the error (which scales as (∆τ)2) becomes negligible and we can perform the decomposition

shown above. The trace is now over the product of L terms, which we can index by τ = 1, . . . , L,

where τ is known as the ‘imaginary time’.

Let us now perform the trace over both the electron and phonon degrees of freedom:

Z = Tr
{niσ}

Tr
{xiτ}

[(
e−∆τK̂e−∆τV̂ e−∆τÛ

)(
e−∆τK̂e−∆τV̂ e−∆τÛ

)
. . .
(
e−∆τK̂e−∆τV̂ e−∆τÛ

)]
, (2.12)

where we note that the phonon field {xiτ} has acquired an additional index: i denotes the spatial

site, and τ denotes the ‘time slice’ along the imaginary time axis. To calculate this we can insert

an identity operator for the phonon position at each imaginary time slice, where the state |xi,τ ⟩
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represents the phonon field (i.e. the set of phonon displacements) at a particular imaginary time τ :

Z =

∫ ∞
−∞

∏
i,τ

dxi,τ Tr
{niσ}

[
⟨xi,1|e−∆τK̂e−∆τÛe−∆τV̂ |xi,2⟩⟨xi,2|e−∆τK̂e−∆τÛe−∆τV̂ |xi,3⟩ . . .

. . . ⟨xi,L|e−∆τK̂e−∆τÛe−∆τV̂ |xi,1⟩
]
. (2.13)

We want to eventually show that the partition function can be written in terms of the phonon

variables xiτ only. To do this, we let the K̂ and V̂ terms act on the states ⟨xi,τ | giving

Z =

∫ ∞
−∞

∏
i,τ

dxi,τ ⟨xi,1|e−∆τÛ |xi,2⟩⟨xi,2|e−∆τÛ |xi,3⟩ . . . ⟨xi,L|e−∆τÛ |xi,1⟩

Tr
{niσ}

[
e−∆τK̂e−∆τV̂ (xi,1)e−∆τK̂e−∆τV̂ (xi,2) . . . e−∆τK̂e−∆τV̂ (xi,L)

]
, (2.14)

where we can now evaluate the resultant ⟨xi,τ |e−∆τÛ |xi,τ+1⟩ terms by again applying the Suzuki-

Trotter approximation. This yields

⟨xi,τ |e−∆τÛ |xi,τ ⟩ ≈ ⟨xi,τ |e−∆τ
1
2ω

2
0

∑
i X̂

2
i e−∆τ

1
2
∑

i P̂
2
i |xi,τ+1⟩ (2.15)

= e−∆τ
1
2ω

2
0

∑
i x

2
i,τ ⟨xi,τ |e−∆τ

1
2
∑

i P̂
2
i |xi,τ+1⟩ (2.16)

= e−∆τ
1
2ω

2
0

∑
i x

2
i,τ

∫ ∞
−∞

∏
i

dpi⟨xi,τ |e−∆τ
1
2
∑

i P̂
2
i |pi⟩⟨pi|xi,τ+1⟩ (2.17)

= e−∆τ
1
2ω

2
0

∑
i x

2
i,τ

∫ ∞
−∞

∏
i

dpi⟨xi,τ |pi⟩e−∆τ
1
2
∑

i p
2
i ⟨pi|xi,τ+1⟩, (2.18)

where again we have inserted an identity in terms on phonon momentum states. Noting that

⟨x|p⟩ = 1√
2π
eipx, we can explicitly calculate this integral. We find that

⟨xi,τ |e−∆τÛ |xi,τ+1⟩ = exp

(
−∆τ

[
ω0

2

∑
i

x2i,τ −
1

2

∑
i

(
xi,τ+1 − xi,τ

∆τ

)2
])

≡ e−SB , (2.19)

where we can define the exponentiated term as the bosonic (phonon) action SB.

The partition function can now be written as

Z =

∫ ∞
−∞

∏
i,τ

dxi,τ e
−SB

∏
σ

Tr
{ni}

[
e−∆τK̂e−∆τV̂ (xi,1)e−∆τK̂e−∆τV̂ (xi,2) . . . e−∆τK̂e−∆τV̂ (xi,L)

]
. (2.20)
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Since K̂ and V̂ are quadratic in fermion creation and annihilation operators, they can be expressed

as K̂ = ĉ†K̄ĉ and V̂ (xi,τ ) = ĉ†V̄ (xi,τ )ĉ, where [ĉ†]T = (ĉ†1, ĉ
†
2 . . . ĉ

†
N ) is a row vector containing

fermion creation operators for each site in the lattice. K̄ and V̄ are both N ×N matrices, where N

is the total number of spatial lattice sites. Now, since K̂ and V̂ are quadratic in fermion operators

they obey the following identity:

Tr
[
e−∆τK̂e−∆τV̂ (xi,1) . . . e−∆τK̂e−∆τV̂ (xi,L)

]
= det

[
1+ e−∆τK̄e−∆τV̄ (xi,1) . . . e−∆τK̄e−∆τV̄ (xi,L)

]
,

(2.21)

which has transformed our expression in terms of operators into a matrix expression interpretable

by a computer. The matrix K̄ is an N × N tight-binding hopping matrix (with the chemical

potential term −µ included along its diagonal). For each imaginary time τ , V̄ (xi,τ ) is an N × N

matrix which is a function of the phonon displacements at every site at that time-slice, and has

λxi,τ terms along its diagonal only, i.e. we have

K̄ =



−µ −t 0 0 · · · −t

−t −µ −t 0 · · · 0

0 −t −µ −t · · · 0

0 0 −t −µ · · · 0

...
...

...
...

. . .
...

−t 0 0 0 · · · −µ


V̄ (xi,τ ) =



−λx1,τ 0 0 · · · 0

0 −λx2,τ 0 · · · 0

0 0 −λx3,τ · · · 0

...
...

...
. . .

...

0 0 0 · · · −λxN,τ


(2.22)

where we assume periodic boundary conditions (with the form of K̄ here specific to d = 1). We

can define

M̄ = 1+ e−∆τK̄e−∆τV̄ (xi,1) . . . e−∆τK̄e−∆τV̄ (xi,L), (2.23)

which will be another N × N matrix. Since neither K̄ or V̂ depend on the fermion spin, M̄

is identical for both spin species. Thus when we take the product over the two spin species in

Eq. 2.20 we get the square of the determinant of M̄ . The partition function now becomes

Z =

∫ ∞
−∞

Π
i,τ
dxi,τe

−SB
[
det
(
M̄
)]2

(2.24)

=

∫ ∞
−∞

Π
i,τ
dxi,τW ({xiτ}) (2.25)
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where W ({xiτ}) = e−SB
[
det
(
M̄
)]2

is a function of the phonon field only. We can now perform

random sampling over the phonon field (using the Metropolis-Hastings algorithm), whereW ({xiτ})

plays the role of a Monte Carlo weight for a given configuration. As in classical Monte Carlo

simulations, we can calculate various physical quantities for each sampled configuration, with the

resulting measurements becoming precise after a sufficient number of Monte Carlo steps.

Elements of the inverse of M̄ give the fermionic Green’s function, from which measurements of

other physical quantities can be obtained. We have that

Gσ(i, j) = ⟨ĉiσ ĉ†iσ⟩ =
[
M̄σ

]−1
ij
, (2.26)

where we the keep the subscript σ here, since in general we can have M̄↑ ̸= M̄↓ e.g. as for the

Hubbard Hamiltonian. The fact that M̄ is symmetric with respect to spin in the Holstein model

means that det
(
M̄↑
)
det
(
M̄↑
)

= [det
(
M̄
)
]2 is always non-negative. If this were not the case,

W ({xiτ}) can potentially become negative and thus can not be interpreted as a probabilistic

weight, a limitation known as the sign problem [21].

A basic implementation of the DQMC algorithm for the Holstein model is given below. It should

be noted there are many possible refinements to the algorithm which can improve computational

efficiency and numerical stabilization which we will not present here [22,23,24].

(1) Initialize the phonon field {xi,τ}

(2) Evaluate det
(
M̄
)
= det

[
1+ e−∆τK̄e−∆τV̄ (xi,1) . . . e−∆τK̄e−∆τV̄ (xi,L)

]
(3) Sweep through the spacetime lattice {xi,τ} i.e. NL sites, and suggest a move to the phonon

displacement: xi,τ → xi,τ +∆xi,τ

(4) Calculate the new matrix M̄ ′ and det
(
M̄ ′
)
for this proposed configuration

(5) Calculate the probability P = min
(
1, e−∆S det M̄ ′

det M̄

)
, where ∆S is the change in phonon

action

(6) Generate a random number r with 0 < r < 1 and accept the move if r < P , otherwise

reject the proposed move

(7) Once all NL sites have been updated, make measurements of the fermionic Green’s

function and other physical quantities (only after thermalization i.e. once a sufficient

number of warm-up sweeps Ntherm has occurred)
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(8) Repeat steps (2)–(7) until a sufficient number of measurement steps Nmeas has been

performed

2.3. Hybrid Monte Carlo

An alternative approach to simulating the Holstein model is to use Hybrid Monte Carlo (HMC),

which is particularly useful for sampling continuous variables such as phonon displacements [25,26].

In DQMC, the computational time to perform a full update scales at βN3 which is due to the

evaluation of the ratio of matrix determinants. Restricting to local updates to the phonon field can

also lead to long autocorrelation times in DQMC, most pronounced at small phonon frequencies

ω0. HMC avoids any explicit calculation of det M̄ and instead has a near-linear scaling with system

size, and for large systems (i.e. N ≳ 100) it has been shown to be more computationally efficient

than DQMC for electron-phonon simulations. In Chapter 4 we will provide additional details on

implementing HMC for the Holstein model, however here we will present a brief general overview

of the method.

We can make use of the following result to express the magnitude of det M̄ in terms of a

multidimensional Gaussian integral. We can write

|det M̄ | ∝
∫

DΦ e−
1
2Φ

T (M̄T M̄)−1Φ, (2.27)

where Φ is a vector and each component is integrated over the real line. The expression we

previously obtained in Eq. 2.24 for the partition function of the Holstein model can now be expressed

as

Z ∝
∫

DΦ↑DΦ↓Dx e−S(x,Φσ), (2.28)

where

S(x,Φσ) = SB(x) + SF (x,Φσ), (2.29)

SF (x,Φσ) =
1

2

∑
σ

ΦT
σ (M

TM)−1Φσ, (2.30)

and SB(x) is the bosonic action as defined previously. We now have a fermionic component

SF (x,Φσ) in the total action, and we have introduced auxiliary fields Φ{↑,↓} which must also be
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sampled in addition to the phonon field x. We can sample Φσ at fixed x by drawing a random

Gaussian vector Rσ and constructing Φσ =MTRσ.

A key difference between HMC and DQMC is the manner in which updates to the phonon field

are proposed. In HMC, a fictitious dynamics is introduced where we have a momentum pi,τ that is

dynamically conjugate to the phonon displacement variables xi,τ . The following Hamiltonian can

then be constructed:

H(x, p) = S(x,Φ) +
pTM−1p

2
, (2.31)

where the first term is the total action given by Eq. 2.29, and the second term can be interpreted

as a ‘kinetic energy’ term where M is a dynamical mass matrix. M can be any positive-definite

matrix and has no dependence on x or p. Starting from some initial configuration of the phonon

field xi and fictitious momentum pi, the system then evolves according to Hamilton’s equations of

motion along a trajectory in phase space, i.e.

ṗ = −∂H
∂x

= −∂S
∂x

, (2.32)

ẋ =
∂H

∂p
= M−1p. (2.33)

This is a discrete-time process that occurs for a certain number of steps Nt, each of length

∆t. At the end of the trajectory, the final position in phase space (xf , pf ) serves as the proposed

new configuration of the system. This is accepted or rejected according to the Metropolis criterion,

i.e. with probability P = min
(
1, e−[H(xf ,pf )−H(xi,pi)]

)
. This process is repeated, with a large number

of complete trajectories (each comprising one update) performed during a simulation.

The first step of an HMC update is to a sample the vector p. To sample momentum in

equilibrium (i.e. from the Boltzmann distribution ∝ exp
[
−pTM−1p/2

]
) one can sample a Gaussian

vector R and then calculate p = M1/2R. To evolve the phonon field and momentum variables

along the trajectory in phase space, i.e. at each timestep obtain pt+1 and xt+1 given pt and xt, a

numerical integration method is used. We employ leapfrog integration which is valid for constant

timestep ∆t, and is described below. The following steps outline a basic implementation of a single

HMC update for the Holstein model:

(1) Record initial phonon field xi
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(2) Sample auxiliary field using Φσ =MT (xi)Rσ

(3) Sample momentum via pi =
√
MR

(4) Calculate the initial energy Hi(xi, pi)

(5) For Nt timesteps of size ∆t, evolve the momentum and phonon field variables via leapfrog

integration, which consists of the following three updates in this order:

1. p := p− ∆t
2

∂S
∂x

2. x := x+∆tM−1p

3. p := p− ∆t
2

∂S
∂x

(6) Calculate the final energy Hf (xf , pf ) at the end of the trajectory

(7) Calculate the acceptance probability P = min
(
1, e−[H(xf ,pf )−H(xi,pi)]

)
(8) Generate a random number r with 0 < r < 1 and accept the new phonon configuration

xf if r < P , otherwise reject the proposed move

There are also many refinements to the HMC algorithm which can be made, for example

timestep splitting, where two separate timesteps ∆t and ∆t′ are employed to integrate the bosonic

and fermionic forces (−∂SB/∂x and −∂SF /∂x) separately. This will be discussed in further detail

in Chapter 4, where we present an HMC study of the Holstein model on the kagome lattice.

2.4. Exact Diagonalization and Lanczos Method

Given a Hamiltonian H in matrix form, exact diagonalization is the process of finding the

eigenstates of the system and corresponding energy eigenvalues (or a subset thereof), typically

using a linear algebra library such as LAPACK or numpy.linalg. We can illustrate the procedure

by considering the spin-1/2 Heisenberg model. For N sites the number of possible states is 2N ,

giving the dimension of the Hilbert space. An explicit example is useful to consider: if we look at

just a two-site cluster, we can easily solve for the eigenstates and eigenvalues by hand. In this case

the Hamiltonian is simply H = JS⃗1 · S⃗2, where S⃗ = 1
2 σ⃗, with σ⃗ a vector of Pauli matrices (we set

ℏ = 1 here). The possible states are {| ↑↑⟩, | ↑↓⟩, | ↓↑⟩, | ↓↓⟩}, which will form the basis for writing

H in matrix form. First note that we can rewrite the dot product between spins as

S⃗1 · S⃗2 = Sz
1S

z
2 +

1

2

(
S+
1 S
−
2 + S−1 S

+
2

)
, (2.34)
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where S± = Sx ± iSy are spin raising and lowering operators. The Sz
1S

z
2 term will give diagonal

elements alongH, equal to J
4 if the corresponding basis state has two identical spins (| ↑↑⟩ and | ↓↓⟩),

and equal to −J
4 if the corresponding basis state has two opposite spins (| ↑↓⟩ and | ↓↑⟩). The second

term will give non-zero matrix elements only if the pair of basis states involved (corresponding to

the row and column of H) are | ↑↓⟩ and | ↓↑⟩, giving two off-diagonal elements equal to J
2 . The

4× 4 Hamiltonian in matrix form is thus given by

H =



J
4 0 0 0

0 −J
4

J
2 0

0 J
2 −J

4 0

0 0 0 J
4


(2.35)

from which we can obtain the eigenvectors and eigenvalues. We find a triplet of states with energy

E = J
4 : | ↑↑⟩, | ↓↓⟩, and 1√

2
(| ↑↓⟩ + | ↓↑⟩), as well as a singlet state with energy E = 3J

4 :

1√
2
(| ↑↓⟩ − | ↓↑⟩).

In this example, the Hilbert space is small enough that all eigenstates and energies can be

found by hand. However, this quickly becomes infeasible for larger systems since we require

diagonalization of the 2N × 2N matrix H. However, we can still easily construct this matrix. For

a spin-1/2 Heisenberg model with N sites, there will be 2N basis states which correspond to each

particular row/column of H, which we can label in order as 1, 2, . . . , 2N . Now, a natural way to

represent each possible configuration of spins e.g. | ↑↑↓↑↓↓ . . .⟩ is by a bitstring of ones and zeros,

with ↑≡ 0 and ↓≡ 1. Then after converting this binary number to base-10, we obtain the label of

the row/column corresponding to this basis state.

For a nearest-neighbor Heisenberg model, we can use the following rules to obtain the matrix

elements of H. To get the diagonal elements (each corresponding to a particular basis state), we

count the number of parallel nearest-neighbor pairs np and the number of opposite nearest-neighbor

pairs no for that basis state. The diagonal element is then given by J
4 (np − no). The off-diagonal

elements of H will only be non-zero if the two basis states involved (corresponding to the row and

column of H) are related to each other through flipping a single pair of adjacent opposite spins.

If this is the case, the off-diagonal element will equal J
2 , otherwise it will be zero. Since we now
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have a mapping between the label assigned to each row/column, and a particular configuration of

N spins, it is straightforward to write a program to construct H. Then a linear algebra library can

be used to compute its eigenvectors and eigenvalues.

However, exact diagonalization as described above is still constrained to relatively small system

sizes due to limitations on computer memory. The available RAM on a single computer may be

of order ∼ 1011 bytes = 100GB at most. If our matrix stores double-precision numbers (8 bytes)

we can store ∼ 1010 real numbers, i.e. the maximum size of our square matrix H is approximately

105 × 105. This means that finding the complete set of eigenstates and energies becomes infeasible

if the dimension of the Hilbert space exceeds ∼ 105. For the spin-1/2 Heisenberg model means

that for systems with N ≳ 16 sites it becomes difficult to perform exact diagonalization in the

manner described above. It should be noted that exploiting symmetries or conservation laws can

help increase the maximum N for which we can perform a complete diagonalization, e.g. using

conservation of
∑

i S
z
i in the spin-1/2 Heisenberg model can increase this to N ≈ 20 .

In practice, we are often interested in only the lowest energy states of the system. In this case,

it suffices to find the m smallest eigenvalues and eigenvalues of an n× n matrix H, where m≪ n.

To do this we can use the Lanczos method [27], which is an iterative algorithm to find the m lowest

eigenvectors xi (i = 1, . . . ,m). We begin by generating a random normalized starting vector x1,

and then construct a new vector x2 which is orthogonal to x1 by carrying out the following steps:

(1) Generate a random normalized n× 1 vector x1

(2) w′1 = Hx1

(3) a1 = w′∗1 x1

(4) w1 = w′1 − a1x1

and normalizing this we obtain x2:

(5) b2 = ∥w1∥

(6) x2 =
w1
b2

We can now construct another normalized vector x3 which is orthogonal to both x1 and x2 in the

following way:

(7) w′2 = Hx2

(8) a2 = w′∗2 x2
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(9) w2 = w′2 − a2x2 − b2x1

(10) b3 = ∥w2∥

(11) x3 =
w2
b3

We can now repeat this process until we have obtained m Lanczos vectors {x1, x2, . . . xm}. For the

construction of each new vector we only need the previous two states, i.e. after xj is obtained, we

continue the above procedure to get xj+1 as follows:

w′j = Hxj (2.36)

aj = w′∗j xj (2.37)

wj = w′j − ajxj − bjxj−1 (2.38)

bj+1 = ∥wj∥ (2.39)

xj+1 =
wj

bj+1
(2.40)

An n ×m matrix V can subsequently be constructed where each column is a Lanczos vector xi,

and the Hamiltonian in the basis of Lanczos vectors becomes tridiagonal. Storing the a and b

coefficients at each iteration, the Lanczos method gives us this tridiagonal matrix T = V ∗HV

which has dimensions m×m:

T =



a1 b2

b2 a2 b3

b3 a3 b4
. . .

. . .
. . .

bm−1 am−1 bm

bm am


(2.41)

Since m≪ n it is computationally inexpensive to compute all the eigenvectors and eigenvalues

of T , which will give the m lowest energies of H. Typically it is sufficient to use a number of

Lanczos iterations m of a few tens or hundreds, after which the ground state energy will converge

to the true value [27]. In practice, one can systematically increase m until the ground state energy

(corresponding to the smallest eigenvalue) converges to a single value to sufficient precision.
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CHAPTER 3

Superconductivity and Charge Density Wave Order in the

Two-Dimensional Holstein Model

3.1. Chapter Summary

The Holstein Hamiltonian describes fermions hopping on a lattice and interacting locally with

dispersionless phonon degrees of freedom. In the low density limit, dressed quasiparticles, polarons

and bipolarons, propagate with an effective mass. At higher densities, pairs can condense into

a low temperature superconducting phase and, at or near commensurate filling on a bipartite

lattice, to charge density wave (CDW) order. CDW formation breaks a discrete symmetry and

hence occurs via a second order (Ising) transition, and therefore at a finite Tcdw in two dimensions.

Quantum Monte Carlo calculations have determined Tcdw for a variety of geometries, including

square, honeycomb, and Lieb lattices. The superconducting transition, on the other hand, in d = 2

is in the Kosterlitz-Thouless (KT) universality class, and is much less well characterized. In this

chapter we determine Tsc for the square lattice, for several values of the density ρ and phonon

frequency ω0. We find that quasi-long range order sets in at Tsc ≲ t/20, where t is the near

neighbor hopping amplitude, consistent with previous rough estimates from simulations which only

extrapolated to the temperatures we reach from considerably higher T . We also show evidence for

a discontinuous evolution of the density as the CDW transition is approached at half-filling.

This chapter is based on the following publication [28]:

O. Bradley, G. G. Batrouni, and R. T. Scalettar, Superconductivity and charge density wave order

in the two-dimensional Holstein model, Phys. Rev. B 103, 235104 (2021).

3.2. Introduction

The interactions of electrons with lattice degrees of freedom (phonons) underlie many of the

fundamental properties of solid state materials. The many-body nature of the problem, however,
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poses significant challenges to analytic investigation. Hence, over the last several decades,

increasingly sophisticated computational methods have been exploited to gain quantitative

insight. Early quantum Monte Carlo (QMC) work on electron-phonon models focused on the

dilute limit. As an electron moves through a material, the polarization of the underlying medium

causes a cloud of phonons to follow. Simulations studied the resulting “single electron polaron”,

identifying its size and effective mass as functions of the electron-phonon coupling and phonon

frequency [29, 30, 31, 32, 33, 34, 35, 36, 37]. If the interaction is sufficiently large, it was shown

that it is possible for two polarons to pair. The size, dispersion, and stability of the resulting

bipolarons was evaluated [38,39,40], as well as bipolaron physics across a range of fillings [41].

As the density of these dressed quasiparticles increases, they can condense into phases with

long range order (LRO). One possibility is off-diagonal quasi-long range order,

i.e. superconductivity (SC). At, and close to, special commensurate densities, on a bipartite

lattice, diagonal LRO, i.e. charge density wave (CDW) states, are another possibility. The

competition between these two low temperature phases is a fundamental feature of both

materials [42,43,44] and of simplified models of the electron-phonon interaction.

One such model is the Holstein Hamiltonian [2], which describes electrons hopping on a lattice

and interacting locally with dispersionless phonon degrees of freedom. At commensurate filling on

bipartite lattices, it exhibits a transition to CDW order at a finite Tcdw in two dimensions. Early

QMC studies of the Holstein model examined the competition between CDW and SC on square

lattices of up to 8 × 8 sites, observing the enhancement of SC correlations and a simultaneous

reduction in the CDW structure factor as the system is doped away from half-filling [3, 4, 45].

Early estimates of Tcdw were obtained using a finite-size scaling approach, although computational

constraints on lattice size limited their accuracy.

The SC transition believed to occur away from half-filling (in two dimensions) belongs to the

Kosterlitz-Thouless (KT) universality class. Although similar attempts were made to quantify its

appearance, it remains much less well characterized. Vekić et. al [3] provided estimates for Tsc based

on a finite-size scaling of QMC data for the same lattices of up to 8×8 sites, as were analyzed for the

CDW transition, but only reached inverse temperatures β ≤ 12/t. The computational limitations

on both temperature and lattice size which restricted simulations to these ranges prevented an
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accurate finite-size scaling to be performed. For phonon frequencies ω0/t = 1, it was estimated that

the SC transition occurs within an approximate range βsc = 30–40, more than a factor of two colder

than the lowest temperatures simulated. Finite-size scaling estimates of the critical temperature at

higher phonon frequencies, which would tend to have higher, and hence more accessible, Tsc were

also limited in accuracy.

More recent studies of the Holstein model have refined estimates of Tcdw at half-filling on the

square lattice [46,47,48], and studied the interplay between SC and CDW order as electron-phonon

coupling is varied [49]. The influence of phonon dispersion on both SC and CDW ordering has

also been studied [48], with strong evidence found for the onset of SC at half-filling when phonon

dispersion is present. A finite-size scaling analysis obtained Tsc ≈ t/26 at a phonon frequency

ω0/t = 4, simulating lattices of up to 12× 12 sites. Recently, the CDW transition in the Holstein

model has also been investigated for both the honeycomb and π-flux geometries [50, 51, 52], as

well as for the square lattice with anisotropic hopping amplitudes [53]. These studies focused on

the half-filled case only and hence did not advance our understanding of Tsc. Recent work on

the triangular lattice Holstein model [54] has shown that frustrating the charge order via a non-

bipartite lattice can enhance SC, and an estimate of Tsc ≈ t/10 was obtained at a phonon frequency

ℏω/EF = 0.3 (where EF is the Fermi energy). This estimate was obtained at half-filling through

a finite-size scaling analysis, using lattices up to 12 × 12 sites. However, in the work of [54], no

analogous evidence of the SC transition was observed for the square lattice for the parameters

studied.

In the present paper, we resolve this situation by determining Tsc for the square lattice for several

values of the phonon frequency ω0 and electron density ρ away from half-filling. We perform QMC

simulations of lattices up to 12 × 12 sites, at inverse temperatures up to β = 28/t. Through a

finite-size scaling analysis we find that SC sets in close to the lowest temperatures simulated. That

is, our study does not rely on an extrapolation from temperatures much higher than Tsc. We also

investigate the variation of the CDW structure factor with wave vector as the system is doped away

from half-filling, finding evidence for a possible incommensurate CDW phase at low temperature.

We note that, in addition to the computational literature cited above, considerable effort has

gone into the analytic solution of the Holstein Hamiltonian. The Migdal-Eliashberg (ME) equations
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[55,56] form the basis for much of the analytic work on strongly coupled electron-phonon models,

but disagree with exact QMC simulations [3,4,45,57,58], especially as the temperature is lowered

at densities in the vicinity of half-filling where competing CDW formation occurs. This comparison

can be improved somewhat with ‘renormalized ME’ theory in which the phonon propagator is

dressed by electron-hole bubbles [59]. Recently, there has been renewed interest in examining the

limits of ME theory and when it breaks down [60,61,62,63,64]. Indeed, it has been shown that

ME can work well for ω0 << EF provided the electron phonon coupling is not too large, enabling

estimates of TSC to be made by extrapolating DQMC results down to lower temperatures using

ME calculations [60]. However, we note that several of the parameter sets we study in this work

are outside the limits of ME theory.

3.3. Model and Methods

The Holstein model is a tight-binding Hamiltonian which describes the interaction between

electrons and local phonon modes in a lattice [2],

Ĥ = −t
∑
⟨i,j⟩,σ

(
ĉ†iσ ĉjσ + h.c.

)
− µ

∑
iσ

n̂iσ +
1

2

∑
i

P̂ 2
i +

ω2
0

2

∑
i

X̂2
i + λ

∑
iσ

n̂iσX̂i . (3.1)

Here ĉ†iσ(ĉiσ) are creation (destruction) operators for an electron at site i with spin σ, µ is the

chemical potential, and n̂iσ = ĉ†iσ ĉiσ. The first sum is taken over all nearest neighbor pairs ⟨i, j⟩

of a two-dimensional square lattice. t is the nearest-neighbor hopping parameter which sets the

energy scale (t = 1), with the electronic bandwidth given by W = 8t. At each site are local

harmonic oscillators of frequency ω0, with independent degrees of freedom X̂i =
√

1
2ω0

(
â†i + âi

)
and P̂i =

√
ω0
2

(
â†i − âi

)
, where â†i (âi) are phonon creation (destruction) operators at site i. The

electron density n̂iσ couples to the displacement X̂i through a local electron-phonon coupling λ.

In this work we measure the electron-phonon coupling in terms of the dimensionless quantity

λD = λ2/ω2
0W .

We study the Holstein model using determinant quantum Monte Carlo (DQMC) simulations

[20, 65]. In DQMC, the inverse temperature is expressed as β = Lt∆τ , where Lt denotes the

number of intervals along the imaginary time axis with discretization ∆τ . The partition function

Z = Tr e−βĤ = Tr e−∆τĤe−∆τĤ . . . e−∆τĤ can then be evaluated by inserting complete sets of
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phonon position states |{xi,τ}⟩ at each imaginary time slice. Since the Hamiltonian is quadratic in

fermionic operators, these can be traced out, giving

Z =

∫
d{xi,τ}e−SBose [det(M({xi,τ}))]2 (3.2)

where

SBose = ∆τ

ω2
0

2

∑
i,τ

x2i,τ +
∑
i,τ

(
xi,τ+1 − xi,τ

∆τ

)2
 . (3.3)

The harmonic oscillator terms in Eq. (3.1) yield the ‘bosonic action’ term given by Eq. (3.3). The

partition function also includes the product of the determinant of two matrices Mσ({xi,τ}), one for

each spin species σ = {↑, ↓}. These matrices depend on the phonon field {xi,τ} only. However, since

X̂i couples in the same manner to the two species, the matrices Mσ are identical, giving the square

of a determinant. An important consequence is the absence of a sign problem at any electronic

filling. Physical quantities can be measured via Monte Carlo sampling of the phonon field {xi,τ} and

accumulating appropriate combinations of the fermion Green’s function Gij = ⟨ciσc
†
jσ⟩ = [M−1]ij.

In our work we take ∆τ = 0.125. Trotter errors arising from the discretization of the imaginary

time axis are less than the statistical errors associated with the Monte Carlo sampling for the charge

and pair correlations given below.

The electron-phonon coupling term gives rise to an effective attractive electron-electron

interaction Ueff = −λ2/ω2
0 which promotes the formation of local pairs. On bipartite lattices this

leads to CDW order at half-filling (⟨n̂i↑ + n̂i↓⟩ = 1) with alternating doubly occupied and empty

sites favored. This occurs at µ = −λ2/ω2
0, which can be shown via a particle-hole transformation.

When the system is doped away from half-filling, superconductivity can arise at sufficiently low

temperature due to the electron pairs becoming increasingly mobile. In this work we study the

competition between CDW and SC as electron density is varied using DQMC, for a range of

inverse temperatures β = T−1 as low as β = 28. We fix λD = 0.25 and study two fixed frequencies

ω0 = 1 and ω0 = 4 for lattices sizes with linear dimension up to L = 12.

We characterize the nature of the charge ordering by calculating the real-space, equal time,

charge density correlation function C(r), given by

C(r) = ⟨(n̂i↑ + n̂i↓)(n̂i+r↑ + n̂i+r↓)⟩, (3.4)
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and its Fourier transform S(q), the CDW structure factor

S(q) =
1

N

∑
i,j

eiq·(i−j)⟨n̂in̂j⟩. (3.5)

In the CDW ordered phase, C(r) becomes long ranged and S(q) grows in proportion to the lattice

size N = L2 at the appropriate ordering wavevector q = (qx, qy). In the absence of CDW order, the

charge density correlations are short ranged and S(q) should exhibit no lattice size dependence.

The superconducting response of the system is analyzed by the s-wave pair susceptibility

Ps =
1

N

∫ β

0
⟨∆(τ)∆†(0)⟩dτ, (3.6)

where ∆(τ) =
∑

i ci↓(τ)ci↑(τ). Similarly, an enhancement in the pair susceptibility and the

observation of lattice size dependence in Ps as the temperature is lowered can be used to detect

the onset of SC order. We use the susceptibility to study SC, as opposed to an equal time

structure factor, because it provides a more robust signal which is useful for exploring off-diagonal

long range order of the KT type.

3.4. Results and Discussion

At half-filling, i.e. ρ = ⟨n̂i↑ + n̂i↓⟩ = 1, it is known that checkerboard CDW order dominates

on the square lattice with ordering wavevector q = (π, π). This occurs above the inverse critical

temperature βcdw = 6.0 ± 0.1 for ω0 = 1 and βcdw ≈ 13 for ω0 = 4, with λD = 0.25 in both

cases [48]. By varying the chemical potential, we dope the system away from half-filling and study

the behavior of both S(π, π) and Ps as a function of electron density, as shown in Figs. 3.1(a)–(d) for

ω0 = 1 and ω0 = 4 at λD = 0.25. In both cases, S(π, π) is significantly enhanced at ρ = 1 when the

inverse temperature approaches βcdw, but rapidly falls off when doped away from half-filling, and is

highly suppressed below ρ ≈ 0.75 for ω0 = 1. Simultaneously, the s-wave pair susceptibility becomes

enhanced away from half-filling, reaching a maximum within the density range ρ = 0.6–0.7. When

the phonon frequency is increased to ω0 = 4, Ps increases in magnitude, while S(π, π) is diminished

and becomes highly suppressed at a density closer to half-filling, at approximately ρ ≈ 0.85.
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Figure 3.1. (a) S-wave pair susceptibility Ps as a function of electron density ρ for
ω0 = 1 and λD = 0.25. (b) Ps vs. ρ for ω0 = 4 and λD = 0.25. (c) CDW structure
factor S(π, π) as a function of electron density ρ for ω0 = 1 and λD = 0.25. (d)
S(π, π) vs. ρ for ω0 = 4 and λD = 0.25. Data are shown for a 12 × 12 lattice for
inverse temperatures β = 2, 4, 6, 8 and 11.

The CDW ordering which occurs at half-filling above βcdw on the square lattice is a checkerboard

pattern of alternating doubly occupied and empty sites. This becomes evident by plotting the real-

space charge density correlation function C(r) against site separation, as shown in Fig. 3.2 for a
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Figure 3.2. (a) Charge density correlation function C(r) as a function of site
separation r, for a 12 × 12 lattice at β = 12, with r = (0, 1) − (0, 6) in units of
the lattice spacing. Results are shown for ω0 = 1 and λD = 0.25 for fixed electron
densities: ρ = 1, 0.9, 0.85, 0.8 and 0.75. (b) C(r) vs. r for ω0 = 4 and λD = 0.25.

12× 12 lattice at β = 12, for (a) ω0 = 1 and (b) ω0 = 4. The alternating high and low correlations

at ρ = 1 are smoothed out as the density is lowered, with C(r) becoming flat around ρ ≲ 0.75

for ω0 = 1 and ρ ≲ 0.85 for ω0 = 4. Increasing the phonon frequency inhibits CDW order, which

is reflected by the smaller charge density correlations (at β = 12) for ω0 = 4, and the fact that

the alternating CDW pattern is more rapidly suppressed for this frequency when doped away from

half-filling.

At half-filling the square lattice exhibits perfect Fermi surface nesting (FSN) at q = (π, π) in the

absence of any next-nearest neighbor hopping term, resulting in a peak in S(q) at this wavevector.

However when doped away from half-filling, the Fermi surface becomes distorted and perfect FSN

no longer occurs. In Figs. 3.3(a)–(h) we show the variation of S(q) with wavevector q = (qx, qy),

taken on a triangular path through the Brillouin zone, for a 12 × 12 lattice at β = 4, 8, 16 and

24, for λD = 0.25, ω0 = 1. Results are shown for a range of electron densities from ρ = 0.3–1.0.

S(q) is not shown for small dopings away from half-filling. This will be further discussed in the

interpretation of ρ(µ) shown in Fig. 3.7. Away from half-filling the peak magnitude of S(π, π) is

rapidly suppressed, reduced by a factor of 10 by ρ ≈ 0.8, and falling by another order of magnitude

by ρ ≈ 0.5 (note the vertical scale of each plot).
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Figure 3.3. Variation of S(q) with wavevector q for a 12× 12 lattice, for ω0 = 1,
λD = 0.25. A triangular path through the Brillouin zone is taken from q = (0, π/6)
to (0, π) to (π, π) to (π/6, π/6). Results are shown for inverse temperatures β =
4, 8, 16 and 24 for electron densities in the range ρ = 0.3−1.0, specified in the upper-
right corner of plots (a)–(h). In each plot the dashed line indicates the location of
q = (π, π).

There is an important comment to make concerning the behavior at ρ ≈ 0.8, where the location

of the peak appears to shift to the wavevector nearest to (π, π), i.e. q = (5π/6, π) as shown in

Fig. 3.3(d), with the shift occurring at low temperature (β ≈ 24). The magnitude of S(5π/6, π) at

ρ ≈ 0.8 grows as the temperature is lowered, becoming substantially enhanced at β = 24. Although

this suggests the possible existence of an incommensurate CDW phase at ρ ≈ 0.8, the rather coarse

discrete momentum grid q = 2π
L {0, 1, · · ·L} precludes any conclusive statement.

When the system is doped even further from half-filling, as in Figs. 3.3(c)–(h), we do not observe

any significant enhancement in S(q) at any wavevector as the temperature is lowered from β = 4

to β = 24. The magnitude of S(q) remains approximately constant over this temperature range

for all values of q, as shown in Figs. 3.3(c)–(h) for ρ ≤ 0.75. In particular, within the density range

ρ = 0.6–0.7, for which we observe a peak in the s-wave pair susceptibility, we find no indication of

a coexisting CDW phase for any ordering wavevector.

Increasing the phonon frequency to ω0 = 4, we find qualitatively similar results as shown in

Figs. 3.4(a)–(i), however there is no indication of CDW ordering at any particular wavevector for
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Figure 3.4. Variation of S(q) with wavevector q for a 12× 12 lattice, for ω0 = 4,
λD = 0.25. A triangular path through the Brillouin zone is taken from q = (0, π/6)
to (0, π) to (π, π) to (π/6, π/6). Results are shown for inverse temperatures β =
4, 8, 16 and 24 for electron densities in the range ρ = 0.3−1.0, specified in the upper-
right corner of plots (a)–(i). In each plot the dashed line indicates the location of
q = (π, π).

any electron density, other than at q = (π, π) at low temperature. The magnitude of S(π, π) near

half filling is also considerably suppressed compared to ω0 = 1, which is expected since increasing

the phonon frequency inhibits CDW order. Although the peak in S(q) shifts to q = (5π/6, π) at

ρ ≈ 0.8 as the temperature is reduced, there is no significant enhancement in the magnitude of S(q)

at this wavevector as temperature is lowered from β = 4 to β = 24, in contrast to the behavior at

ω0 = 1 (Fig. 3.3).

In order to determine the critical inverse temperature βsc for the SC transition, we first tune

the chemical potential to achieve a fixed target density and study Ps as a function of β, for several

different lattice sizes. Since Ps appears to peak in the range ρ = 0.6–0.7 for ω0 = 1, λD = 0.25,

we choose to study two fixed densities ρ = 0.6 and ρ = 0.7 for this phonon frequency. For ω0 = 4,

λD = 0.25, since CDW correlations appear highly suppressed closer to half-filling, we fix ρ = 0.85

and also study ρ = 0.6 for comparison. In Figs. 3.5(a)–(d) we show Ps(β) for lattices of linear

dimension L = 6, 8, 10 and 12 for these four parameter sets. For each case, we find at low β (high

T ), Ps is relatively small and is independent of lattice size, however as the temperature is lowered,
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Figure 3.5. S-wave pair susceptibility as a function of inverse temperature β for
lattice sizes of linear dimension L = 6, 8, 10 and 12, for the four fixed densities
studied: (a) ρ = 0.6 and (b) ρ = 0.7 for λD = 0.25, ω0 = 1. For increased phonon
frequency ω0 = 4, we fix (c) ρ = 0.6 and (d) ρ = 0.85 with the same dimensionless
coupling λD = 0.25 and (a,b).

Ps grows and becomes dependent on L. This suggests the onset of the SC phase, because when

correlations become long range they will be sensitive to the lattice size for a finite system. We can

therefore apply a finite-size scaling analysis to confirm the existence of a critical inverse temperature

βsc for the SC transition, and determine its value.

In the two dimensional superconducting transition, the order parameter possesses U(1) gauge

symmetry and thus the universality class is the same as the 2D XY model. Hence we expect
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a Kosterlitz-Thouless (KT) transition to a quasi-long-range ordered phase, for which the critical

exponents and scaling behavior of the order parameter are known [66]. For a finite-size system of

linear dimension L, we have that

Ps = L2−ηf

(
L

ξ

)
(3.7)

with η = 1/4, and as T → T+
sc the correlation length ξ scales as

ξ ∼ exp
[
A (T − Tsc)

−1/2
]

(3.8)

where A is a constant and Tsc is the critical temperature. Therefore near Tsc, plotting PsL
−7/4 as

a function of L exp
[
−A (T − Tsc)

−1/2
]
for a range of lattice sizes should result in a data collapse

onto a single universal curve, as shown in Figs. 3.6(a)–(d) for the four parameter sets studied.

For λD = 0.25, ω0 = 1, we find the best data collapse occurs at βsc ≈ 28.5 ± 1.0 for ρ = 0.6

and βsc ≈ 27.5 ± 1.0 for ρ = 0.7. Keeping the dimensionless electron-phonon coupling fixed at

λD = 0.25, increasing phonon frequency to ω0 = 4 raises the critical temperature, and we find the

best data collapse at βsc ≈ 22.5 ± 1.0 for ρ = 0.6 and βsc ≈ 23.5 ± 1.0 for ρ = 0.85. Our value of

βsc for ω0 = 1 lies slightly below the range of βsc = 30–40 suggested by Vekić et al [3], although

their estimate was performed using data rather far from the scaling region. Indeed, as might be

expected, to obtain a precise value we find it essential to access temperatures as close as possible to

Tsc rather than extrapolate from higher T , as discussed in the Appendix. Meanwhile, our estimate

of βsc for ω0 = 4 at ρ = 0.85 is higher than the previous βsc ≈ 12 at ρ = 0.8. The larger values of

L and β accessed in this study allow a more robust finite-size scaling for the KT transition. We

also note that for the lower phonon frequency we study, for which the ME approximation would be

more justifiable than for ω0 = 4, recent ME calculations [67] have estimated Tsc for the parameters

shown in Fig. 3.5(a), yielding a value within approximately 10% our result.

We note that increasing phonon frequency simultaneously raises Tsc for the SC transition, and

lowers Tcdw for the CDW transition at half-filling (from Tcdw ≈ t/6 at ω0/t = 1 to Tcdw ≈ t/13 at

ω0/t = 4 [48]), illustrating the competition between SC and CDW order in the Holstein model. This

is as expected since as ω0 is lowered, the harmonic oscillators on each site become more classical,

reducing quantum fluctuations. As a result, bipolarons localize more readily, enhancing CDW

order [54]. Conversely, it is known that in the anti-adiabatic limit (ω0 → ∞) the Holstein model
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Figure 3.6. Finite size scaling of the s-wave pair susceptibility data obtained for
the four parameter sets shown in Figs. 3.5(a)–(d). The critical inverse temperature
βsc and scaling factor A which yields the best data collapse is indicated in the inset
of each plot.

can be mapped onto the attractive Hubbard model [3,4,45] with Ueff = −λ2/ω2
0 = −λDW [68],

which has been shown to possess a finite temperature superconducting KT transition away from

half-filling [69,70,71]. Thus one expects SC correlations to be enhanced in the Holstein model at

larger values of ω0, as we have confirmed here. Furthermore, in the attractive Hubbard model, the

SC and CDW correlations are degenerate at half-filling, leading to a continuous order parameter

in the Heisenberg universality class and the absence of a finite-temperature transition (i.e. Tc = 0)
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in 2D. At half-filling, the CDW order parameter S(π, π) is therefore reduced, with Ps increasing

simultaneously in the limit T → 0. We thus expect similar behavior in the Holstein model as

ω0 → ∞, which we have observed as an enhancement in Ps and a reduction in S(π, π) at ω0 = 4

at half-filling, as shown in Figs. 3.1(a)–(d). We also note that studies of the attractive Hubbard

model have found Tsc is maximal at around U/t ≈ −5, for which Tsc/t ≈ 0.15 occurs at a filling

ρ = 0.7 [72]. Since this effective coupling corresponds to a larger λD value than we study in this

work, this suggests raising λD could enhance Tsc at large phonon frequencies. We have determined

Tsc values for −λDW = −2 in this work, which one can compare to recent estimates of Tsc in the

attractive Hubbard model [73]: for U = −2.0, βsc = 19.0 at ρ = 0.7, and βsc = 13.5 at ρ = 0.87,

while for U = −2.5, βsc = 23.0 at ρ = 0.5. However, for ω0 = 1 and ω0 = 4, the actual on-site

interaction will be smaller than in the anti-adiabatic limit (i.e. |U | < 2), giving a lower Tsc, and

the attractive Hubbard model thus provides an upper bound on Tsc in the Holstein model. Our

estimates of Tsc at ω0 = 1 and ω0 = 4 are therefore quite consistent with those of the attractive

Hubbard model.

We conclude the presentation of our results by noting that ρ(µ) appears to exhibit a

discontinuous jump approaching the CDW transition at half-filling, as shown in Figs. 3.7(a) and

(b) for ω0 = 1 and ω0 = 4. In both cases, we have that half-filling (ρ = 1) occurs at a chemical

potential of µ = −λ2/ω2
0 = −2. Below Tcdw, the formation of a plateau at ρ = 1 indicates the

opening of the CDW gap. However, well below the transition temperature (βcdw = 6.0 ± 0.1 for

ω0 = 1 and βcdw ≈ 13 for ω0 = 4) we observe a discontinuous jump in electron density as the

chemical potential is varied, occurring for ρ ≳ 0.8 for ω0 = 1, and ρ ≳ 0.9 for ω0 = 4 (with

λD = 0.25 in both cases). We note that these density ranges correspond roughly to the regions

over which S(π, π) grows rapidly, occurring closer to half-filling for greater ω0, as shown

previously in Figs. 3.1(c) and (d). The jump is less abrupt for ω0 = 4 but becomes apparent at

β = 24, whereas a clear discontinuity emerges for β ≥ 16 for ω0 = 1. This indicates finite

temperature fluctuations smooth the jump more at higher frequencies.

In both cases, the jump is accompanied by an increase in the error in ρ for data close to

half-filling, possibly indicating fluctuations of the system between densities on either side of the
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Figure 3.7. Density ρ as a function of chemical potential µ approaching the CDW
transition at half-filling. Results shown for L = 12 lattices with λD = 0.25, for
phonon frequencies (a) ω0 = 1 and (b) ω0 = 4. The data suggest a discontinuous
jump prior to entry to the incompressible CDW region. Individual data points, and
their large error bars, within the discontinuous jump are shown only to emphasize
the difficulty of Monte Carlo sampling in this region.

discontinuity. This discontinuity may be related to the zero temperature transition from SC to

commensurate CDW order, which has been observed to be first order [74].

3.5. Conclusions

In previous QMC studies, the CDW transition temperature Tcdw of the Holstein model at half-

filling has been determined for various two-dimensional systems, including the square, honeycomb,

and Lieb lattices. However, the superconducting transition away from half-filling in the square

lattice has been much less well characterized, since it occurs at challengingly large values of the

inverse temperature β as well as scaling in the spatial lattice size L. Moreover, away from half-filling,

no analytical expression for ρ(µ) can be used to achieve a fixed target density [75], necessitating

a tuning of µ for each lattice size and β. In this chapter, we have studied larger systems (up to

L = 12) and lower temperatures (up to β = 28) than in previous work, and have determined several

estimates of Tsc for various electron densities (fixed via tuning the chemical potential) and phonon

frequencies ω0, through a finite-size scaling analysis of pair susceptibility. We observe the onset
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of SC at temperatures Tsc ≲ W/160 in each case studied. Here W = 8 t is the non-interacting

bandwidth and t is the nearest neighbor hopping amplitude.

Specifically, for dimensionless electron-phonon coupling λD = 0.25, and phonon frequency

ω0/t = 1, we estimate Tsc ≈ W/228 = t/28.5 for ρ = 0.6 and Tsc ≈ W/220 = t/27.5 for ρ = 0.7.

For λD = 0.25, ω0 = 4, we estimate Tsc ≈ W/180 = t/22.5 for ρ = 0.6 and Tsc ≈ W/188 = t/23.5

for ρ = 0.85.

Several features illustrating the competition between CDW order and SC in the doped Holstein

model emerge from our analysis. In particular, the strong checkerboard CDW order present at

half-filling below Tcdw (corresponding to a peak in S(π, π)) is rapidly suppressed as the system is

doped, with SC correlations becoming maximal in the region ρ = 0.6–0.7 for λD = 0.25, ω0 = 1.

However, at an intermediate electron density of approximately ρ ≈ 0.8, we observe evidence of

a possible incommensurate CDW phase, with the peak in S(q) shifting slightly from q = (π, π)

to q = (5π/6, π) at low temperature. Definitive analysis of this point is precluded by the finite

momentum grids currently accessible to present QMC capabilities. No evidence of a distinctly

different kind of charge ordering (e.g. stripe order) is observed away from half-filling.

It is interesting to note that our estimates of Tsc in the doped Holstein model are similar

in magnitude to Tsc in the half-filled case with non-zero phonon dispersion ∆ω/ω0 = 0.1, where

DQMC simulations [48] have determined Tsc ≈ t/26 for λD = 0.25, ω0 = 4. Further, it has

been proposed [76] that an upper bound on Tsc exists which is Tsc ≲ ω̄/10, where ω̄ ≤ ω0 is

a characteristic phonon frequency no larger than the bare phonon frequency, and that for an

optimal value of λD, Tsc should roughly saturate at this value. Since our estimates of Tsc lie

below this upper bound, this suggests it may be possible to increase the transition temperature

by increasing λD. Recently, a QMC method based on Langevin updates of the phonon degrees of

freedom [77,78] has also made studies of the cubic Holstein model amenable to simulation, and it

has been found that Tcdw at half-filling is increased roughly by a factor of two compared to various

two-dimensional geometries [79]. We anticipate that in future studies of the 3D Holstein model

one might similarly expect higher values of Tsc away from half-filling, since the model will exhibit

a more robust transition to long-ranged superconducting order, in contrast with the KT transition

in two dimensions observed in this work.
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Figure 3.8. Finite size scaling for ω0 = 1, λD = 0.25, ρ ≈ 0.6, using data up
to min(βsc, 28). Quantity shown is the sum of squared residuals for a 4th order

polynomial fit to PsL
−7/4 vs. L exp

[
A(T − Tsc)

−1/2] using low temperature data up
to β = 28. The marker indicates the best fit parameters: A ≈ 0.22 and βsc ≈ 28.0.

3.6. Appendix: Extrapolating Tsc from higher temperature

In this chapter, we have determined estimates of Tsc by accessing low temperatures (up to

β = 28) close to the superconducting transition temperature, rather than extrapolating from higher

T data as done in previous work. In [3], inverse temperatures up to β = 12 are accessed, and a

broad range of βsc = 30–40 is proposed (for ω0 = 1). To investigate how the determination of

Tsc changes when one extrapolates from higher temperature, we have taken our data and excluded

the lower temperature results, and performed Kosterlitz-Thouless scaling fits in order to mimic the

capabilities of earlier work. Specifically, we have analyzed our data using only values T ≥ Tmin =

1/12 (that is, β ≤ 12).

We have fit a fourth order polynomial curve to the scaled data shown in Fig. 3.6, and determined

the quality of these fits for various values of βsc and A, shown in Figs. 3.8 and 3.9 above for the

case ω0 = 1, ρ = 0.6. In each plot, the quantity shown is the sum of squared residuals for the
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Figure 3.9. Finite size scaling for ω0 = 1, λD = 0.25, ρ ≈ 0.6, using data up
to min(βsc, 12), which corresponds to that available in the original studies of this
model. Extrapolating Tsc from higher temperature, we show the sum of squared
residuals for a 4th order polynomial fit using data up to β = 12 only. The marker
indicates the best fit parameters: A ≈ 0.25 and βsc ≈ 33.7.

polynomial fit, with lower values indicating a closer fit to the scaled data. In Fig. 3.8, we use

all our low temperature data (up to β = 28), and Fig. 3.9 shows the results using data with

β ≤ 12. If one attempts the Kosterlitz-Thouless scaling using data with β ≤ 12 only (Fig. 3.9),

one can fit a curve to the data with relatively low error. However, in Fig. 3.5(a), we observed that

Ps is completely independent of L for β ≲ 12 (indicating the absence of quasi-long-range order

since this is far from βsc). Therefore plotting PsL
−7/4 vs. L exp

[
A(T − Tsc)

−1/2] yields a curve

with an approximately exponential form with little to no overlap between the smallest and largest

lattice sizes. In attempting to find Tsc from these data, we find the best collapse occurs at A ≈ 0.25,

Tsc ≈ 1/33.7, and naively, using the β ≤ 12 restricted data appears to provide a better fit. However,

as shown in Fig. 3.9, the quality of the fit is essentially unchanged over a very large range of βsc

values (note the innermost contour which ranges from βsc ≈ 25 to well beyond βsc = 50). We thus

find it is essential to use low temperature data as close as possible to the critical temperature (as
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shown in Fig. 3.8 which uses data with β ≤ 28), not only to make the value of Tsc convincing, but

to pin down the value more precisely than the broad range given in previous work [3].

Note that in Figs. 3.8 and 3.9 above, the scaling collapses are performed using data with inverse

temperatures up to min(βsc, 28.0) and min(βsc, 12.0), respectively. This is because the Kosterlitz-

Thouless scaling requires computing ( 1β − 1
βsc

)−1/2, and thus for each attempted collapse, data for

temperatures lower than βsc can not be used. Furthermore, the lack of smoothness to the contours

in Fig. 3.8 comes from the fact that our Ps(β) data (shown in Fig. 3.5) is relatively sparse, and

so the best value of the scaling parameter A can change abruptly when additional data points are

included in the collapse, which occurs as βsc is increased.
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CHAPTER 4

Charge Order in the Kagome Lattice Holstein Model: A Hybrid

Monte Carlo Study

4.1. Chapter Summary

The Holstein model is a paradigmatic description of the electron-phonon interaction, in which

electrons couple to local dispersionless phonon modes, independent of momentum. The model has

been shown to host a variety of ordered ground states such as charge density wave (CDW) order

and superconductivity on several geometries, including the square, honeycomb, and Lieb lattices.

In this chapter, we study CDW formation in the Holstein model on the kagome lattice, using a

recently developed hybrid Monte Carlo simulation method. We present evidence for
√
3×

√
3 CDW

order at an average electron filling of ⟨n⟩ = 2/3 per site, with an ordering wavevector at the K-

points of the Brillouin zone. We estimate a phase transition occurring at Tc ≈ t/18, where t is the

nearest-neighbor hopping parameter. Our simulations find no signature of CDW order at other

electron fillings or ordering momenta for temperatures T ≥ t/20.

This chapter is based on the following paper [80]:

O. Bradley, B. Cohen-Stead, S. Johnston, K. Barros, and R. T. Scalettar, Charge order in the

kagome lattice Holstein model: A Hybrid Monte Carlo study, npj Quantum Materials 8, 21 (2023).

The Hybrid Monte Carlo algorithm [26] and the chemical potential tuning method [75] used

in this chapter are discussed in the following publications:

B. Cohen-Stead, O. Bradley, C. Miles, G. Batrouni, R. Scalettar, and K. Barros, Fast and scalable

quantum Monte Carlo simulations of electron-phonon models, Phys. Rev. E 105, 065302 (2022).

C. Miles, B. Cohen-Stead, O. Bradley, S. Johnston, R. Scalettar, and K. Barros, Dynamical

tuning of the chemical potential to achieve a target particle number in grand canonical Monte Carlo

simulations, Phys. Rev. E 105, 045311 (2022).
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4.2. Introduction

The interaction between electrons in a solid and the vibrations of its nuclei (phonons) can

induce a variety of ordered phases [42,43,55,56,81,82]. This electron-phonon coupling modifies

the effective mass of itinerant electrons, and the resulting dressed quasiparticles (polarons) can

pair and condense into a superconducting (SC) phase or form a periodic modulation of electron

density, i.e. CDW order. At low temperatures these various phases can compete or potentially

coexist. Over the past several decades, studies of model Hamiltonians describing electron-phonon

coupling have attempted to capture the interplay between their emergent ordered phases. In

particular, the Holstein model [2] has been subject to much numerical and analytical study

because it incorporates a simplified electron-phonon interaction into a straightforward

tight-binding Hamiltonian, yet exhibits a variety of competing ordered ground states.

A key feature of the Holstein model is an on-site momentum-independent electron-phonon

coupling, which leads to an effective electron-electron attraction. Phonons are modeled as quantum

harmonic oscillators of fixed frequency ω0 situated on each site of a lattice, with their motion

independent of their neighbors. At low temperatures and at particular electron filling fractions,

numerical studies have revealed the emergence of CDW order on square [3, 4, 28, 45, 48, 53, 57,

59,60,63,64,83,84,85,86], triangular [54], cubic [79], and honeycomb lattices [50,51], with the

transition temperature being sensitive to lattice geometry and dimensionality. A recent study of

the Lieb lattice has also established the existence of CDW order in the Holstein model in a flat

band system [87].

In recent years, kagome lattices have attracted attention as a host of exotic phases owing

to their high degree of geometrical frustration, and the presence of a flat band. The spin-1/2

kagome lattice Heisenberg antiferromagnet (KHAF) with nearest-neighbor interactions lacks any

magnetic ordering, but the exact nature of the ground state been subject to much debate, with

several candidates such as the Dirac spin-liquid, Z2 spin-liquid, and valence bond crystal proposed

[88,89,90,91]. A recent study of the KHAF in the presence of spin-lattice coupling has shown

that introducing Einstein phonons on each site can induce a magnetically ordered phase [92]. For

example, a
√
3×

√
3 ordered phase with a 1/3-magnetization plateau emerges in weak magnetic field,

breaking a Z3 symmetry, with the transition belonging to the 3-state Potts model universality class.
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The ordering wavevector for this phase lies at the K-points, i.e. corners, of the hexagonally-shaped

Brillouin zone.

The ground state properties of the half-filled kagome lattice Hubbard model are also debated.

Dynamical mean field theory (DMFT) and determinant quantum Monte Carlo (DQMC) studies

have identified a metal-insulator transition (MIT) in the range Uc/t ∼ 7–9 [93, 94, 95], while

variational cluster approximation (VCA) calculations estimate Uc/t ∼ 4–5 [96]. Recent density-

matrix renormalization group (DMRG) calculations find a MIT at Uc/t ∼ 5.4, along with strong

spin-density wave fluctuations in the translational symmetry breaking insulating phase, signaled

by an enhancement in the spin structure factor at the K-points of the Brillouin zone [97]. CDW

formation on the kagome lattice has also been observed in the extended Hubbard model. At an

average electron density per site of ⟨n⟩ = 2/3 or 4/3, or at the van Hove filling ⟨n⟩ = 5/6, several

types of order have been observed [98,99,100,101], including CDW, spin density wave, and bond

ordered wave states. In particular, at large V/U (where V is the nearest-neighbor repulsion),

a CDW phase with a
√
3 ×

√
3 supercell has been proposed for ⟨n⟩ = 2/3 and 5/6, which has

been termed CDW-III in previous studies [100, 101]. In the attractive Hubbard model, recent

results [102] indicate short-ranged charge correlations at ⟨n⟩ = 2/3 satisfying the triangle rule.

Recent experiments on kagome metals such as AV3Sb5 (A = K, Rb, Cs) [103,104,105,106,107,

108,109,110,111,112,113,114,115] also motivate an understanding of CDW formation on this

geometry. In these systems, charge ordering has been observed at the M -points, corresponding to

lattice distortions that form a star-of-David or inverse star-of-David CDW pattern. This ordering

wavevector coincides with saddle points in the band structure and van Hove singularities where

electronic correlations are enhanced. Theoretical studies of these materials [116,117,118,119,120,

121,122,123,124], including first-principles density functional theory and mean field calculations,

have corroborated these findings, where CDW ordering at the M -points has been observed near

the van Hove filling.

Finally, kagome lattices have also been achieved in ultracold atom experiments [125] where

they have been used to examine Bose-Einstein condensation of 87Rb [126], and Rydberg atoms

with large entanglement entropy and topological order [127].
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Although the Holstein coupling provides a paradigmatic model of the electron-phonon

interaction, the properties of the Holstein model on the kagome lattice are not yet understood,

and the possible existence of CDW order remains hitherto unexplored. In this chapter, we study

the kagome lattice Holstein model using a scalable algorithm based upon hybrid Monte Carlo

(HMC) sampling [26], and measure the charge correlations as a function of temperature, electron

density, phonon frequency, and electron-phonon coupling. We present evidence for CDW order

appearing at an average electron density per site of ⟨n⟩ = 2/3, with an ordering wavevector at the

K-points of the Brillouin zone, yielding a
√
3 ×

√
3 supercell. Away from this filling, we find no

signatures of CDW order at any ordering momenta for temperatures T ≥ t/20.

4.3. Methods

The Holstein model describes electrons coupled to local dispersionless phonon modes in a lattice

through an on-site electron-phonon interaction [2]. Its Hamiltonian is

Ĥ =− t
∑
⟨i,j⟩,σ

(
ĉ†iσ ĉjσ + h.c.

)
− µ

∑
iσ

(n̂iσ − 1
2) +

1

2

∑
i

P̂ 2
i +

ω2
0

2

∑
i

X̂2
i + α

∑
iσ

n̂iσX̂i ,

where ĉ†iσ (ĉiσ) are creation (destruction) operators for an electron at site i with spin σ = {↑↓},

n̂iσ = ĉ†iσ ĉiσ is the electron number operator, and µ is the chemical potential, which controls

the overall filling fraction. The first term describes itinerant electrons hopping between nearest-

neighbor sites of the lattice, with a fixed hopping parameter t = 1 setting the energy scale. In the

non-interacting limit, the electronic bandwidth is W = 6 for the kagome lattice. On each site i

are local oscillators of fixed frequency ω0, with X̂i and P̂i the corresponding phonon position and

momentum operators, respectively, with the phonon mass normalized toM = 1. The local electron

density n̂iσ is coupled to the displacement X̂i through an on-site electron-phonon interaction λ,

which we report here in terms of a dimensionless parameter λD = λ2/ω2
0W .

Previous finite temperature studies of the Holstein model have typically employed DQMC [20,

128]. In this method, the inverse temperature β = Lt∆τ is discretized along an imaginary time

axis with Lt intervals of length ∆τ , and the partition function is expressed as Z = Tr e−βĤ =

Tr e−∆τĤe−∆τĤ . . . e−∆τĤ . Since Eq. (3.1) is quadratic in fermionic operators, these can be traced

out, giving an expression for Z in terms of the product of two identical matrix determinants
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detM(xi,τ ), which are functions of the space and time-dependent phonon displacement field only.

Monte Carlo sampling using local updates to the phonon field {xi,τ} is performed and physical

quantities can be measured through the fermion Green’s functionGij = ⟨c†icj⟩ =
[
M−1

]
ij
. Although

there is no sign problem [21] for the Holstein model, these studies have been limited for two

main reasons. First, the computational cost of DQMC scales as N3
sLt , where Ns is the total

number of lattice sites, prohibiting the study of large system sizes. Secondly, the restriction to

local updates results in long autocorrelation times at small phonon frequencies. This aspect has

limited simulations to phonon frequencies of ω0 ≳ t, which is unrealistic for most real materials, and

is far from the regime where CDW order in the Holstein model is typically the strongest (ω0 ≪ t).

Significant efficiency gains are possible by using a dynamical sampling procedure that updates

the entire phonon field at each time-step [77, 129]. In this work, we use a recently developed

collection of techniques to perform finite temperature simulations on extremely large clusters [26].

Our HMC-based approach achieves a near-linear scaling with system size [25,129,130], allowing

us to study lattices of up to Ns = 775 sites at temperatures as low as T = t/24. Our algorithm

efficiently updates the phonon field simultaneously, allowing study of a realistic phonon frequency

ω0/t = 0.1.

Near-linear scaling is achieved by rewriting each matrix determinant detM as a

multi-dimensional Gaussian integral involving auxiliary fields Φσ that will also be sampled. Here,

the partition function becomes

Z ≈ (2π)NsLτ

∫
DΦ↑DΦ↓Dx e−S(x,Φσ), (4.1)

where the total action is

S(x,Φσ) =SB(x) + SF(x,Φσ) (4.2)

with the fermionic (F) and bosonic (B) contributions

SF (x,Φσ) =
1

2

∑
σ

ΦT
σ

(
MTM

)−1
Φσ (4.3)

SB(x) =
∆τ

2

∑
i,τ

[
ω2
0x

2
i,τ +

(
xi,τ+1 − xi,τ

∆τ

)2
]
. (4.4)
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A Gibbs sampling procedure is then adopted where Φσ and x are alternately updated. The auxiliary

field Φσ may be directly sampled. Using HMC, global updates to the phonon fields x can be

performed by introducing a conjugate momentum p and evolving a fictitious Hamiltonian dynamics

using a symplectic integrator [26].

The kagome lattice vectors a1 = (1, 0) and a2 = (12 ,
√
3
2 ) are shown in Fig. 4.1(a), with

corresponding reciprocal lattice vectors b1 = (2π,− 2π√
3
) and b2 = (0, 4π√

3
), where we have set the

lattice constant a = 1. There are three sites per unit cell with basis vectors uA = (0, 0),

uB = (12 , 0), and uC = (14 ,
√
3
4 ), forming a network of corner sharing triangles with three

sublattices, as shown in Fig. 4.1(a). Each site i may instead be indexed by unit cell and the

sublattice {A,B,C}, such that e.g. ni,α denotes the electron density at the site belonging to

sublattice α within the unit cell at position i. In this work, we study finite size lattices with

periodic boundary conditions, with linear dimension L (up to L = 15), N = L2 unit cells, and

Ns = 3N total sites. Note that discrete momentum values are given by k = m1
L b1 +

m2
L b2 where

mi is an integer and 0 ≤ mi < L.

There are multiple ways to break the sublattice symmetry of the kagome lattice. It is, therefore,

important to construct an order parameter that will detect charge ordering independent of the

charge distribution within the unit cell. For example, at a filling fraction of 1/3, electrons may

localize by doubly occupying only one site per unit cell, breaking a Z3 symmetry. We therefore

define an order parameter ρcdw that with perfect CDW order takes on one of three values ei2π(
s
3),

where s = {0, 1, 2} corresponds to which way this symmetry is broken. The order parameter

ρcdw should also be zero in the completely disordered state, where for any unit cell i we have

⟨n̂i,A⟩ = ⟨n̂i,B⟩ = ⟨n̂i,C⟩. Hence we define

ρcdw =
nc
2N

∑
i

e−i(q·i)
(
⟨n̂i,A⟩+ ei

2π
3 ⟨n̂i,B⟩+ ei

4π
3 ⟨n̂i,C⟩

)
(4.5)

where i is a unit cell index, N is the total number of unit cells, q is the ordering wavevector, and

nc is a normalization constant included to fix |ρcdw| = 1 in the case of perfect CDW order. A

structure factor that scales with system size can then be defined as Scdw(q) ∝ N⟨|ρ̂cdw|2⟩, where

again a proportionality constant can be included to fix Scdw(q) = N for the case of perfect CDW

order.
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For any pair of sites in the kagome lattice, we denote their density-density correlation in position

space by

cα,ν(r) =
1

N

∑
i

⟨n̂i+r,αn̂i,ν⟩, (4.6)

where α and ν label the sublattice {A,B,C} of the two sites, and r is the displacement vector

between their unit cells. The Fourier transform of cα,ν(r) gives a generic charge structure factor

Sα,ν(q) =
∑
r

eiq·rcα,ν(r), (4.7)

which provides information about the nature of an emergent CDW phase, where q is a discrete

momentum value within the first Brillouin zone. For an ideal CDW pattern with ordering

wavevector q, Sα,α(q) will reach a maximal value proportional to the number of sites, while for

α ̸= ν the structure factor will vanish.

In the following section, we show evidence of CDW ordering on the kagome lattice where

electrons localize on only one site per unit cell but alternates cyclically between the {A,B,C}

sublattices from one unit cell to the next. To study the onset of this phase, we set nc = 1 in

Eq. (4.5) and define a charge structure factor

Scdw(q) = 3N⟨|ρ̂cdw|2⟩

=
3

4

∑
α

Sα,α(q)− 1

2

∑
ν ̸=α

Sα,ν(q)

 . (4.8)

Additional details are given in an appendix to this chapter. Note that we employ a µ-tuning

algorithm [75] to determine the chemical potential for any desired target density.

4.4. Results and Discussion

For the kagome lattice, the noninteracting tight-binding electronic structure with t > 0 has

three separate bands, including one flat band at the highest energy (E = 2t). The lower bands

touch at two inequivalent Dirac points in the Brillouin zone, which we denote K = (2π3 ,
2π√
3
) and

K ′ = (4π3 , 0). The lower band is completely occupied at an average electron density per site of

⟨n⟩ = 2/3 (i.e. an overall filling fraction of f = 1/3), while the upper band is fully occupied at

⟨n⟩ = 4/3 (f = 2/3). There are also saddle points in the band structure at the point M = (π, π√
3
),
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Figure 4.1. Kagome lattice and band structure. (a) Geometry of the kagome

lattice for L = 6, with lattice vectors a1 = (1, 0) and a2 = (12 ,
√
3
2 ). Colors denote the

three triangular sublattices. (b) Left: The tight-binding electronic band structure
for the kagome lattice showing the three distinct bands. Dashed lines indicate the
Fermi energy at specific electron densities. Right: The non-interacting density of
states D(E) for the kagome lattice. A delta function at E = 2t is due to the flat
band.

which produce singularities in the density of states and sit at the Fermi level for average electron

densities of ⟨n⟩ = 1/2 (f = 1/4) and ⟨n⟩ = 5/6 (f = 5/12). Fig. 4.1(b) plots the non-interacting

band structure and density of states for the kagome lattice, illustrating these features.

To begin, we study the variation of local quantities as a function of electron density, at fixed

ω0 and λD. We set ω0/t = 0.1 to facilitate CDW ordering in the Holstein model, as bipolarons

should localize more readily in the limit ω0/t → 0 due to reduced quantum fluctuations. We also

fix a moderate value of the electron-phonon coupling λD = 0.4. We will discuss the rationale for

this choice of parameters shortly.

In Fig. 4.2(a) we show the average electron density per site ⟨n⟩ as a function of chemical potential

µ for an L = 12 lattice, as the inverse temperature is varied from β = 2 − 14. We observe the

formation of a plateau at ⟨n⟩ = 2/3 as the temperature is lowered, signalling the opening of a gap.

No signatures of CDW ordering is observed at fillings away from ⟨n⟩ = 2/3 for these parameters.

We also calculate the average electron kinetic energy as a function of electron density as shown in

Fig. 4.2(b). We observe a sharp change at ⟨n⟩ = 2/3, where the magnitude of the electron kinetic

energy becomes maximal. This is a signature of a CDW phase transition, since a configuration of

doubly occupied sites surrounded by empty nearest-neighbor sites maximizes the number of bonds
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Figure 4.2. Electron density and kinetic energy. (a) Average electron density per
site ⟨n⟩ as a function of the tuned chemical potential µ, for an L = 12 lattice with
ω0 = 0.1 and λD = 0.4 fixed. Results are shown for β = 2, 8, and 14, with a dashed
line indicating the filling ⟨n⟩ = 2/3. (b) Electron kinetic energy as a function of the
electron density ⟨n⟩, for the same set of parameters.

along which electron hopping is permitted (and corresponds to an average electron density per site

⟨n⟩ = 2/3 on the kagome lattice). Note that since the kagome lattice is not bipartite, particle-hole

symmetry is not present and thus both the kinetic energy and average filling are not symmetric

about half-filling.

To further study the opening of a CDW gap as the temperature is lowered, we calculate the

momentum integrated spectral function A(ω), which is related to the imaginary time dependent

Green’s function through the integral equation

G(k, τ) = ⟨ĉ(k, τ)ĉ†(k, τ)⟩ =
∫
dωA(k, ω)

e−ωτ

1 + e−βω
, (4.9)
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Figure 4.3. Spectral function. Top: Momentum integrated spectral function A(ω)
shown for a range of inverse temperatures from β = 2 to β = 24, at filling fraction
⟨n⟩ = 2/3 (with ω0 = 0.1, λD = 0.4). The linear lattice dimension is L = 15
i.e. Ns = 775. Bottom: A close-up view of the finite gap opening for β ≳ 18 where
A(ω) = 0.

which we invert using the maximum entropy method to obtain A(ω) [131]. In Fig. 4.3, we show

the momentum integrated spectral function for an L = 15 lattice (Ns = 775) for a range of

temperatures down to β = 24, again fixing ω0 = 0.1, λD = 0.4, and an average electron density per

site of ⟨n⟩ = 2/3. We observe three peaks in the spectral function corresponding to the three-band

structure. As the temperature is lowered, A(ω) reaches zero and a finite gap begins to open at

β ≳ 18, as shown in the bottom panel, indicating a transition to an insulating CDW phase.

56



Figure 4.4. Charge structure factor vs. phonon frequency. Charge structure factor
Scdw(K) as a function of phonon frequency, for a range of temperatures from β = 2
to β = 20. Results are shown for an L = 6 lattice at ⟨n⟩ = 2/3, λD = 0.4.

At an average electron density per site of ⟨n⟩ = 2/3, the lower energy band is completely filled

and touches the upper band at the Dirac points K and K ′. To study the onset of CDW order at

this filling, we therefore calculate the charge structure factor Scdw [Eq. (4.8)] evaluated at q = K,

as a function of phonon frequency, electron-phonon coupling, and temperature.

In Fig. 4.4 we show the variation of Scdw(K) as the phonon frequency ω0 is increased from 0.1

to 1.0. In the antiadiabatic limit (ω0 → ∞), deformation of the lattice is weakened as sites respond

more quickly to electron hopping and bipolarons do not readily localize, inhibiting the formation

of a stable CDW pattern [86]. In addition, quantum fluctuations are enhanced at large ω0, further

suppressing CDW order [54]. For ω0 ≳ 0.4 we observe no significant growth in Scdw(K) as the

temperature is lowered from β = 2 to β = 20. However, for ω0 ≲ 0.3, the structure factor begins

to increase in magnitude as the temperature is reduced, growing more rapidly with β as ω0 → 0.

We therefore fix ω0 = 0.1, and vary the dimensionless electron-phonon coupling λD, in order to

determine the region in which CDW order at ⟨n⟩ = 2/3 is most enhanced and subsequently estimate

Tc for these parameters.

At small values of λD, we find no enhancement in Scdw(K) from β = 2 to β = 20 i.e. for

λD ≲ 0.3 there is no sign of CDW order in this temperature range, as shown in Fig. 4.5. This

may be due to the critical temperature becoming exponentially suppressed as λD → 0. However,
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Figure 4.5. Charge structure factor vs. λD. Charge structure factor Scdw(K)
as a function of the dimensionless electron-phonon coupling λD, for a range of
temperatures from β = 2 to β = 20. Results are shown for an L = 6 lattice at
⟨n⟩ = 2/3, ω0 = 0.1.

another possibility is a finite λD is necessary for CDW formation, as is the case in the honeycomb

lattice Holstein model at half-filling [50], which similarly has Dirac cones and a vanishing density of

states at the Fermi surface. As λD increases, the effective electron-electron attraction is enhanced,

and we observe an increase in the charge structure factor as pairs of electrons arrange themselves

into a periodic CDW. As the temperature is reduced, we find that there is a maximum in Scdw(K)

at approximately λD ≈ 0.4. At larger λD, the CDW structure factor is smaller, and eventually

no significant growth is observed as the temperature is lowered from β = 2 to β = 20. This

behavior might originate from the higher effective bipolaron mass at large λD, which will hinder

their arrangement into an ordered CDW phase, as the energy barrier associated with moving from

site to site is proportional to λD, thus promoting self-trapping. Consequently, Tc rapidly decreases

as λD becomes much larger than its optimal value. We note that similar behavior has been observed

in the honeycomb, square, and Lieb lattice Holstein models [50,87].

The momentum dependence of Scdw(q) is shown in Fig. 4.6, where the charge structure factor

at ⟨n⟩ = 2/3 is evaluated over the first Brillouin zone for an L = 12 lattice. An enhancement in the

structure factor is observed at the Dirac points as the temperature is lowered, corresponding to the

onset of an ordered CDW phase, with the magnitude of Scdw increasing rapidly around β ≳ 17. For
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Figure 4.6. Charge structure factor in momentum space. Charge structure factor
Scdw(q) shown across the Brillouin zone of the kagome lattice with L = 12, shown
for β = 14, 17 and 20. The locations of high-symmetry points in momentum space at
K = (2π/3, 2π/

√
3), K ′ = (4π/3, 0), M = (π, π/

√
3), and Γ = (0, 0) are indicated.

Figure 4.7. Real space density-density correlations. Real space density-density
correlations ⟨n̂(0)n̂(r)⟩, where n̂(0) denotes the electron density at a reference site
located at the origin (gray region). For each site at position r, the color of its
Voronoi cell indicates the magnitude of ⟨n̂(0)n̂(r)⟩. Results are shown for an L = 12
lattice with periodic boundary conditions, for β = 16 (left) and β = 20 (right) at
filling ⟨n⟩ = 2/3 (with λD = 0.4 and ω = 0.1).

all other momentum values, including at the M and Γ-points, we find no enhancement in charge

correlations with inverse temperature β, at this filling.

A real-space depiction of the CDW correlations at ⟨n⟩ = 2/3 is shown in Fig. 4.7, which plots

density-density correlations ⟨n̂(r)n̂(0)⟩ over an L = 12 lattice with periodic boundary conditions.

Here r = 0 is the position of a fixed reference site belonging to the A sublattice. Hence Fig. 4.7

depicts cα,ν(r) with the origin fixed at this reference site. The CDW pattern is characterized by

the localization of electron pairs on only one site per unit cell, which belongs to either the A, B,
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or C sublattice, alternating cyclically between these from one unit cell to the next (in both the

a1 and a2 directions). The fact that K and K′ are the ordering wavevectors for this pattern can

be understood as follows. In terms of the reciprocal lattice vectors, we have K = 1
3(b1 − b2) and

K′ = 1
3(2b1 + b2). If the doubly-occupied sites are separated by a displacement r = n1a1 + n2a2,

then the Fourier transform of the density-density correlation function will have peaks at K or K′

if K · r = 2mπ or K′ · r = 2mπ, where m ∈ Z. This is satisfied if (n1 − n2) mod 3 = 0 (for K)

or (2n1 + n2) mod 3 = 0 (for K′), which are equivalent conditions. In other words, moving along

either the a1 or a2 directions, density-density correlations will repeat with a periodicity of three

unit cells, i.e. for each unit cell, the site on which the electron pairs localize will alternate cyclically

between the {A,B,C} sublattices. For any given unit cell, the onset of this type of CDW order

therefore breaks a Z3 symmetry, and the phase transition should belong to the 3-state Potts model

universality class.

In Fig. 4.8 we show the variation of the charge structure factor Scdw(K) with inverse temperature

β, for lattices with linear dimension L = 6, 9, 12 and 15, for a range of temperatures down to β = 24.

At high temperatures, Scdw(K) is relatively small and independent of lattice size. However, as the

temperature is reduced, Scdw(K) grows and becomes dependent on the lattice size for β ≳ 18. This

signals that correlations are becoming long-ranged and thus sensitive to system size on a finite

lattice, and suggests a critical temperature of βc ≈ 18. A more accurate determination of Tc can

be made by studying the correlation ratio

Rc = 1− Scdw(q+ dq)

Scdw(q)
, (4.10)

where the ordering wavevector q = K here, and |dq| is the spacing between discrete momentum

values for a lattice of linear dimension L. For the kagome lattice we average over the six nearest

neighbors of the K-point in momentum space to obtain S(K + dq). The correlation ratio Rc

is defined such that in the CDW phase, Rc → 1 as L → ∞, (since Scdw(q) will diverge with

L if there is long-range order), while Rc → 0 if there is no long-range order. When plotted

for different lattice sizes, the crossing of Rc curves gives an estimate of the critical point. In

Fig. 4.9 we plot Rc for lattices with L = 6, 9, 12, and 15, for the same parameters as in Fig. 4.8

(⟨n⟩ = 2/3, ω0 = 0.1, λD = 0.4). There is a crossing at βc ≈ 18, which is consistent with our
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Figure 4.8. Charge structure factor vs. inverse temperature. Charge structure
factor Scdw(K) as a function of inverse temperature β, for lattice sizes L = 6, 9, 12
and 15, at filling ⟨n⟩ = 2/3. A lattice size dependence in the order parameter
emerges at β ≳ 18, indicating the onset of CDW order. Here we fix λD = 0.4 and
ω0 = 0.1.

previous estimates of βc obtained from observing the opening of a finite gap in A(ω), the onset of

long-ranged density-density correlations, and the temperature at which Scdw becomes dependent

on lattice size.

Thus far we have studied the emergence of CDW order on the kagome lattice at a fixed electron

density of ⟨n⟩ = 2/3 per site. This choice was motivated by the observation of a CDW gap at

⟨n⟩ = 2/3 and a sharp change in electron kinetic energy during sweeps of µ and ⟨n⟩, and the fact

that this filling corresponds to a completely filled lower band, which meets the middle band at

the Dirac points K and K ′. However, we also considered fillings of ⟨n⟩ = 1/2 and ⟨n⟩ = 5/6,

i.e. densities at which the saddle points in the non-interacting band structure (at the M -points)

and their van Hove singularities are at the Fermi energy. We also consider ⟨n⟩ = 4/3, which

corresponds to completely filled lower and middle bands, with a quadratic touching at the Γ-point
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Figure 4.9. Correlation ratio crossing. Correlation ratio Rc as a function of β,
showing a crossing at βc ≈ 18. Data is shown for lattice sizes L = 6, 9, 12 and 15,
for the same parameters as in Fig. 4.8.

between the flat and middle bands (see Fig. 4.1). In all of these cases, we find no evidence for

the formation of a CDW. For example, there are no anomalous features in components of the total

energy, or any indications of a plateau in the ⟨n⟩ vs. µ plots near these fillings, as shown in Fig. 4.2.

Moreover, as the temperature is lowered (β increases) the charge structure factor Scdw(q) does not

grow significantly and remains relatively small in magnitude, as shown in Fig. 4.10 for several

high-symmetry points q in the Brillouin zone [Γ = (0, 0), K = (2π3 ,
2π√
3
), and M = (π, π√

3
)]. We fix

ω0 = 0.1 here to avoid suppression of any potential CDW order, which occurs in the antiadiabatic

limit. These results thus suggest an absence of any charge ordering at these fillings, at least for

inverse temperatures β < 20. In other words, our results show no evidence for other varieties of

CDW order in the kagome lattice Holstein model other than at the K-points at ⟨n⟩ = 2/3.

4.5. Conclusions

We performed hybrid Monte Carlo simulations of the Holstein model on the kagome lattice on

systems of up to Ns = 775 sites, and studied the onset of CDW order while varying the electron

filling, phonon frequency, electron-phonon coupling, and temperature. Our HMC algorithm allows

us to simulate larger system sizes and access lower, more realistic phonon frequencies than in

previous DMQC studies of the Holstein model. We observe evidence of CDW order at an average
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Figure 4.10. Scdw(q) at ⟨n⟩ = 1/2, 5/6, and 4/3. Charge structure factor Scdw(q)
as a function of inverse temperature β at several fixed electron densities: (a) ⟨n⟩ =
1/2, (b) ⟨n⟩ = 5/6, and (c) ⟨n⟩ = 4/3, for an L = 6 lattice. Data is shown
for λD = 0.25 (solid line) and λD = 0.40 (dashed line) for several momenta q:
Γ = (0, 0), K = (2π3 ,

2π√
3
), and M = (π, π√

3
). The phonon frequency is fixed at

ω0 = 0.1.

electron density of ⟨n⟩ = 2/3 per site (i.e. an overall filling fraction of f = 1/3), signaled by the

opening of a gap in A(ω) at the Fermi surface, long-ranged density-density correlations, and the

63



extensive scaling of the charge structure factor Scdw(K) below the critical temperature. From our

analysis of the correlation ration Rc, we estimate a CDW transition at Tc ≈ t/18 =W/108, where

W is the non-interacting electronic bandwidth.

This value of Tc is notably lower than the CDW transition temperatures found in the Holstein

model on alternative geometries, e.g. at λD = 0.4, Tc ≈ t/6 on the honeycomb and Lieb lattices,

while Tc ≈ t/4 on the square lattice [50, 87]. Moreover, the CDW order appears only for a

narrow range of electron-phonon coupling strengths in the kagome lattice, peaked at λD ≈ 0.4

(for ω0/t = 0.1). In contrast, previous Holstein model studies on square, honeycomb, and Lieb

lattices have found CDW transitions across a broad range λD ∈ [0.25, 1] [50,86,87]. On bipartite

geometries with equal numbers of A and B sites, such as the square and honeycomb lattices, CDW

formation in the Holstein model occurs at half-filling i.e. ⟨n⟩ = 1. However, on the Lieb lattice, for

which NA ̸= NB, when CDW order forms the density shifts away from half-filled to either ⟨n⟩ = 2/3

or ⟨n⟩ = 4/3, corresponding to completely filled lower and flat bands, respectively [87]. Although

the kagome lattice similarly exhibits a three-band structure, the geometry is frustrated, unlike the

Lieb case, and we find that charge order emerges only at ⟨n⟩ = 2/3 for temperatures T ≥ t/20 with

an ordering wavevector at the K-points and a
√
3 ×

√
3 supercell. Our simulations did not reveal

CDW order at other ordering momenta or electron densities, including at the van Hove filling.

The CDW order we find is analogous to the
√
3×

√
3 long-range magnetic order observed in the

kagome lattice Heisenberg antiferromagnet, when it is coupled to local site-phonon modes [92]. The

same CDW phase has also been proposed as the ground state in certain regimes of the extended

Hubbard model [100,101], i.e. at fillings of ⟨n⟩ = 2/3 and ⟨n⟩ = 5/6 for large V/U , where U is the

on-site Hubbard term and V is the nearest-neighbor repulsion, and has been termed CDW-III in

these studies.

It should be noted that the CDW order we observe does not correspond to the star-of-David

or inverse star-of-David patterns observed recently in kagome metals such as AV3Sb5 (A = K,

Rb, Cs), which exhibit ordering at the M -points. A recent work [101] showed that such a CDW

ordering is observed in the kagome lattice Hubbard model when a Su-Schrieffer-Heeger electron-

phonon coupling is introduced. Here the electron-phonon coupling modulates the electron hopping
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term, and is conceptually distinct from Holstein model, in which electrons and phonons interact on

a single site, rather than on the bonds of the lattice.

4.6. Appendix: Derivation of CDW order parameter

For bipartite geometries such as the square lattice, checkerboard CDW order can occur in the

Holstein model at half-filling. In these cases, electron pairs localize on one of the two sublattices

(A or B), breaking a Z2 symmetry, with ordering wavevector q = (π, π). A charge structure factor

that scales with system size can be defined as Scdw =
∑

r e
−i(π,π)·rc(r), where the sum is over all

unit cells, and c(r) = 1
N

∑
i⟨n̂i+rn̂i⟩ is the real space density-density correlation function. However,

one can also express Scdw in terms of an order parameter ρcdw i.e. Scdw = N⟨|ρcdw|2⟩, such that

with perfect CDW order ρcdw = ±1 depending on which sublattice the electrons localize on, and

ρcdw = 0 in the disordered phase. To detect checkerboard order on the square lattice no matter how

the Z2 symmetry is broken, we should consider the difference between ⟨n̂A⟩ and ⟨n̂B⟩, i.e. define

ρcdw = ⟨ρ̂cdw⟩ =
1

2
(⟨n̂A⟩ − ⟨n̂B⟩)

=
1

2

(
2

N

∑
i∈A

⟨n̂i⟩ −
2

N

∑
i∈B

⟨n̂i⟩

)

=
1

N

(∑
i∈A

⟨n̂i⟩ −
∑
i∈B

⟨n̂i⟩

)

=
1

N

∑
i

(−1)ix+iy⟨n̂i⟩

=
1

N

∑
i

ei(π,π)·i⟨n̂i⟩, (4.11)

where i = ixx̂+iyŷ are the locations of sites in a square lattice, with the lattice constant normalized

to a = 1. Taking the squared magnitude of ρcdw, a structure factor that scales with system size
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can then be expressed as

Scdw = N⟨|ρ̂cdw|2⟩ = N⟨ρ̂†cdwρ̂cdw⟩

= N

〈(
1

N

∑
j

e−i(π,π)·jn̂j

)(
1

N

∑
i

ei(π,π)·in̂i

)〉

=
1

N

∑
i,r

e−i(π,π)·r⟨n̂i+rn̂i⟩

=
∑
r

e−i(π,π)·rc(r), (4.12)

where r = j − i, i.e. the expression in Eq. (4.12) is equivalent to the Fourier transform of the real

space density-density correlation function c(r) for the square lattice.

For the kagome lattice, since each unit cell consists of three sites, we introduced a generic

density-density correlation function cα,ν(r) which has Fourier transform Sα,ν(q), where each lower

index denotes a sublattice A, B, or C [see Eq. (4.6) and Eq. (4.7)]. Previously we discussed a CDW

pattern in which electrons localize on one site per unit cell, alternating cyclically between the A,

B, and C sites, as shown in Fig. 4.7. Unlike checkerboard order on the square lattice, CDW order

of this type can occur in three ways, breaking a Z3 symmetry. As in the square lattice case, we can

define an order parameter ρcdw which takes on a different value depending on how the symmetry

is broken, but with |ρcdw| = 1 in the case of perfect order and |ρcdw| = 0 in the disordered phase.

Since a Z3 symmetry is broken, we should have ρcdw = ei2π(
s
3) (where s = {0, 1, 2}) in the ordered

phase, and ρcdw = 0 in the disordered phase. However, unlike the simpler checkerboard order, the

electron densities on each sublattice ⟨n̂A⟩, ⟨n̂B⟩, and ⟨n̂C⟩ will vary from unit cell to unit cell, with

a periodicity set by the ordering wavevector q. We can therefore define an order parameter

ρcdw =
1

2N

∑
i

e−i(q·i)
(
⟨n̂i,A⟩+ ei

2π
3 ⟨n̂i,B⟩+ ei

4π
3 ⟨n̂i,C⟩

)
, (4.13)

which satisfies these properties, where the sum is over all unit cells. As before, we can now write

a structure factor that scales with system size,

Scdw(q) = 3N⟨|ρ̂cdw|2⟩ = 3N⟨ρ̂†cdwρ̂cdw⟩, (4.14)
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where a constant factor has been inserted to ensure Scdw = N in the case of perfect CDW order.

We can now expand the above equation to obtain an expression for Scdw in terms of the generic

structure factors Sα,ν [Eq. (4.7)], which yields

Scdw(q) = 3N

〈
1

2N

∑
j

[
(n̂j,A + e−i

2π
3 n̂j,B + e−i

4π
3 n̂j,C)e

iq·j
]

× 1

2N

∑
i

[
(n̂i,A + ei

2π
3 n̂i,B + ei

4π
3 n̂i,C)e

−iq·i
]〉

(4.15)

=
3

4N

∑
j,i

[〈
n̂j,An̂i,A + ei

2π
3 n̂j,An̂i,B + ei

4π
3 n̂j,An̂i,C + e−i

2π
3 n̂j,Bn̂i,A + n̂j,Bn̂i,B

+ ei
2π
3 n̂j,Bn̂i,C + e−i

4π
3 n̂j,C n̂i,A + e−i

2π
3 n̂j,C n̂i,B + n̂j,C n̂i,C

〉
eiq·(j−i)

]
(4.16)

=
3

4N

∑
j,i

[
⟨n̂j,An̂i,A + n̂j,Bn̂i,B + n̂j,C n̂i,C − n̂j,An̂i,B − n̂j,An̂i,C − n̂j,Bn̂i,C⟩eiq·(j−i)

]
(4.17)

=
3

4N

∑
j,i

[(
⟨n̂j,An̂i,A⟩+ ⟨n̂j,Bn̂i,B⟩+ ⟨n̂j,C n̂i,C⟩ −

1

2
⟨n̂j,An̂i,B⟩ −

1

2
⟨n̂j,Bn̂i,A⟩

− 1

2
⟨n̂j,An̂i,C⟩ −

1

2
⟨n̂j,C n̂i,A⟩ −

1

2
⟨n̂j,Bn̂i,C⟩ −

1

2
⟨n̂j,C n̂i,B⟩

)
eiq·(j−i)

]
(4.18)

=
3

4N

∑
j,i

[(∑
α

⟨n̂j,αn̂i,α⟩ −
1

2

∑
α,ν ̸=α

⟨n̂j,αn̂i,ν⟩

)
eiq·(j−i)

]
(4.19)

=
3

4

∑
r

[
eiq·r

(
1

N

∑
i,α

⟨n̂i+r,αn̂i,α⟩ −
1

2N

∑
i,α,ν ̸=α

⟨n̂i+r,αn̂i,ν⟩

)]
(4.20)

=
3

4

∑
r

[
eiq·r

(∑
α

cα,α(r)−
1

2

∑
α,ν ̸=α

cα,ν(r)

)]
(4.21)

=
3

4

[∑
α

Sα,α(r)−
1

2

∑
α,ν ̸=α

Sα,ν(r)

]
, (4.22)

where cα,ν(r) is the generic real space density-density correlation function defined in Eq. (4.6).

This expression for Scdw is the measure we use to detect CDW ordering in the kagome lattice, and

is the quantity we show in Fig. 8 at ⟨n⟩ = 2/3 as a function of β for different lattice sizes. For

a particular CDW pattern on the kagome lattice under study, Eq. (4.22) can be multiplied by a

constant factor (if necessary) to fix Scdw = N in the case of perfect CDW order.
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4.7. Appendix: The renormalized phonon energy Ω(q, iνn = 0)

An additional signature of the CDW transition can be observed in the renormalized phonon

energy Ω(q, iνn = 0), where a softening of the phonon dispersion is expected to occur at the

ordering wavevector qcdw as the temperature is lowered. The renormalized phonon energy is given

by Ω(q, 0) = [ω2
0 +Π(q, 0)]1/2, where Π(q, 0) is a function defined in terms of the momentum-space

phonon Green’s function D(q, νn), through the relation

D(q, νn) =
2ω0

(iνn)2 − ω2
0 −Π(q, νn)

, (4.23)

where νn = 2πnT (and we set ℏ = 1). In Fig. 4.11 we show Ω(q, 0)/ω0 along a closed triangular

path Γ–K–K ′–Γ within the Brillouin zone. Results are shown for an L = 12 lattice with electron-

phonon coupling λD = 0.4 and bare phonon frequency ω0 = 0.1, at a filling of ⟨n⟩ = 2/3, where we

previously observed evidence of CDW ordering.

At high temperature (β ≪ βc) we find that the renormalized phonon dispersion is relatively flat,

e.g. for β = 2, we have Ω(q, 0)/ω0 ≈ 0.6 for all momenta q. This is indicative of strong electron-

phonon coupling, where the renormalized phonon frequency is uniformly suppressed relative to the

bare phonon frequency even at temperatures well above Tc. This signature of strong coupling is

expected behavior in the Holstein model, and has been observed in the square lattice at similarly

large values of λD [60]. As the temperature is lowered, we observe a softening of the phonon

dispersion at the expected ordering wavevectors K and K ′. We observe sharp dips in the phonon

dispersion as the temperature is reduced to β ≈ 18, consistent with our estimate of βc obtained

from the crossing of Rc curves shown in Fig. 4.9. Due to an expected finite-size effect, Ω(q, 0) does

not reach exactly zero below Tc in our simulations [130].

4.8. Appendix: HMC simulation parameters

Here we provide additional details of the parameter values used in our HMC simulations, which

are explained further in Ref. [26]. We fixed the imaginary-time discretization at ∆τ = 0.05, and

performed updates to the phonon field using HMC trajectories typically of Nt = 50 time-steps of

size ∆t = 0.2. We initially thermalize our systems by performing Ntherm = 2000–3000 trial updates.

This is followed by Nsim = 2500–4000 updates, where measurements are taken at the end of each

68



Figure 4.11. Renormalized phonon frequency. The renormalized phonon
frequency Ω(q, 0)/ω0 at ⟨n⟩ = 2/3 and λD = 0.4, shown for a range of temperatures
from β = 2 to β = 20. Phonon softening at the ordering wavevectors K and K ′ is
observed as the temperature is lowered.

trajectory. Each time-step we numerically solve for the fictitious force ṗ = −∂S
∂x using the conjugate

gradient method with a relative residual error threshold ϵmax = 10−5.

The forces in our HMC dynamics can be separated into fermionic and bosonic components −∂SF
∂x

and −∂SB
∂x (see Eqs. 4.3 and 4.4), where the bosonic part is much less expensive to calculate. We

thus employ time-step splitting where trajectories evolve with time-step ∆t′ = ∆t/nt with nt = 10

using the bosonic force alone, followed by a single step of size ∆t using the fermionic force. We also

use Fourier acceleration via a dynamical mass matrix with regularization parameter mreg = ω0 to

further reduce autocorrelation times.
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CHAPTER 5

Instabilities of Spin-1 Kitaev Spin Liquid Phase in Presence of

Single-Ion Anisotropies

5.1. Chapter Summary

We study the spin-one Kitaev model on the honeycomb lattice in the presence of single-ion

anisotropies. We consider two types of single ion anisotropies: A D111 anisotropy which preserves

the symmetry between X, Y , and Z bonds but violates flux conservation and a D100 anisotropy

that breaks the symmetry between X, Y , and Z bonds but preserves flux conservation. We use

series expansion methods, degenerate perturbation theory, and exact diagonalization to study these

systems. Large positive D111 anisotropy leads to a simple product ground state with conventional

magnon-like excitations, while large negative D111 leads to a broken symmetry and degenerate

ground states. For both signs there is a phase transition at a small |D111| ≈ 0.12 separating

the more conventional phases from the Kitaev spin liquid phase. With large D100 anisotropy, the

ground state is a simple product state, but the model lacks conventional dispersive excitations due

to the large number of conservation laws. Large negative D100 leads to decoupled one-dimensional

systems and many degenerate ground states. No evidence of a phase transition is seen in our

numerical studies at any finite D100. Convergence of the series expansion extrapolations all the

way to D100 = 0 suggests that the nontrivial Kitaev spin-liquid is a singular limit of this type of

single-ion anisotropy going to zero, which also restores symmetry between the X, Y , and Z bonds.

This chapter is based on the following publication [132]:

O. Bradley and R. R. P. Singh, Instabilities of spin-1 Kitaev spin liquid phase in presence of

single-ion anisotropies, Phys. Rev. B. 105, L060405 (2022).
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5.2. Introduction

Kitaev’s spin-half honeycomb lattice model [16] provides a remarkable example of an exactly

soluble emergent behavior with a quantum spin liquid ground state and Majorana fermion

excitations [17, 133, 134, 135, 136, 137, 138, 139, 140, 141, 142, 143]. The search for such

quantum spin liquid phases in spin-half materials remains a major focus of current

research [144, 145, 146, 147, 148, 149, 150, 151]. Larger spin Kitaev models share some exotic

properties of the spin-half models, namely they have conserved fluxes through each hexagon and

no spin-spin correlations beyond nearest neighbors [19,152,153]. Yet, they are different in other

key respects. As first proposed by Baskaran, Sen and Shankar [19] integer spin systems are

unlikely to have Majorana fermions. The difference between integer and half integer spins is also

highlighted in the work of Minakawa et al. [154], who found that introducing large anisotropy

between X, Y , and Z bonds leads to a very different type of ground state in integer spin systems

with no long-range entanglement as compared with half-integer spin systems where similar

anisotropy maps on to the well known Toric code model [133]. Numerical studies have found

further evidence of a gap in the excitation spectra for integer spins and for field induced

spin-liquid phases [18, 152, 153, 155, 156, 157, 158, 159, 160, 161, 162, 163] as well as of large

nearly degenerate subspaces giving rise to entropy plateaus [152,153,164,165]. In a very recent

paper, Chen et al. [166] have shown the existence of emergent Z2 spin liquid phase in the

spin-one system with exotic deconfined anyonic excitations which are not Majorana fermions.

In this chapter we study the spin-one Kitaev model with two different types of single-ion

anisotropies. The first model is given by:

H1 = HK +
D111

3

∑
i

(Sx
i + Sy

i + Sz
i )

2, (5.1)

while the second model is:

H2 = HK +D100

∑
i

(Sz
i )

2, (5.2)

where Hk is the pure spin-one Kitaev honeycomb model Hamiltonian given by

HK = K

∑
⟨i,j⟩

Sx
i S

x
j +

∑
(i,k)

Sy
i S

y
k +

∑
[i,l]

Sz
i S

z
l

 . (5.3)
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Here the X, Y , and Z couplings are on nearest neighbors of the honeycomb lattice pointing along

the three sets of bond directions (see Fig. 5.1).

It is evident that D111 preserves the symmetry between X, Y , and Z bonds whereas D100 does

not. For each hexagon in the lattice (with sites labeled 1, . . . , 6 as shown in Fig. 5.1) one can define

the plaquette flux operator

Wp = eiπ(S
z
1+Sy

2+Sx
3+Sz

4+Sy
5+Sx

6 ). (5.4)

As shown in Ref. [19], the Wp operators both commute with the Kitaev couplings and each other

and have eigenvalues equal to ±1. Hence the model, in the absence of single-ion anisotropy, has

conserved Z2 flux variables on each hexagonal plaquette of the honeycomb lattice. One can show

that D100 term commutes with all the flux variables whereas D111 term does not.

For either type of anisotropy, large positive D leads to a simple product ground state that

can be studied by non-degenerate perturbation theory and high order series expansions. For large

negative D, one can study the system by degenerate perturbation theory. For D111 the phases at

large positive or negative D111 are conventional phases. We find in our numerical studies that these

phases are separated from D111 = 0 by phase transitions. However, no such transition is evident

with D100 anisotropy. In this case even though the large |D100| ground states lack long-range

entanglement, the phases remain exotic, either characterized by absence of conventional dispersive

excitations or by a large number of ground states. Our study suggests that any long-range entangled

quantum spin-liquid ground state depends crucially on the D100 anisotropy going to zero.

A nonzero D100 cannot arise in a system with full symmetry of the honeycomb lattice where

X, Y , and Z bonds are equivalent but D111 must always be present. Our study implies that

experimental realizations of a Kitaev spin-liquid phase are possible in an undistorted honeycomb

structure with D111 single ion anisotropy, up to some moderate value of either sign. However,

lattice distortions which allow D100 terms to arise may immediately destabilize any phase with

long range entanglement.
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Figure 5.1. Geometry of the honeycomb lattice, with the x, y, and z bond
directions indicated. The N = 12 and N = 18 site clusters studied using exact
diagonalization are shown within dashed lines (with periodic boundary conditions).
For each hexagonal plaquette (with sites labeled 1, . . . , 6 as shown), one can define
the flux operator Wp given by Eq. (5.4).

5.3. Model and Perturbation Theories

It is convenient to work in the |x⟩, |y⟩, |z⟩ basis introduced by Koga et al. [152], which can be

expressed in terms of the Sz basis as follows:

|x⟩ = − 1√
2
(|ms = 1⟩ − |ms = −1⟩) (5.5)

|y⟩ = i√
2
(|ms = 1⟩+ |ms = −1⟩) (5.6)

|z⟩ = |ms = 0⟩ . (5.7)

In this basis the spin operators are given by

Sα |β⟩ = iϵαβγ |γ⟩ . (5.8)
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The ground state at large positive D111 is given by

|ψg⟩ =
∏
i

|0i⟩ , (5.9)

where the state |0⟩ at a site is given by

|0⟩ = 1√
3
(|x⟩+ |y⟩+ |z⟩), (5.10)

i.e. the eigenvector of the 3 × 3 matrix (Sx + Sy + Sz)2 with an eigenvalue of zero. To study this

anisotropy we construct two states orthogonal to |0⟩. In particular, we choose the states

|1⟩ = 1√
2
(|x⟩ − |y⟩), (5.11)

and,

|2⟩ = 1√
6
(|x⟩+ |y⟩ − 2 |z⟩). (5.12)

The single-ion anisotropies are diagonal in this basis as are the flux variables.

For large positive D111, ground state properties can be obtained by nondegenerate perturbation

theory which can be calculated by the linked-cluster method [167,168,169]. The linked-cluster

method states that a ground state property per site, P , can be expanded as a sum over all linked

clusters c as

P =
∑
c

L(c)×WP (c), (5.13)

where L(c), called the lattice constant, is the number of ways the linked-cluster c can be embedded

in the lattice per lattice site. The quantity WP (c), called the weight of the cluster associated with

the property P , is defined entirely by the property on the cluster and on its sub-clusters s that can

be embedded in c. It is defined as

WP (c) = NcP (c)−
∑
s⊂c

WP (s), (5.14)

where P (c) is the property calculated for the finite cluster and Nc is number of sites in the cluster.

One can show that the weight of a cluster with Nb bonds only contributes in order Nb or higher.

Thus including all clusters with up to N bonds in Eq. 5.13 guarantees that one has the correct

expansion in the thermodynamic limit to order N .
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Figure 5.2. Phase diagram of the spin-one Kitaev model in the presence of D111

(top panel) and D100 (bottom panel) single-ion anisotropy. The ground states
observed in the limits of both large positive and large negative anisotropy, and
the intermediate Kitaev spin liquid (KSL) region are indicated.

For the expansion around the large positive D111 we work in the basis of direct product of

states |0⟩, |1⟩ and |2⟩. In this basis the D111 term is diagonal. It is useful to predetermine the 9× 9

perturbation matrix for the Kitaev couplings in the product basis of two sites. Once the matrix

elements of the unperturbed Hamiltonian and the perturbation are known, perturbation theory for

a finite system is reduced to simple recursion relations [167,168,169], which can be carried out

through automated computer programs.

We obtain the ground state energy as

Eg/D111 =
∑
n

an(K/D111)
n. (5.15)

The occupation probability of the single-spin excited states |1⟩ or |2⟩ at a site in the ground state

is given by

n12 =
∑
n

bn(K/D111)
n. (5.16)
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The coefficients an and bn up to n = 10 are available at [170]. Numerical results will be presented

in the next section when we compare with exact diagonalization.

For K = 0 there are 2N single particle excitations corresponding to state |1⟩ or |2⟩ on a site.

It is straightforward to construct the leading order in K tight-binding hopping model for these

excitations. The system clearly has conventional single-particle excitations.

For large negative D111 the states |1⟩ and |2⟩ provide degenerate on-site ground states. In this

2N dimensional Hilbert space one can obtain the effective Hamiltonian by degenerate

perturbation theory. Remarkably, in this reduced subspace, Sx, Sy, and Sz become identical

off-diagonal operators and the system maps on to an effective spin-half Ising model, with

commuting terms, that has two degenerate ground states with long-range order.

For the case of large D100 the ground state is given by

|ψg⟩ =
∏
i

|zi⟩ . (5.17)

One can study its properties by non-degenerate perturbation theory using the linked-cluster method

[167,168,169]. The ground state energy series is

Eg/D100 =
∑
n

cn(K/D100)
2n. (5.18)

This model is invariant under a change of sign of the Kitaev couplings and hence the properties

depend only on (K/D100)
2.

The occupation probability of the single-spin excited states |x⟩ or |y⟩ at a site in the ground

state is given by

nxy =
∑
n

dn(K/D100)
2n. (5.19)

The coefficients cn and dn up to n = 12 are available at [170]. Numerical results will be presented

in the next section when we compare with exact diagonalization.

Note that despite the product ground state, this system remains unconventional. Due to various

conservation laws, single-particle states remain confined to single bonds, an |x⟩ excitation is confined

to a single Y bond, where as a |y⟩ excitation is confined to a single X bond. Only states in the

zero-flux sector can be delocalized [171].
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At large negative D100, we need to carry out a degenerate perturbation theory in the space of

states |x⟩ and |y⟩ on the different sites. In this case, it is easier to go back to the Sz basis. In

the degenerate 2N dimensional Hilbert space given by |Sz = ±1⟩, the system at first breaks into

decoupled dimers along the Z bonds. Depending on the sign of the Kitaev couplings, in first-order

perturbation theory, the lower energy state corresponds to parallel or antiparallel spins on each

dimer. This still leaves 2N/2 degenerate states. A higher order degenerate perturbation theory in

this subspace is needed. In the 4th order, the system breaks into coupled chains of Z-bond dimers.

The Z-bond dimers in a row are coupled by a transverse Ising exchange coupling between effective

spin-half degrees of freedom on neighboring dimers. Thus, there are two degenerate ground states

for each such chain of Z-bond dimers and the system has large but nonextensive ground state

degeneracy. In Fig. 5.2 we show a phase diagram illustrating the ground states observed for both

D111 and D100 anisotropy.

To study the model near D = 0 it is essential to perform numerical studies.

5.4. Numerical Studies

We study the ground states of the model with different values of the anisotropy using Lanczos

exact diagonalization of 12 and 18 site clusters for both D111 and D100 anisotropy. The larger

system size study is enabled in the latter case by the conserved fluxes, which reduce the connected

Hilbert space size, and hence the ground state is always found in the zero flux sector. For D111

anisotropy the fluxes are not conserved, however, the translational symmetries of the 18-site cluster

(along with an inversion symmetry) give a reduced Hilbert space dimension ∼ 318

18 , enabling Lanczos

exact diagonalization of this larger system size.

We show below results of ground state energy and its second derivative, on-site occupation

probabilities, entanglement entropy when the system is divided into two equal halves, and fidelity

susceptibility defined as

χF =
2 [1− | ⟨ψg(x)|ψg(x+ dx)|ψg(x)|ψg(x+ dx)⟩ |]

dx2
. (5.20)
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Figure 5.3. Exact diagonalization results for a N = 18 site cluster with D100

anisotropy, with |K| = 1. We show (a) the second derivative of ground state energy
(arbitrary units), (b) entanglement entropy, (c) fidelity susceptibility (arbitrary
units), and (d) ⟨(Sz)2⟩ as a function of D100. Note that ⟨(Sz)2⟩ is equivalent to
nxy as defined in Eq. (5.19).

In Fig. 5.3 the results for various ground state properties with the D100 anisotropy from

Lanczos diagonalization of the 18-site cluster are shown. In Fig. 5.4 the results are shown for the

corresponding study of the 18-site cluster with D111 anisotropy.

It is evident from the figures that the D111 model undergoes a phase transition as the D111 =

0 limit is approached. For the 18-site cluster we find no significant difference in behavior for

ferromagnetic and antiferromagnetic Kitaev couplings. Peaks in the second derivative of the energy

and fidelity susceptibility occur at D111 ≈ ±0.12, along with a region of maximum entanglement

entropy between these values. The value of the anisotropy at which the transition occurs is similar
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Figure 5.4. Exact diagonalization results for a N = 18 site cluster with
D111 anisotropy, for both ferromagnetic (FM) and antiferromagnetic (AF) Kitaev
couplings. We show (a) the second derivative of ground state energy (arbitrary
units), (b) entanglement entropy, (c) fidelity susceptibility (arbitrary units), and
(d) ⟨(Sx + Sy + Sz)2⟩ as a function of D111. Note that 1

3⟨(S
x + Sy + Sz)2⟩ is

equivalent to n12 as defined in Eq. (5.16).

in the two cases. The average plaquette flux ⟨Wp⟩ approaches 1 as the D111 = 0 limit is approached

as expected, changing rapidly in the transition region and falling to zero in the limit of large

negative or large positive D111 anisotropy, as shown in Fig. 5.5(a).

In contrast, for the D100 anisotropy the sharpest changes occur at D100 = 0. The entanglement

entropy, fidelity susceptibility, and second derivative of ground state energy are all sharply peaked

very near D100 = 0. In the finite system the peaks are not strictly at D100 = 0, but they are also

system size dependent and consistent with the singularity being right at D100 = 0. The transition
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Figure 5.5. Average value of the plaquette flux operator Wp as a function of
(a) D111 anisotropy and (b) D100 anisotropy, for both ferromagnetic (FM) and
antiferromagnetic (AF) Kitaev couplings. Exact diagonalization results are shown
for a N = 12 site cluster.

at D100 = 0 is further supported by comparison with the series analysis, which is done in the

thermodynamic limit, presented in the next section. Since the ground state is always in the zero

flux sector, we have ⟨Wp⟩ = 1 for all values of D100 as shown in Fig. 5.5(b).

5.5. Comparison with Series Expansion and Discussion

A direct comparison of the energy and state occupation nxy for positive D100 are shown in

Fig. 5.6. For the D100 anisotropy the series are in powers of (K/D100)
2. One can estimate the

ground state energy in the large K/D100 limit by using Padé extrapolation. Since the energy

in this limit must go as K, we first square the energy series. The resulting series are analyzed

by [n/n − 1] Padé approximants. This ensures the correct large K/D100 behavior. The series

results for different Padé approximants are shown. One can see that the range of convergence is

improving as more terms are added. However, the convergence slows down as D100 goes to zero.

The extrapolated values at K/D100 → ∞ from [n/n − 1] Padé are then further extrapolated as

a function of 1/n in Fig 5.7. The linear fit to 1/n gives ground state energy at D100 = 0 of

E/K = −0.656, which is close to the value E/K ∼ −0.65 obtained from previous numerical studies

of finite-size clusters [152,155]. The success of this extrapolation is evidence that the transition

to a long-range entangled state happens very close to D100 = 0, likely right at D100 = 0. Also, the
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Figure 5.6. (a) Ground state energy per site and (b) local occupation of excited
states as a function of D100. Exact diagonalization results are shown for a N = 18
site cluster, along with Padé approximants to each series expansion.

need to extrapolate Padé results with 1/n suggests that D100 = 0 is a singular limit. Thus, for any

nonzero D100 > 0, the ground state is adiabatically connected to the product state at large D100

and hence lacks long-range entanglement.

For theD111 case also the series expansion converges well at largeD111 values until the transition

region is reached beyond which the series expansion disagrees sharply with the exact diagonalization

results, as shown in Fig. 5.8. No meaningful estimate of the properties in the D111 → 0 limit can

be obtained from the series. This is consistent with the existence of a phase transition in the model

at finite D111.
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to be approximately E/K = −0.656.
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Figure 5.8. Ground state energy per site as a function of D111 anisotropy, for
both (a) ferromagnetic and (b) antiferromagnetic Kitaev couplings. Results are
shown comparing exact diagonalization data for a N = 12 site cluster and a Padé
approximant of series expansion data.

We note that within perturbation theory the ferromagnetic and antiferromagnetic Kitaev

models are identical in first few orders. The difference first arises in the order (K/D111)
7.

Similarly, the leading effective Hamiltonian at large negative D111 and the selection of order does

not depend on the sign of Kitaev exchange couplings. Thus any difference between ferromagnetic
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and antiferromagnetic Kitaev couplings is a higher-order process and comparison with the exact

diagonalization suggests that it is numerically not very significant. We note that the addition of

other exchange couplings (such as Heisenberg and Gamma couplings) and magnetic fields to the

Kitaev Hamiltonian causes sharp differences between ferromagnetic and antiferromagnetic Kitaev

models in both the spin-half and spin-one cases [18, 146, 155, 156, 157, 158] and these deserve

further attention in the presence of single-ion anisotropies.

5.6. Conclusions

In this chapter we have studied the spin-one Kitaev model with two types of single-ion

anisotropies using a variety of perturbative and numerical methods. We find that the D111

anisotropy, which preserves the symmetry between X, Y , and Z bonds but violates flux

conservation, leads to conventional phases and excitations at large anisotropy values. There is a

phase transition at a modest value of D111/K ≈ 0.12 that separates these conventional phases

from the Kitaev spin liquid. In contrast, for large D100 anisotropy, even though the ground states

are simple and lack long-range entanglement the system remains exotic at both large negative and

positive D100 values. For positive D100 there is a non-degenerate ground state but no conventional

dispersive quasiparticle excitations. For negative D100, the system decouples into chains of

Z-bond dimers that are coupled by an effective Ising coupling along the chain. Thus there are two

degenerate ground states for each such chain. No signature of a phase transition is seen in our

study as a function of D100. The fidelity, second derivative of free energy and entanglement

entropy are all sharply peaked near D100 = 0 suggesting that the Kitaev spin liquid emerges only

upon D100 going to zero and restoration of symmetry between X, Y , and Z bonds. We emphasize

that the Kitaev spin-liquid becomes immediately unstable in the presence of D100 anisotropy.

Candidate materials for spin-one Kitaev spin liquids and underlying exchange mechanisms have

been recently proposed [18]. Real spin-one materials are known to always have some single-ion

anisotropies. A material with the full symmetry of the honeycomb lattice will likely have only D111

anisotropy. Our work shows that the anisotropy value must be small compared to Kitaev couplings

to realize a Kitaev spin liquid ground state. However, distortions which can allow nonzero D100

anisotropy may be particularly destabilizing to the long-range entangled spin-liquid phase.
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In future, it may be useful to study the nature of the phase transitions for D111 anisotropy.

Density matrix renormalization group or tensor network studies on larger system sizes may be

helpful in this respect [166]. For a positive sign ofD111 the two phases on either side of the transition

have no broken symmetries, hence we speculate that the transition may be purely topological in

nature, although the transition could be first order. It would also be interesting to better elucidate

the mechanism for loss of long-range entanglement with D100 anisotropy, which should also throw

further light on the nature of the spin-liquid phase.
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CHAPTER 6

Thermodynamic Behavior of Modified Integer-Spin Kitaev

Models on the Honeycomb Lattice

6.1. Chapter Summary

We study the thermodynamic behavior of modified spin-S Kitaev models introduced by

Baskaran, Sen, and Shankar [Phys. Rev. B 78, 115116 (2008)]. These models have the property

that for half-odd-integer spins their eigenstates map on to those of spin-1/2 Kitaev models, with

well-known highly entangled quantum spin-liquid states and Majorana fermions. For integer

spins, the Hamiltonian is made out of commuting local operators. Thus, the eigenstates can be

chosen to be completely unentangled between different sites, though with a significant degeneracy

for each eigenstate. For half-odd-integer spins, the thermodynamic properties can be related to

the spin-1/2 Kitaev models apart from an additional degeneracy. Hence we focus here on the case

of integer spins. We use transfer matrix methods, high-temperature expansions, and Monte Carlo

simulations to study the thermodynamic properties of ferromagnetic and antiferromagnetic

models with spin S = 1 and S = 2. Apart from large residual entropies, which all the models

have, we find that they can have a variety of different behaviors. Transfer matrix calculations

show that for the different models, the correlation lengths can be finite as T → 0, become critical

as T → 0 or diverge exponentially as T → 0. The Z2 flux variable associated with each hexagonal

plaquette saturates at the value +1 as T → 0 in all models except the S = 1 antiferromagnet

where the mean flux remains zero as T → 0. We provide qualitative explanations for these results.

This chapter is based on the following publication [172]:

O. Bradley, J. Oitmaa, D. Sen, and R. R. P. Singh, Thermodynamic behavior of modified

integer-spin Kitaev models on the honeycomb lattice, Phys. Rev. E. 103, 022109 (2021).
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6.2. Introduction

In the study of quantum spin systems [134], Kitaev materials have emerged as a very active

field of research [17,146,147,148,149]. Following Kitaev’s introduction of the honeycomb lattice

model with bond-dependent Ising interactions for different spin components [16] and subsequent

theoretical work [135,136,137,138,139,173,174,175,176,177], Jackeli and Khaliullin showed

how such exchanges can be realized in real materials [144]. Since then, a number of materials

have been proposed where such interactions are dominant [147,148,149]. Possible observation of

fractionally quantized thermal Hall effect [145] has made these systems central in the search for

quantum spin-liquid phases of matter.

While much interest has justifiably focused on spin-1/2 Kitaev materials, it has been shown that

Kitaev models with arbitrary spin retain many interesting properties [18,19,152,153,154,155,

178,179,180,181,182]. For arbitrary spin, the system is a classical spin-liquid at intermediate

temperatures, with only very short-range spin correlations and an extensive classical degeneracy.

There are conserved flux variables associated with each elementary hexagonal plaquette. The lack

of exact solubility of the models for spin greater than half means that the ground state is not

known. One very interesting issue is the possibility that the property of half-odd-integer and

integer spins can be very different at low temperatures. Like the famous Haldane chain problem in

one dimension, half-odd-integer spin models may have gapless excitations while integer spins may

be gapped. Increasingly, many studies have focused on material realization of higher-spin Kitaev

models [18,156,182].

In Ref. [19], Baskaran, Sen, and Shankar (BSS) introduced a simpler model which we call a

modified Kitaev model. This model shares some key features with the Kitaev model. It is defined

by replacing the spin operators Sα
i in the Kitaev model by the operators ταi = eiπS

α
i . The model

has Ising couplings between different components of the τ variables on different bonds, just like in

the Kitaev model. This model continues to have conserved local flux variables on each hexagonal

plaquette of the honeycomb lattice. For each half-odd-integer spin, the model is equivalent to

many copies of the spin-1/2 Kitaev model. Thus its eigenstates are highly entangled and support

Majorana fermion excitations. In contrast, for integer-spins, the basic τ operators at a site commute

with each other. Thus all eigenstates can be chosen to be a product state from site to site with
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no intersite entanglement. However, the system remains highly degenerate, which leaves open the

possibility of constructing entangled eigenstates via superposition of the many degenerate states.

The modified Kitaev model is an interesting statistical model in its own right and the goal of this

paper is to understand its thermodynamic behavior.

The Hamiltonian for the modified Kitaev model is [19]:

H = J

∑
⟨i,j⟩

τxi τ
x
j +

∑
(i,k)

τyi τ
y
k +

∑
[i,l]

τ zi τ
z
l

 , (6.1)

where ταi = eiπS
α
i and ⟨i, j⟩, (i, k), and [i, l] denote nearest-neighbor pairs which have a bond

pointing along the x, y, and z bond directions of the honeycomb lattice, respectively. Sα
i (α =

x, y, z) are the spin operators (defined at each site i) which are (2S +1)× (2S +1) matrices. Since

the spin operators Sx, Sy, and Sz satisfy eiπS
a
eiπS

b
= (−1)2SeiπS

b
eiπS

a
(for a ̸= b), for integer spins

the τα operators commute and hence can be simultaneously diagonalized. As shown in Appendix

A, the resulting matrices have diagonal elements ±1, and the model becomes a classical statistical

model.

In this work we study the integer spin BSS models using high-temperature expansions, transfer

matrices, and Monte Carlo simulations. We find a very rich finite-temperature thermodynamic

behavior, which can be contrasted with the known results for the Kitaev model. In the Kitaev

model, the intermediate temperature physics is dominated by an entropy plateau at exactly half

the maximum entropy regardless of the spin and ferromagnetic vs antiferromagnetic coupling in

the model. The existence of such plateaus is an important indicator of a low-energy subspace

from which the quantum spin-liquid states emerge. In Appendix B, we provide a semiclassical

explanation for this residual entropy of large-spin Kitaev models. In contrast to the Kitaev model,

for the BSS model ferromagnetic and antiferromagnetic models behave very differently, and between

the S = 1 and S = 2 ferromagnetic and antiferromagnetic cases, we find several classes of behaviors.

For the S = 1 antiferromagnet, the system stays disordered as T → 0 with zero net flux and a

short correlation length. The S = 2 antiferromagnet appears to have an exponentially diverging

correlation length as T → 0 on finite-width cylinders. It is known that in the one-dimensional

transverse field Ising model, as the magnetic field is varied (near T = 0) there is analogous behavior
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of the correlation length in the low and high field regimes. There is a disordered gapped phase

at T = 0 with short-range correlations at high fields, and an ordered gapped phase in which the

correlation length becomes exponentially large as T → 0. In this sense, the antiferromagnetic

models for S = 1 and S = 2 appear to be gapped and on two sides of a T = 0 order-disorder

transition. In contrast the S = 1 and S = 2 ferromagnetic models appear critical with correlation

length scaling with the width of the cylinder, presumably implying critical correlations and gapless

excitations in the thermodynamic limit. This shows that the modified Kitaev models have a wide

variety of thermodynamic behavior at intermediate temperatures.

In Sec. 6.3 we discuss the τ operators for S = 1 and S = 2 and some general properties of our

model. In Sec. 6.4 we discuss the transfer matrix method for a finite-width cylindrical strip, our

Monte Carlo simulations, and the method of high-temperature series expansions. In Sec. 6.5 the

numerical results for the model are presented and we discuss some analytical insights into these

results. We consider the integer-spin models only in this work. Finally in Sec. 6.6 we present our

conclusions, open questions and the relevance of these studies to the Kitaev family of materials.

6.3. Modified Kitaev Model

Figure 6.1. Geometry of the honeycomb lattice (shown for a semi-infinite lattice
n = 6 sites in width), with the x, y, and z bond directions indicated. Each site
may be labeled (α, β) where α denotes the row number and β = 1, . . . , n denotes
the position of the site along its row.
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For each hexagon in the lattice (with sites labeled 1, . . . , 6 as shown in Fig. 6.1) one can define

the plaquette flux operator

Wp = eiπ(S
z
1+Sy

2+Sx
3+Sz

4+Sy
5+Sx

6 ) = Π6
i=1τ

αout
i , (6.2)

where αout is the direction pointing out of the loop at site i. As shown in Ref. [19], the Wp

operators both commute with the Hamiltonian and each other and have eigenvalues equal to ±1.

Hence the model has conserved Z2 flux variables on each hexagonal plaquette of the honeycomb

lattice. For integer spin, this conservation is trivial as each τi commute with each other.

Nevertheless, the thermal expectation value of these flux variables is strongly correlated with the

thermodynamic behavior of the model, as we will show here, resembling that in the original

Kitaev models. This suggests that the modified Kitaev models preserve some aspects of the

Kitaev model thermodynamics despite their simplicity.

The τα (α = x, y, z) operators can be simultaneously diagonalized, giving three diagonal

matrices of dimension (2S + 1) × (2S + 1). As shown in Appendix A, for S = 1 this gives three

possibilities for (τx, τy, τ z) at each site: (1,−1,−1), (−1, 1,−1), and (−1,−1, 1). For S = 2, the

diagonalized tau operators yield five possibilities for (τx, τy, τ z) per site, which have

(τx, τy, τ z) = (−1,−1, 1), (−1, 1,−1), (1, 1, 1), (1,−1,−1), and (1, 1, 1). Note that the five triplets

contain those found for S = 1, plus an additional pair for which τx = τy = τ z = 1.

6.3.1. Zero-temperature entropy for the spin-1 ferromagnetic model

We will derive here an exact result for the ground-state entropy per site for the spin-1

ferromagnetic model where the nearest-neighbor interactions are taken to be of the form τamτ
a
n ,

where τam = eiπS
a
m at site m. For the spin-1 case, we find that

τxm τym τ zm = 1, (6.3)

for each m, and the three possible states at each site have (τx, τy, τ z) = (1,−1,−1), (−1, 1,−1),

and (−1,−1, 1) in a suitably defined basis.

89



The Hamiltonian of the model is given by

H = J
∑
mn

τam τan , (6.4)

where the sum goes over nearest-neighbor pairs of sites (mn) of the honeycomb lattice, and a

depends on the direction of the bond joining (mn). The ferromagnetic case corresponds to J < 0.

Now, each state at site m has one of the τam’s equal to +1; hence the ground state for the bond

involving τam = +1 must have its neighboring τan also equal to +1. Let us call this bond a dimer.

All the nondimer bonds have both τam and τan equal to −1, which is also the ferromagnetic ground

state of those bonds. The total number of ground states of the ferromagnetic model is therefore

given by the number of dimer coverings of the honeycomb lattice. In the thermodynamic limit in

which the number of sites N → ∞, it is known [183,184,185] that the number of dimer coverings

is given by (1.381)N/2. Hence the ground-state entropy per site is given by (1/2) ln(1.381) ≃ 0.161.

6.3.2. Ground state energy per site equal to −3/2 implies that the flux per

hexagon is +1

The identity in Eq. (6.3) holds for both spin-1 and spin-2 models. For the cases of spin-1

ferromagnet, spin-2 ferromagnet, and spin-2 antiferromagnet, it is found that the ground-state

energy per site is equal to −3/2 (for |J | = 1). This means that every bond simultaneously has

minimum energy. We will now show that in all these cases, the flux in each hexagon must be equal

to +1. The flux is defined as

Wp = τ z1 τ
y
2 τ

x
3 τ z4 τ

y
5 τ

x
6 (6.5)

(see Fig. 6.1). Equation (6.3) implies that τ z1 = τx1 τ
y
1 , and so on. Hence Eq. (6.5) can be re-written

as

Wp = (τx1 τ
x
2 ) (τ

z
2 τ

z
3 ) (τ

y
3 τ

y
4 ) (τ

x
4 τ

x
5 ) (τ

z
5 τ

z
6 ) (τ

y
6 τ

y
1 ) . (6.6)

Each of the terms in parentheses in Eq. (6.6) corresponds to one of the interaction terms in the

Hamiltonian, and each such term is equal to +1 or −1 in the ground state depending on whether

the model is ferromagnetic or antiferromagnetic, provided that the ground-state energy per spin
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attains the value −3/2. We therefore see that Wp must be equal to +1 in every hexagon in such

ground states.

6.4. Methods

6.4.1. Transfer Matrix Method

One approach we employ to study the thermodynamic properties of our model is the transfer

matrix method, which we now describe in detail. For spin-1, each site has three possible spin states

σ = {1, 2, 3}, and we have (τxi , τ
y
i , τ

z
i ) = (1,−1,−1), (−1,−1, 1) or (−1,−1, 1) if site i is in state 1,

2, or 3 respectively. Consider a honeycomb lattice formed by stacking N rows, each consisting of

n sites. There are 3n possible configurations on each row. The total energy of the lattice obtained

by Eq. (6.1) is denoted E{σi}, which depends on the state at each site. The partition function is

given by

Z =
∑
{σi}

e−βE{σi}, (6.7)

where the sum is over all possible spin states at each site. Labeling the rows as 1, 2, . . . , N , this

can be written as

Z =
∑
{σ1}

∑
{σ2}

. . .
∑
{σN}

e−βE({σ1},{σ2},...,{σN}), (6.8)

where
∑
{σ1} denotes a sum over all 3n configurations of row 1, etc. The transfer matrix method

relies on the fact that one can construct a particular matrix T such that the partition function can

be written as

Z =
∑
{σ1}

∑
{σ2}

. . .
∑
{σN}

T1;2T2;3T3;4 . . . TN−1;NTN ;1, (6.9)

where TA;B is a 3n × 3n matrix containing contributions to the total energy arising from a pair of

rows (labeled A and B), with row B directly above row A, and we have assumed periodic boundary

conditions by writing TN ;1. The partition function now becomes

Z =
∑
{σ1}

TN
1;1 = Tr

(
TN
)
, (6.10)
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where T is a 3n × 3n matrix. The elements of T are given by

T (i, j) = exp[−β(E1 + E2 + E3 + E4)], (6.11)

where the energy terms are as given in Eqs. (6.12)–(6.15) below. To find the matrix element T (i, j)

we consider a pair of rows labeled 1 and 2, with row 2 directly above row 1. Let rows 1 and 2 have

configurations i and j, respectively, where i and j denote one of 3n possible row configurations.

For clarity, let us label each lattice site by (α, β), where α denotes the row number of the site, and

β = 1, 2, . . . , n denotes the position of the site along its row as shown in Fig. 6.1. The energy terms

in Eq. (6.11) are then given by

E1 =
1

2

(
τx1,1τ

x
1,2 + τx1,3τ

x
1,4 + . . .+ τx1,n−1τ

x
1,n

)
, (6.12)

E2 =
1

2

(
τx2,1τ

x
2,2 + τx2,3τ

x
2,4 + . . .+ τx2,n−1τ

x
2,n

)
, (6.13)

E3 = τy1,2τ
y
2,1 + τy1,4τ

y
2,3 + τy1,6τ

y
2,5 + . . .+ τy1,nτ

y
2,n−1, (6.14)

E4 =
(
τ z1,3τ

z
2,2 + τ z1,5τ

z
2,4 + . . .+ τ z1,n−1τ

z
2,n−2

)
+ τ z1,1τ

z
2,n, (6.15)

The factors of 1/2 in E1 and E2 are included to avoid double counting interactions from the x

bonds. The last term in E4 is included due to the periodic boundary condition.

Since the trace of TN is independent of the basis used, if we consider the basis where T is

diagonal, then TN = diag(λN1 , λ
N
2 , λ

N
3 , . . . , λ

N
3n), where λi are the eigenvalues of T . Letting λ1

denote the largest eigenvalue, the partition function can now be written as

Z = λN1 + λN2 + λN3 + . . . (6.16)

= λN1

[
1 +

(
λ2
λ1

)N

+

(
λ3
λ1

)N

+ . . .

]
. (6.17)

In the limit N → ∞ (i.e., a semi-infinite lattice) we therefore have Z = λN1 . The free energy

can then be found from F = −kBT lnZ = −kBTN ln(λ1), and since the total number of sites is

Ntot = N × n, the free energy per site is given by

f =
F

Ntot
= −kBT

ln(λ1)

n
. (6.18)
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Thermodynamic quantities such as entropy, specific heat, and internal energy can then be obtained

by taking suitable derivatives of the free energy. The correlation length can also be found from the

ratio of the two largest eigenvalues of the transfer matrix

ξ =
1

ln(λ1/λ2)
. (6.19)

6.4.2. Monte Carlo Method

We also employ a Monte Carlo procedure to study the thermodynamic properties of the model.

This allows us to verify our transfer matrix and high-temperature series expansion results and also

investigate the thermodynamic behavior of the flux variable Wp defined previously. For both the

spin-1 and spin-2 cases, the τα operators commute and can be simultaneously diagonalized with

diagonal entries equal to ±1. Thus for integer spin, our model is akin to an Ising spin model which

can be studied using classical Monte Carlo methods.

For spin-1, there are three possible states per site, whereas for spin-2 there are five possible

states. We use the Metropolis-Hastings algorithm to perform local updates of these states. That

is, for each Monte Carlo sweep, a change in the state at each site is proposed in sequence, and one

accepts the move if the energy difference ∆E < 0, otherwise the move is accepted with probability

e−β∆E . Simulations were performed for honeycomb lattices with periodic boundary conditions for

systems with up to 40 × 40 sites. We present Monte Carlo results for both the mean energy and

specific heat per site, and also the mean flux per plaquette as a function of temperature, which is

evaluated by averaging the mean flux over sampled configurations, i.e.,

⟨Wp⟩ =
1

Nmeas

1

Np

Nmeas∑
i=1

Np∑
p=1

Wp, (6.20)

where Nmeas is the number of measurement sweeps performed (at least 10, 000 in our simulations),

and Np = N/2 is the number of hexagonal plaquettes in the lattice, which is equal to half the total

number of sites.
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We also compute a second moment correlation length ξ2 corresponding to state-state

correlations, defined by

ξ22 =
1

2d

∑
ij r

2
ij(⟨σiσj⟩ − ⟨σi⟩⟨σj⟩)∑

ij(⟨σiσj⟩ − ⟨σi⟩⟨σj⟩)
, (6.21)

where σi denotes the state at site i, rij is the distance between two sites in the lattice, and d = 2 is

the number of dimensions. We map the states onto vectors in two dimensions, i.e., for spin-1 the

three states are mapped to (1, 0), (−1/2,
√
3/2), and (−1/2,−

√
3/2). The correlation σiσj is then

defined as the scalar product of the vectors corresponding to the states at sites i and j, and our

assignment is symmetric between the three possible states.

6.4.3. High Temperature Series Expansion Method

The partition function for any interacting many-particle system is given by

Z = Tr{e−βH}. (6.22)

The quantity

A ≡ (1/N) lnZ (6.23)

can be obtained via a linked-cluster method as

Abulk = ΣgcgÃg (6.24)

where the sum is over a set {g} of finite clusters of increasing size, cg is an embedding constant, and

Ãg is the “reduced” value of lnZ for cluster g, with all of the subcluster contributions subtracted

off. Technical details are explained in Ref. [167]. In the present classical case, where all operators

commute, we can use the simpler form,

Z = Σne
−βEn = Σrgre

−βEr (6.25)

where the first sum is over all states {n}, which can be grouped into a sum over distinct eigenstates

{r} with gr being the degeneracy. For any finite cluster g the partition function is then a finite,

fairly small, sum of weighted exponentials, which can be expanded to give a series in powers of

β = 1/kBT , from which lnZ is easily obtained. The bulk series will then be correct to an order
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determined by the number of bonds in the largest cluster. For S = 1 we have computed a series

to order β16, using a set of 17060 clusters with up to 16 bonds. For S = 2 a series to order β14

was obtained, requiring 3453 distinct clusters. We do not list the series coefficients here, but they

are available in Supplemental Material [186]. From the series for (1/N) lnZ we obtain series for

entropy, energy and specific heat using standard thermodynamic relations. The series are then

evaluated using standard Padé approximant methods.

6.5. Results and Discussion

6.5.1. Thermodynamics of Spin-1 model

In this chapter we study the thermodynamic properties of the modified Kitaev model for S = 1

and S = 2, for both ferromagnetic (J < 0) and antiferromagnetic (J > 0) couplings, using high-

temperature series expansions, transfer matrices, and Monte Carlo simulations (note that we take

|J | = 1 throughout). We first present results for the entropy, specific heat, energy and correlation

length for the ferromagnetic S = 1 case. Since the transfer matrix procedure involves finding the

eigenvalues of a 3n × 3n matrix we are computationally limited to studying lattices infinite in one

direction but no more than n = 8 sites wide. Figure 6.2(b) shows the entropy per site calculated

using the transfer matrix method for systems of width n = 4, 6 and 8. There is a nonzero residual

entropy as the temperature approaches zero, resulting from the large degeneracy of the ground

state. With increasing lattice size, the residual entropy per site approaches (1/2) ln(1.381) ≈ 0.161

as T → 0, which is directly related to the number of dimer coverings of the honeycomb lattice as

discussed in Sec. 6.3.1. We also observe a plateau in S(T ) at the value of the residual entropy

for T ≲ 0.3 and find that the entropy per site approaches ln(3) in the high-temperature limit, as

expected. We also plot the HTE result for the entropy for comparison. There is a close agreement

between the transfer matrix and HTE data at high temperature, indicating that our result is

accurate in the thermodynamic limit. However the HTE convergence breaks down before the onset

of the low-temperature entropy plateau.

The specific heat shows a single broad peak, with the HTE result in close agreement with the

n = 8 transfer matrix result in this region as shown in Fig. 6.2(c). In addition, our transfer matrix
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Figure 6.2. S = 1 ferromagnetic model (J < 0): Transfer matrix (TM), high-
temperature expansion (HTE) and Monte Carlo results are shown for (a) energy
per site, (b) entropy per site, (c) specific heat per site, and (d) correlation length,
as a function of temperature. TM results are shown for systems n = 4, 6, and 8
sites wide, and HTE data are extrapolated using a Padé approximant of order [8, 8].
Monte Carlo data are shown for lattices of size 40× 40.

result for C(T ) agrees well with Monte Carlo data obtained for 40×40 lattices. Figure 6.2(a) shows

the ground-state energy per site is equal to −3/2, which corresponds to all bonds of the honeycomb

lattice becoming satisfied as T → 0. We also use Eq. (6.19) to find the correlation length ξ from

the ratio of the two largest eigenvalues of the transfer matrix. For the ferromagnetic S = 1 case, ξ

scales with the lattice width as T → 0 indicating critical behavior, as shown in Fig. 6.2(d).

For the antiferromagnetic S = 1 case, there are several notable differences in the thermodynamic

behavior compared to the ferromagnetic model, as shown in Fig. 6.3. Firstly, there is a much larger

residual entropy of approximately 0.837, with a plateau present for T ≲ 0.5. Since there is no

configuration for which all antiferromagnetic couplings in the lattice are satisfied, the ground-state
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Figure 6.3. The S = 1 antiferromagnetic model (J > 0): TM, HTE, and Monte
Carlo results are shown for (a) energy per site, (b) entropy per site, (c) specific heat
per site, and (d) correlation length, as a function of temperature. TM results are
shown for systems n = 4, 6 and 8 sites wide, and HTE data are extrapolated using
a Padé approximant of order [8, 8]. Monte Carlo data are shown for lattices of size
40× 40.

energy per site is also greater and attains the value −1/2. Thus the system remains disordered as

T → 0. This energy per site corresponds to having 2/3 of the bonds in the lattice satisfied and 1/3

unsatisfied (e.g., those in a particular bond direction x, y, or z) in the ground state. In contrast

to the ferromagnetic case, our transfer matrix results exhibit almost no dependence on the system

width n for any of the lattice sizes studied, and there is a closer agreement with HTE data for

specific heat at temperatures below the peak. The correlation length also remains short as T → 0

independent of n, and does not scale with system width. As in the ferromagnetic case, our transfer

matrix results for E(T ) and C(T ) agree well with Monte Carlo simulations on 40 × 40 lattices,

indicating that the finite-width cylinders studied yield quite accurate results for our purposes.
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Identification of the growing correlations: The transfer matrix results do not tell us which

correlation length is the largest in the system. In the Monte Carlo simulations, we have examined

several correlation functions, including the spin-spin correlations involving the variable τi, the Z2

flux-flux correlation functions for different hexagons and the correlation between the occupation of

the (2S+1) states of the system at different sites. Only the latter grows, as temperature is lowered,

in a manner similar to the correlation length found from the transfer matrix calculations. As shown

in Fig. 6.4 for the S = 1 ferromagnet, ξ(T ) from transfer matrix calculations behaves similarly to

the state-state correlation length ξ2 obtained in the Monte Carlo simulations. Plotting ln(ξ2) as a

function of 1/T for both yields approximately straight lines of comparable slope, suggesting they

have similar functional forms. We note that, at low temperatures, we found it difficult to explore

2

2

Figure 6.4. Top: Monte Carlo result for the state-state correlation function for the
S = 1 ferromagnetic model (6×6 lattice). ln ξ2 is plotted as a function of 1/T along
with a linear least-squares fit with slope 1.685 ± 0.016. Bottom: Transfer matrix
result for the correlation length for a system n = 6 sites wide, again for the S = 1
ferromagnet. ln ξ is plotted as a function of 1/T along with a linear least-squares fit
with slope 1.747± 0.003.

98



the behavior of the system with Monte Carlo simulations, even when incorporating some cluster

moves which collectively change the states of sites belonging to one hexagon. Once the system

enters the manifold of degenerate states, acceptance of the Monte Carlo moves goes rapidly to zero.

Thus, at lower temperatures, we have to rely on the transfer matrix calculations.

6.5.2. Thermodynamics of Spin-2 model

For both the ferromagnetic and antiferromagnetic S = 2 models there are five possible states

per site. The transfer matrix procedure thus limits us to studying finite-width cylinders no more

than n = 4 sites wide, since the method now requires finding the eigenvalues of a 5n × 5n matrix.

Nevertheless, we find the transfer matrix results closely agree with Monte Carlo data for 40 × 40

clusters at low temperature, and also with high-temperature series expansion results (which are

formally defined in the thermodynamic limit) down to temperatures at which the specific heat

peaks.

In Fig. 6.5, we show results for the entropy, specific heat, energy, and correlation length for

the ferromagnetic S = 2 case. As in all the models, there is a large ground-state degeneracy and

a corresponding residual entropy per site as T → 0, which we find to be approximately 0.707. In

this model, the majority of ground states are those for which all sites have (τx, τy, τz) = (1, 1, 1);

however, one can also find additional ground states by changing the state of sites belonging to

closed loops in the lattice. In Sec. 6.5.3 we provide a more thorough analytical explanation of

this residual entropy value. Both the ferromagnetic S = 1 and S = 2 models have a ground-state

energy per site of −3/2 indicating that all bonds in the lattice may be satisfied. Similarly to the

S = 1 case, the S = 2 ferromagnet also appears critical with the correlation length limited by the

width of the system, presumably implying critical correlations in the thermodynamic limit. As

shown in Fig. 6.6(b), the antiferromagnetic S = 2 model has a lower residual entropy per site of

approximately 0.520. However, in contrast to the S = 1 case, it is possible to satisfy all the bonds

in the lattice leading to ground-state energy of −3/2 per site. The S = 2 antiferromagnet also

appears to have an exponentially diverging correlation length as the temperature is lowered. This

is illustrated in Fig. 6.6(d), which shows the transfer matrix result for a semi-infinite lattice n = 4

sites wide.
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Figure 6.5. The S = 2 ferromagnetic model (J < 0): TM, HTE and Monte Carlo
results are shown for (a) energy per site, (b) entropy per site, (c) specific heat
per site, and (d) correlation length, as a function of temperature. TM results are
shown for a system n = 4 sites wide, and HTE data are extrapolated using a Padé
approximant of order [7, 7]. Monte Carlo data are shown for lattices of size 40× 40.

6.5.3. Ground state entropy for the spin-2 ferromagnetic model

For the spin-2 case, we know that there are five states at each site in which (τx, τy, τ z) =

(1,−1,−1), (−1, 1,−1), (−1,−1, 1), (1, 1, 1), and (1, 1, 1) in a suitably defined basis. Note that

there are two states both of which have (τx, τy, τ z) = (1, 1, 1). For the ferromagnetic model, a

state in which all sites have (1, 1, 1) is clearly a ground state. Since this can happen in two possible

ways at each site, we see that the number of ground states be at least as large as 2N , for an N -site

system. Hence the ferromagnetic model will have a ground state entropy per site which is at least

as large as ln 2 ≃ 0.693. We will now argue that the entropy per site is a little larger than this

value.
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Figure 6.6. The S = 2 antiferromagnetic model (J > 0): TM, HTE, and Monte
Carlo results are shown for (a) energy per site, (b) entropy per site, (c) specific heat
per site and (d) correlation length, as a function of temperature. TM results are
shown for a system n = 4 sites wide and HTE data are extrapolated using a Padé
approximant of order [6, 6]. Monte Carlo data are shown for lattices of size 40× 40.

Starting with one of the ground states in which all sites have (1, 1, 1), suppose that we replace

the states for the six sites in a particular hexagon by (1,−1,−1), in which the values −1 are along

the bonds going around the hexagon while the value 1 is along the bond which is directed away from

the hexagon. This gives another ground state since a bond which has −1 at both ends is satisfied

for a ferromagnetic interaction. The number of such states is, however, less than 2N by a factor of

26, since we now have only one possible state (instead of two) at each of the sites in that hexagon.

Next, let the number of such hexagons where this replacement is made be n, where n can go from

zero to a maximum of N/2 (which is the number of hexagons for an N -site system). Actually,

n should be much less than N/2 since we cannot make such a replacements in two neighboring

hexagons; we will see below that indeed n ≪ N/2, so that two such hexagons are unlikely to be
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neighbors of each other. The number of ways n hexagons can be chosen out of N/2 is given by

N/2Cn. Hence the ground-state partition function is given by

Z = 2N
∑

n=0,1,···

1

26n
N/2Cn. (6.26)

Introducing the variable p = n/(N/2), we can rewrite Eq. (6.26) as

Z = 2N
∫ 1

0
dp exp

[
− pN

2
ln
(
26
)

+
N

2
ln
N

2
− pN

2
ln
pN

2
− (1− p)N

2
ln

(1− p)N

2

]
, (6.27)

where we have used Stirling’s formula for the factorial functions. We now find the maximum of the

terms in the exponential in Eq. (6.27) as a function of p. This gives the condition

p

1− p
=

1

26
. (6.28)

Since 1/26 ≪ 1, this gives p = 1/26 to a good approximation. Substituting this back in Eq. (6.27),

we find that

Z = exp
[
N(ln 2 + 1/27)

]
. (6.29)

Hence the entropy per site is ln 2 + 1/27 ≃ 0.701, which lies below the value of 0.707 found

numerically.

The above argument was based on taking a closed loop and changing the states for each site of

that loop from (1, 1, 1) to (1,−1,−1). The smallest possible closed loop forms a hexagon and this

is what was assumed above. The next larger closed loop involves ten sites covering two neighboring

hexagons. A similar argument as above will then give an additional contribution of 1/211 ≃ 0.0005

to the entropy per site. Larger loops will give additional contributions; however, these contributions

will rapidly approach zero since a closed loop withm sites will contribute 1/2m+1. We have therefore

only discussed here the contribution from the smallest closed loop which has m = 6.

6.5.4. Measurement of Z2 Flux through a hexagonal plaquette

Our Monte Carlo simulations also allow us to study the thermodynamic behavior of the Z2

flux variable defined in Eq. (6.2), which we perform on lattices of up to 40× 40 sites with periodic

boundary conditions. In Fig. 6.7, we show the temperature dependence of the mean flux ⟨Wp⟩
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Figure 6.7. The mean flux per hexagonal plaquette ⟨Wp⟩ as defined in Eq. (6.20)
is plotted as a function of temperature for the S = 1 ferromagnetic, S = 1
antiferromagnetic, S = 2 ferromagnetic, and S = 2 antiferromagnetic models. The
results are obtained from Monte Carlo simulations on lattices of size 40× 40.

through a hexagonal plaquette of the honeycomb lattice, for both the ferromagnetic and

antiferromagnetic S = 1 and S = 2 models. In all cases, ⟨Wp⟩ → 0 as T → ∞ as expected, since if

the states at each site occur with equal likelihood, then fluxes of +1 and −1 occur with equal

probability throughout the lattice. For the S = 1 ferromagnetic case, and both the S = 2

ferromagnetic and antiferromagnetic cases, we have seen that the ground-state energy per site is

−3/2. As discussed in Sec. 6.3.2, this implies that the flux per hexagon must become +1. For

these cases, we indeed find that the mean flux saturates at this value for around T ≲ 0.5, which

corresponds to the temperature at which the ground-state energy is attained. Moreover, in these

cases, the temperature at which ⟨Wp⟩ grows rapidly (T ≈ 1) coincides with the peak in specific

heat, which resembles the original spin-1 Kitaev model with ferromagnetic interactions [152]. In

contrast, the S = 1 antiferromagnetic model, which has a ground-state energy per site of −1/2,

does not exhibit a crossover to ⟨Wp⟩ = 1. Instead the mean flux remains approximately zero as

the temperature is lowered. This shows that frustration can lead to a degenerate manifold, where

flux variables can fluctuate strongly even as T → 0.
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Model n S0/Ntot EGS/Ntot ξ(T→0)

S = 1 (FM) 4 0.183 -1.5 3.974
S = 1 (FM) 6 0.171 -1.5 6.166
S = 1 (FM) 8 0.167 -1.5 8.452
S = 2 (FM) 4 0.707 -1.5 3.718
S = 1 (AF) 4 0.837 -0.5 0.846
S = 1 (AF) 6 0.837 -0.5 0.848
S = 1 (AF) 8 0.837 -0.5 0.848
S = 2 (AF) 4 0.520 -1.5 Diverges

Table 6.1. Transfer matrix results for the S = 1 and S = 2 models, for both the
ferromagnetic (FM) and antiferromagnetic (AF) cases. The residual entropy S0 and
ground state energy EGS per site are given for each system width n studied. The
low-temperature limit of the state-state correlation length is denoted ξ(T→0).

6.6. Conclusions

In this chapter we have studied the properties of a modified Kitaev model introduced by BSS [19]

for integer spins. There is a fundamental differences between half-integer and integer spin cases: for

half-integer spins, the modified model is equivalent to many copies of the original spin-1/2 Kitaev

model. For example, for S = 3/2, the 4N -dimensional Hilbert space decomposes into 2N copies

of 2N -dimensional Hilbert spaces, each representing a spin-half Kitaev model. Consequently, the

partition function for the S = 3/2 modified Kitaev model (and for half-integer spin in general) is

equal to the partition function for the original S = 1/2 Kitaev model multiplied by a constant.

Thermodynamic quantities such as specific heat are therefore identical, with the entropy differing

by just an additive temperature independent constant. But for integer spins, the eigenstates of our

modified Kitaev model can be chosen to be a product state from site to site with no entanglement.

The large degeneracy of these models, which we have explored in this work through examinations

of the residual entropy, thus allows for the possibility of constructing entangled states through a

superposition of the many degenerate states.

Residual entropy plateaus at intermediate temperatures are a generic feature of highly frustrated

systems including the Kitaev systems and their experimental realizations [150,153,165,187,188,

189,190,191]. These represent a classical spin-liquid state [134], with a highly degenerate manifold
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of configurations, which is a precursor to the quantum selection that leads to the quantum spin-

liquid at still lower temperatures. Thus, the modified Kitaev models allow us to study such an

intermediate temperature behavior with many variations. Since the integer-S modified Kitaev

models do not have quantum fluctuations, they are, however, missing the physics of ground-state

selection and quantum mechanical excitations.

Our study highlights that the modified Kitaev models do not just have a difference between

half-integer and integer-spin cases. While all the half-integer models are closely related, within

the integer spin models we find a rich variety of behaviors, which depends on the spin value and

also on whether the coupling is ferromagnetic or antiferromagnetic. There are striking differences

in their thermodynamic properties, which we have summarized in Table 6.1. In particular, the

ferromagnetic models appear critical as T → 0 in the two-dimensional thermodynamic limit, with

transfer matrix results indicating a correlation length scaling with the system width. Our Monte

Carlo simulations identify that this diverging correlation length corresponds to state-state

correlation functions. In contrast to the ferromagnetic case, for the antiferromagnetic models, the

correlations remain short-ranged as T → 0 for S = 1, whereas they diverge exponentially fast for

S = 2. This suggests that there may be an order-disorder transition at T = 0 for

antiferromagnetic models, if we regard spin as a continuous variable, between S = 1 and S = 2.

For all but the S = 1 antiferromagnetic case, every bond contributes the minimum allowed

energy in the ground state. With the absence of frustration in this sense, we can rigorously show

that the average flux through a hexagonal plaquette goes to ⟨Wp⟩ = 1 as T → 0. This is confirmed

by the Monte Carlo simulations. Similar result is known to hold for the spin-one Kitaev model

with ferromagnetic interactions. The spin-1 antiferromagnet, however, is more strongly frustrated

than others. In this case, all bonds do not contribute minimum possible energy of −1 to the ground

state and, indeed, we find in the simulations, that the average flux through a plaquette remains

close to zero even as T → 0. This latter result remains to be explained analytically.

The residual entropy per site, in the models, differs for each of the integer-spin models studied.

We have provided analytical insights into the residual entropy values for the two ferromagnetic

cases. For the antiferromagnetic models, one can provide bounds to the residual entropies, but

their exact values have not been explained. For the spin-S Kitaev models, we have given analytical
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arguments why the residual entropy is Smax/2, in agreement with previous numerical results [164].

When additional terms are added to higher spin Kitaev Hamiltonian [155], there is numerical

evidence that there may still be a residual entropy, but it may not have a simple value as in the

pure Kitaev case.

Finally, we note that although the modified Kitaev models are not expected to describe real

materials because of the special nature of the spin-spin interactions, they are motivated by a large

body of current work exploring models with bond-dependent interactions. Also, their

thermodynamic behavior shares features with spin-S Kitaev models at intermediate

temperatures. Indeed, a double peaked structure in the heat capacity and a plateau-like feature in

the entropy with varying values are being discussed as experimental signatures of Kitaev

physics [150, 187, 189]. We hope that our study provides further motivation to examine higher

spin Kitaev materials with both ferromagnetic and antiferromagnetic interactions [18,182], which

this model illustrates can exhibit quite distinct thermodynamic behaviors.

6.7. Appendix: Simultaneous diagonalization of the operators τα

For integer spins, the operators τα = eiπS
α
(α = x, y, z) commute with each other and thus

can be simultaneously diagonalized. In this section, we show that for S = 1 the diagonalized tau

operators yield three possible states per site, which have (τx, τy, τz) = (1,−1,−1), (−1, 1,−1), and

(−1,−1, 1). We will also show that for S = 2 there are five possible states per site, which have

(τx, τy, τ z) = (−1,−1, 1), (−1, 1,−1), (1, 1, 1), (1,−1,−1), and (1, 1, 1). Working in the Sz basis,

one may exponentiate the spin matrices for S = 1 to obtain

eiπSx = exp

iπ 1√
2


0 1 0

1 0 1

0 1 0


 =


0 0 −1

0 −1 0

−1 0 0

 ≡ A, (6.30)

eiπSy = exp

iπ 1√
2i


0 1 0

−1 0 1

0 −1 0


 =


0 0 1

0 −1 0

1 0 0

 ≡ B, (6.31)
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eiπSz = exp

iπ

1 0 0

0 0 0

0 0 −1


 =


−1 0 0

0 1 0

0 0 −1

 ≡ C. (6.32)

Let

V =


1 0 −1

0 1 0

1 0 1

 , V −1 =


1
2 0 1

2

0 1 0

−1
2 0 1

2

 . (6.33)

Then V −1AV , V −1BV , and V −1CV are all diagonal, i.e., {A,B,C} are simultaneously

diagonalizable,

V −1AV =


−1 0 0

0 −1 0

0 0 1

 , (6.34)

V −1BV =


1 0 0

0 −1 0

0 0 −1

 , (6.35)

V −1CV =


−1 0 0

0 1 0

0 0 −1

 . (6.36)

The diagonal elements of V −1AV , V −1BV , and V −1CV yield the three states described previously

(labeled σ = {1, 2, 3} below)

⟨1|τx|1⟩ = −1, ⟨1|τy|1⟩ = 1, ⟨1|τz|1⟩ = −1, (6.37)

⟨2|τx|2⟩ = −1, ⟨2|τy|2⟩ = −1, ⟨2|τz|2⟩ = 1, (6.38)

⟨3|τx|3⟩ = 1, ⟨3|τy|3⟩ = −1, ⟨3|τz|3⟩ = −1. (6.39)

Hence for S = 1 there are three possible states per site, which have (τx, τy, τ z) = (1,−1,−1),

(−1, 1,−1), and (−1,−1, 1). Again working in the Sz basis, one can similarly exponentiate the spin

matrices for S = 2 to obtain eiπSx ≡ A, eiπSy ≡ B, and eiπSz ≡ C, which are now 5 × 5 matrices.

Then one can construct the following matrix V such that V −1AV , V −1BV , and V −1CV are all
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diagonal,

V =



−1 0 1 0 0

0 −1 0 1 0

0 0 0 0 1

0 1 0 1 0

1 0 1 0 0


, V −1 =



−1 0 1 0 0

0 −1 0 1 0

0 0 0 0 1

0 1 0 1 0

1 0 1 0 0


. (6.40)

Hence {A,B,C} are simultaneously diagonalizable,

V −1AV =



−1 0 0 0 0

0 −1 0 0 0

0 0 1 0 0

0 0 0 1 0

0 0 0 0 1


, (6.41)

V −1BV =



−1 0 0 0 0

0 1 0 0 0

0 0 1 0 0

0 0 0 −1 0

0 0 0 0 1


, (6.42)

V −1CV =



1 0 0 0 0

0 −1 0 0 0

0 0 1 0 0

0 0 0 −1 0

0 0 0 0 1


. (6.43)

As before, the diagonal elements of V −1AV , V −1BV , and V −1CV give the following states:

⟨1|τx|1⟩ = −1, ⟨1|τy|1⟩ = −1, ⟨1|τz|1⟩ = 1 (6.44)

⟨2|τx|2⟩ = −1, ⟨2|τy|2⟩ = 1, ⟨2|τz|2⟩ = −1, (6.45)

⟨3|τx|3⟩ = 1, ⟨3|τy|3⟩ = 1, ⟨3|τz|3⟩ = 1, (6.46)
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⟨4|τx|4⟩ = 1, ⟨4|τy|4⟩ = −1, ⟨4|τz|4⟩ = −1, (6.47)

⟨5|τx|5⟩ = 1, ⟨5|τy|5⟩ = 1, ⟨5|τz|5⟩ = 1. (6.48)

We therefore see that for S = 2 there are five possible states per site, which have (τx, τy, τ z) =

(−1,−1, 1), (−1, 1,−1), (1, 1, 1), (1,−1,−1), and (1, 1, 1).

6.8. Appendix: Argument for zero modes from spin wave theory

In this section, we will study the large-S limit of the Kitaev model defined on a honeycomb

lattice [19]. We will consider a classical spin configuration and compute the spin-wave excitations

around that configuration.

We consider a closed loop formed by a string of bonds. Each bond consists of nearest-neighbor

spins at sites m and n which interact with each other through a term of the form Sa
mS

a
n, where a

can be x, y, or z; the value of a must necessarily be different for two successive bonds along the

loop. Any closed loop must have an even number of sites which alternately lie on the A and B

sublattices of the system.

Given that the nearest-neighbor couplings Sa
mS

a
n involve different values of a for successive

bonds, we can perform a unitary transformation to make a = x, y, x, y, · · · , x, y as we go around

the closed loop. Given a loop formed by 2N sites, there are N unit cells which are labeled as j,

and each unit cell has two sites labeled as (j, 1) and (j, 2). If the sites have spin-S, the Hamiltonian

for the loop is given by

H =
J

S

N∑
j=1

(Sx
j,1S

x
j,2 + Sy

j,2S
y
j+1,1), (6.49)

and we have a periodic boundary condition for i. We assume that J > 0. (If J < 0, we can change

its sign by performing a unitary rotation which flips the signs of Sx
j,1, S

z
j,1, S

y
j,2, and Sz

j,2 for all

values of j). A factor of 1/S has been introduced in Eq. (6.49) so that the ground-state energy is

proportional to S in the limit S → ∞.

We will now use the Holstein-Primakoff (HP) transformation [192,193,194] to compute the

spin-wave spectrum for a closed loop. We assume that the classical spin configuration is such that

the spin at a site n lying on the loop points along either the direction +â or −â, where â is different

from the directions of the interactions of that site with its two nearest neighbors along the loop.
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For instance, if site n interacts with site n− 1 with an interaction Sx
nS

x
n−1 and with site n+1 with

interaction Sy
nS

y
n+1, then classically the spin at site n is given by S⃗n = ±Sẑ. Let us now consider

these two cases separately.

(i) If the spin at site n points along the ẑ direction, then we have Sz
n = S − (p2n + q2n − 1)/2, and

(Sx
n, S

y
n) can be chosen in four different ways, namely,

√
S(qn, pn),

√
S(−qn,−pn),

√
S(pn,−qn), and

√
S(−pn, qn), up to the lowest order in the HP transformation. Here qn and pn are canonically

conjugate variables which satisfy the commutation relation [qn, pn] = i.

(ii) If the spin points along the −ẑ direction, then we have Sz
n = −S+(p2n+ q

2
n−1)/2, and (Sx, Sy)

can be chosen in four ways, namely,
√
S(pn, qn),

√
S(−pn,−qn),

√
S(qn,−pn) and

√
S(−qn, pn).

We now compute the spin-wave spectrum for a closed loop with 2N sites. (The minimum value

of 2N is 6 corresponding to a hexagon). As we go around the loop, we choose the spin variables

along the loops to be q and p alternately, so that the couplings between nearest neighbors involve

either (qm, qn) or (pm, pn) but not (qm, pn). Because of the two cases (i) and (ii) discussed above,

the loop may have either periodic boundary condition (PBC) or antiperiodic boundary condition

(ABC) depending on the set of classical spin directions S⃗n as we go around the loop. Ignoring some

constants, we find the spin-wave Hamiltonian for the loop to be

Hsw =
J

2

2N∑
n=1

(p2n + q2n)

+ J
N−1∑
n=1

(p2n−1p2n + q2nq2n+1)

+ J (p2N−1p2N ± q2Nq1), (6.50)

with either PBC or ABC for the last bond connecting sites 2N and 1; the sign of term q2Nq1 term is

+ and − in the two cases, respectively. Solving for the spectrum, we find that the normal modes can

be characterized by a momentum k, where k = 0, 2π/N, · · · , (2πN − 2π)/N in the case of PBC,

and k = π/N, 3π/N, · · · , (2πN − π)/N in the case of ABC; in each case, k can take N different

values. We now find the normal mode frequencies by solving the classical Hamiltonian equations

of motion. (For a quadratic Hamiltonian, the frequencies turn out to be the same regardless of

whether we study the problem classically or quantum mechanically). For each momentum k, we

find that there are two frequencies given by 0 and ωk = 2J | cos(k/2)|. The existence of a zero-energy
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mode for each k implies a large ground-state degeneracy for the following reason. Since the total

number of states of the loop is (2S + 1)2N , we can take each of the 2N modes to describe 2S + 1

possible states. The N zero modes therefore imply that there are (2S + 1)N states all of which

have zero energy and are therefore degenerate. This seems to agree well with the numerical results

reported in Ref. [164], even for cases where S is not very large. Namely, for S = 1, 3/2 and 2, it is

found that there is a low-energy manifold with an entropy per site given by (1/2) ln(2S + 1).
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CHAPTER 7

Robustness of Entropy Plateaus: A Case Study of Triangular

Ising Antiferromagnets

7.1. Chapter Summary

Residual entropy is a key feature associated with emergence in many-body systems. From

a variety of frustrated magnets to the onset of spin-charge separation in Hubbard models and

fermion-Z2-flux variables in Kitaev models, the freezing of one set of degrees of freedom and the

establishment of local constraints are marked by a plateau in entropy as a function of temperature.

Yet, with the exception of the rare-earth pyrochlore family of spin-ice materials, evidence for such

plateaus is rarely seen in real materials, raising questions about their robustness. Following recent

experimental findings of the absence of such plateaus in the triangular-lattice Ising antiferromagnet

(TIAF) TmMgGaO4 by Li et al [195], we explore in detail the existence and rounding of entropy

plateaus in TIAF. We use a transfer matrix method to numerically calculate the properties of

the system at different temperatures and magnetic fields, with further neighbor interactions and

disorder. We find that temperature windows of entropy plateaus exist only when second-neighbor

interactions are no more than a couple of percent of the nearest-neighbor ones, and they are

also easily destroyed by disorder in the nearest-neighbor exchange variable, thereby explaining the

challenge in observing such effects.

This chapter is based on the following publication [165]:

O. Bradley, C. Feng, R. T. Scalettar, and R. R. P. Singh, Robustness of entropy plateaus: A

case study of triangular Ising antiferromagnets, Phys. Rev. B. 100, 064414 (2019).
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7.2. Introduction

Residual entropy is a hallmark of frustrated systems, reflecting the emergence of local

constraints or new degrees of freedom distinct from the microscopic ones [134]. One of the

earliest theoretical works in this direction was the calculation of residual entropy associated with

the establishment of ice rules in water done by Pauling [196]. It is now well established that such

a strongly constrained phase has an analog in magnetic systems known as

spin-ice [197,198,199,200]. Such a classical spin-liquid exhibits residual entropy [201,202,203]

and supports magnetic-monopole excitations. Quantum fluctuations in such a system can lead to

a highly resonating quantum spin-liquid phase with emergent quantum electrodynamics.

In models of geometrically frustrated magnets, such residual entropy is widespread [204]. But,

how robust are they in real materials? In fact, the issue is much broader than geometric frustration.

In recent years, there has been a lot of interest in Kitaev materials [144,147,205,206,207]. At a

microscopic level, the honeycomb-lattice Kitaev model describes spins interacting with anisotropic

bond-direction dependent exchange interactions [16]. Yet, the model can be exactly mapped onto

one of Majorana fermions and Z2-valued fluxes. As the fermions reach their degeneracy temperature

or freeze-out if they have a gapped spectrum, an entropy plateau sets in [191,208]. Indeed, some

hints of entropy plateaus have been seen in experiments [209,210]. The plateaus are far more robust

than the soluble models. For example, spin-S models show even more interesting possibilities of

entropy plateaus [19, 152, 164, 178]. When Kitaev couplings are the same along all three axes,

there are incipient plateaus at an entropy of ln (2S + 1)/2, which keeps increasing with spin S. The

physical mechanism behind such large entropy values at the plateau with increasing S is not well

understood.

Entropy plateaus are also a prominent feature of correlated electron Hamiltonians such as the

Hubbard and periodic Anderson models [211,212,213]. In the regime of strong on-site interaction

U , there are clearly distinct charge and spin energy scales. At the higher scale, T ∼ U , a drop in

entropy occurs when doubly occupied sites are frozen out. At the lower scale, T ∼ J = 4t2/U , a

second drop occurs that is associated with the development of antiferromagnetic (AF) correlations.

Studies of the specific heat C(T ) in one dimension [214, 215, 216], and in infinite dimensions,

i.e. within dynamical mean field theory (DMFT) [217,218,219], suggested the disappearance of
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an entropy plateau as U → t, and hence the two energy scales merge. However, quantum Monte

Carlo calculations for the half-filled Hubbard model on a two-dimensional square lattice revealed

that the two peak structure in C(T ) is robust, surviving even down to U ∼ t. An interesting feature

of this robustness was an apparent interchange in the “driving force” of the entropy reduction. At

strong U , changes in the potential energy led to the high-T specific heat peak, while at small U , it

is the changes in the kinetic energy that yields the peak at higher temperature.

Preservation of the entropy plateaus, in these systems, appears to be linked to the AF order.

On a honeycomb lattice [220], the two peaks in C(T ) merge as U is reduced, with a resultant

destruction of the plateau. The most natural explanation is that, unlike the square lattice where

antiferromagnetism exists down to U = 0, the honeycomb lattice has a quantum critical point

Uc/t ∼ 4, below which antiferromagnetism disappears [213,221].

The Ising antiferromagnet on the triangular lattice is an iconic problem in frustrated magnetism

where an exact residual ground state entropy was first calculated by Wannier [13, 14]. Several

materials, including CeCd3As3 [222], FeI2 [223], and TmMgGaO4 [195,224], have been identified

experimentally as triangular-lattice Ising antiferromagnet (TIAF) systems owing to the strong

Ising nature of their constituent spins. Despite being of such central interest, there are few (or no)

experimental systems where such residual entropy has been observed. Very recently, Li et al [195]

investigated the triangular-lattice Ising antiferromagnetic material TmMgGaO4. They measured

the heat capacity and entropy of the system as well as the magnetization as a function of an applied

magnetic field. Li et al found a complete absence of entropy plateaus and rounded magnetization

plateaus, with roundings that are only partly thermal and partly reflect the presence of quenched

impurities.

The TIAF has been studied over the years using a variety of analytical and numerical

methods. Such studies have determined the phase diagram, minimum energy spin configurations,

as well as entropy and specific heat curves for finite size clusters [225, 226, 227, 228, 229, 230].

Several numerical studies of disordered TIAF (and ferromagnetic) systems have also been

performed, including investigations of random site vacancies, diluted lattices, varying bond

lengths, and disorder in the applied field [231,232,233].
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The purpose of this paper is to explore the rounding or absence of entropy and magnetization

plateaus in the TIAF as a function of applied field due to further neighbor interactions and disorder.

How large a perturbation can the system tolerate before the plateaus disappear altogether? We use

a numerical transfer matrix based approach to calculate the thermodynamic properties. We first

confirm that, in the absence of second neighbor interactions, the magnetization of the pure TIAF

jumps from 0 to 1/3 in an infinitesimal field, and then at a field of B = 6 it jumps again to full

saturation value. The transition field B = 6 also has a finite ground-state entropy.

We next consider antiferromagnetic second-neighbor interactions, as appropriate for the

TmMgGaO4 material. This interaction is shown to lead to a striped ground-state phase and a

finite-temperature phase transition. The entropy plateaus are lost rapidly with a fairly small

second-neighbor interaction of only a few percent. They are replaced by sharp drops in the

entropy at a first-order transition. This is in contrast to the spin-ice system, where the entropy

plateaus are very robust and survive even with long-range dipolar interactions [197,198,199,200]

and quantum fluctuations [234, 235]. If we consider only the nearest-neighbor TIAF with

disorder in the exchange interactions, rounded entropy plateaus are quickly destroyed.

When the second-neighbor interaction is about 10% of the nearest-neighbor value, there are

magnetization plateaus at values 0, 1/3, 1/2, and 1. Thermal rounding of the magnetization

plateaus is very gradual. Despite the finite temperature, the plateaus remain extremely flat,

reflecting the energy gap in the system. The rounding is much stronger with quenched disorder.

We find that strong disorder is needed to obtain results that look quantitatively like the

experiments, with both plateaus at magnetizations of 1/3 and 1/2 becoming significantly rounded.

The outline of this chapter is as follows: First, an overview of the model and the numerical

methods is given. We then present entropy S(T ) and specific heat C(T ) results for the TIAF system

with no magnetic field present, in the absence of any disorder, for various strengths of the second

nearest-neighbor interaction J2. Disorder in the nearest-neighbor interaction J1 is then introduced

and we study its influence on entropy plateaus in the TIAF. We then show the influence of an

applied magnetic field on the form of S(T ) and C(T ), and we present magnetization curves for

various temperatures and J2 values. Our final set of results shows the effect of quenched disorder
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in both J1 and J2 on the magnetization plateaus observed in the TIAF. Two disorder types—box

and Gaussian—are compared. We finally present our conclusions.

7.3. Model and Methods

We study a triangular lattice of Ising spins. Both nearest-neighbor (NN) and next-nearest-

neighbor (NNN) interactions are considered in an applied magnetic field B, perpendicular to the

plane of the lattice. The Hamiltonian studied is thus given by,

H = −J1
∑
⟨i,j⟩

SiSj − J2
∑
⟨⟨i,j⟩⟩

SiSj −B
∑
i

Si, (7.1)

where J1 and J2 denote the NN and NNN coupling strengths, respectively, and Si = ±1 is the Ising

spin at site i of the lattice, which may be aligned parallel or anti-parallel to the applied field. The

first sum is taken over all pairs of NN sites, and the second is a sum over all NNN pairs. Negative

values of J1 and J2 correspond to antiferromagnetic interactions.

We employ a transfer matrix approach to obtain values of the Helmholtz free energy F (T,B)

for our TIAF system, which is found from the largest eigenvalue of a suitably constructed transfer

matrix. We consider a long cylinder-geometry for our calculations, which implies periodic boundary

conditions in the short direction. The second neighbor interactions demand that the transfer matrix

involve two rows of spins at a time. This is no longer an analytically soluble problem. It also limits

the sizes of systems that can be studied. Furthermore, in order for the system to have compatibility

with a three-sublattice structure of the triangular-lattice and for our results not to be artificially

affected by the periodic boundary conditions in the short direction, we need to have a multiple of

three spins in each row. Our results are all based on six spins in a row which requires a 212 × 212

transfer matrix. We believe that these results should be reasonably close to the thermodynamic

limit, except near phase transitions or points where the correlation length becomes large. For the

nearest-neighbor Ising model in zero field, the calculated entropy curves are close, though clearly

not identical, to the exact answer.

Since the TIAF with nearest and second-neighbor interactions shows a first-order phase

transition over a range of parameters, with a jump in the entropy of the system [230], there will

be large finite-size effects near the transition. In a finite system, all thermodynamic functions
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must be analytic and hence no jump in entropy is possible. Instead, one would have a rounded

δ-function in the heat capacity per site, whose peak for an L × L system scales as L2 and

peak-width scales as 1/L2. In the thermodynamic limit, this becomes a δ-function, whose integral

gives a jump in the entropy, per site, at the transition.

In an L×∞ transfer-matrix calculation also the largest eigenvalue of the transfer matrix must

be analytic at any finite temperature and hence there can be no jump in a thermodynamic property.

The correlation length in the infinite direction must be finite (set by L) and the jump in entropy

must be rounded over a range of temperatures near the transition. Since the linear dimension L = 6

of our study is much smaller than those studied by Monte Carlo simulations of Rastelli et al [230],

the rounding must be over a wider temperature range. However, we would not expect the transition

temperature to be strongly size dependent for a first-order transition, and our conclusions regarding

rounding of entropy plateaus at low temperatures should not be affected by this behavior near the

transition. Comparing our data with those of Rastelli et al will allow us to quantify this effect.

Previous Monte Carlo data [230] are only available for a magnitude of J2 greater than or

equal to 0.1, which pushes the first order transition temperature outside the plateau region of the

nearest-neighbor model. To accurately evaluate the jump in entropy ∆S for smaller J2, we have

performed further Monte Carlo simulations on up to 96 × 96 lattices. At small J2, the transition

temperature is very low. The transition is strongly first order, with clear evidence for hysteresis.

The internal energy jumps at the transition and ∆E are easily read off from the simulations, as is

the transition temperature where the sharp change in energy occurs. At the transition, we know

that the two states must have equal free energy. Thus we can get the entropy jump by using the

relation ∆S = ∆E/Tc. These will also be compared with the transfer matrix calculations.

Free energies per site are found for a range of temperatures (at fixed B), and over a range of

magnetic field values at fixed temperature, from which the thermodynamic properties S(T ), C(T ),

and M(B) can be computed easily by taking suitable derivatives. For a triangular lattice N sites

wide, with 2P rows of spins (i.e. there are P distinct ‘blocks’ of two rows, each N sites in width),

the partition function is given by Z =
∑

si
e−βH where H is as given in Eq. (7.1) and we take kB

equal to unity, with the sum taken over all spin configurations. The method relies on the fact that

a careful construction of a particular 22N ×22N matrixM allows one to write the partition function
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as Z =
∑

SA
MP (SA;SA) = Tr[MP ], where SA is shorthand for a particular configuration of 2N

spins within a block. The partition function is thus given by

Z = λP1 + λP2 + λP3 . . . , (7.2)

where λi are the eigenvalues of the transfer matrix M . Taking λ1 to be the maximum eigenvalue,

we have that,

Z = λP1

[
1 +

(
λ2
λ1

)P

+

(
λ3
λ1

)P

+ . . .

]
, (7.3)

and so in the limit P → ∞ (i.e. for a semi-infinite triangular lattice) we have that Z = λP1 . The

free energy is found via F = −T lnZ = −T ln
(
λP1
)
= −TP ln(λ1). Since the total number of sites

is Ntot = 2P ×N , the free energy per site is given by

f =
F

Ntot
=

−T ln(λ1)

2N
. (7.4)

With this method, we also investigate the influence of disorder in J1 and J2. To obtain the

partition function when disorder is present, we instead take the trace of the product of many

transfer matrices, each one using a different set of values for J1 and J2. We show results for which

these parameters are chosen from a uniform distribution and also a Gaussian distribution.

7.4. Results and Discussion

7.4.1. Results in zero field with no disorder

The transfer matrix method outlined above was used to obtain S(T ) and C(T ) results for

the TIAF in the absence of a magnetic field, with no disorder. To investigate the effect of the

NNN coupling, we calculated S(T ) and C(T ) curves for a range of J2 values including J2 = 0,

i.e. NN interactions only. Fig. 7.1 shows entropy per site as a function of temperature for various

antiferromagnetic NNN interaction strengths: J2 = 0,−0.01,−0.02,−0.05,−0.10 and −0.25 (with

J1 = −1). As expected, for J2 = 0 (black curve) we observe a non-zero residual entropy as the

temperature tends to zero, since frustration in the triangular lattice produces a degenerate ground

state when only nearest neighbor interactions are present. The presence of any non-zero next-

nearest neighbor interaction removes the ground state degeneracy, giving an entropy which tends
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Figure 7.1. Entropy per site as a function of temperature for the semi-infinite
TIAF geometry, calculated using the transfer matrix method. S(T ) curves are
shown for six different values of the NNN interaction J2, with J1 = −1 fixed. At
J2 = 0 a residual ground state entropy is observed at zero temperature. The inset
shows a comparison of our J2 = −0.1,−0.05 and −0.02 entropy functions with the
entropy jump expected in the thermodynamic limit. The magnitude of the jump and
the transition temperatures are obtained from the hysterisis of the energy function
in the Monte Carlo simulations of up to 96× 96 systems.

to zero at low temperature. For small values of J2 (e.g. J2 = −0.01), a plateau in the S(T ) curve

is observed at the value of the residual entropy for the J2 = 0 case, before sharply dropping to

S = 0 as the temperature reaches zero. As the magnitude of J2 increases, the entropy plateau is

gradually rounded, until there is no longer a plateau visible in S(T ) (i.e., for |J2| ≥ 0.05).

Finite size effects can be seen in the inset of Fig. 7.1. The entropy function can not have a

jump in a finite system, instead that change in entropy will happen over a range of temperatures.

The Monte Carlo study of Rastelli et al [230] allows us to locate the amount of the entropy jump

at the transition and the transition temperature for J2 = −0.1. These are indicated in the inset

figure by a dashed curve. Previous Monte Carlo data [230] are only available for a magnitude of J2
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Figure 7.2. Specific heat as a function of temperature for six different values of J2,
obtained from our S(T ) calculation. Peaks in the specific heat occur at temperatures
at which the corresponding S(T ) curve sharply drops to zero.

greater than or equal to 0.1, which pushes the first order transition temperature outside the plateau

region of the nearest-neighbor model. Thus, we have developed further Monte Carlo simulations for

J2 = −0.05 and J2 = −0.02 (and also verified the results for J2 = −0.1 [230]) to study the entropy

jump at a temperature in the plateau region of the nearest-neighbor model. These jumps are also

shown in the inset. The data are consistent with the absence of an entropy plateau for |J2| ≥ 0.05.

For J2 = −0.02, we calculate an entropy jump which is consistent with the sharp change in the

entropy function observed below the plateau.

The specific heat per site is found using the relation C = T ∂S
∂T , and is shown in Fig. 7.2 for

a range of J2 values. For non-zero values of J2, a peak in the specific heat is observed at the

temperature where S(T ) sharply drops, indicating a transition to an ordered ground state. The

J2 = 0 specific heat curve (shown in black) has no peak, since ordering to a non-degenerate ground

state does not occur. As the magnitude of J2 increases, the peaks in the specific heat are shifted

to higher temperature, consistent with Fig. 7.1.

The entropy and specific heat of the infinite triangular lattice (i.e. in the thermodynamic limit)

were calculated exactly by Wannier [13,14]. An exact expression for C(T ) (with NN interactions

only) for the TIAF is given in [236], which is plotted in Fig. 7.3. The transfer matrix result for

C(T ) for our semi-infinite 6 × ∞ system is plotted for comparison, indicating our results are in
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Figure 7.3. Comparison of C(T ) calculated using the transfer matrix method
for our semi-infinite 6 × ∞ lattice with the exact result for the TIAF in the
thermodynamic limit.

Figure 7.4. Comparison of S(T ) with the exact result in the thermodynamic limit.
We obtain a residual entropy of S(0) ≈ 0.3350 for our semi-infinite 6 × ∞ lattice,
which is slightly greater than the exact value S(0) ≈ 0.32306 in the thermodynamic
limit.

good agreement with the exact case in the thermodynamic limit. By integrating the specific heat

we also obtain the exact form of S(T ) in the thermodynamic limit, which is shown in Fig. 7.3. The

numerical result for S(T ) for our semi-infinite geometry is also shown, and the agreement between

the numerical and exact results is even closer than it is for specific heat. The Wannier value of the
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residual entropy in the thermodynamic limit is S(0) ≈ 0.32306 [14], and for our semi-infinite 6×∞

system we obtain S(0) ≈ 0.3350.

7.4.2. Results in zero field with Gaussian disorder

We observe in Fig. 7.1 that in the absence of NNN interactions, S(T ) tends towards the

residual entropy value as the temperature is reduced to zero, with a short plateau appearing at

low temperature. With a non-zero J2, we find that a plateau at the residual entropy value exists

for a finite temperature window, before S(T ) drops to zero. As the magnitude of J2 increases

(i.e. for |J2| ≥ 0.05) this plateau weakens and we observe the S(T ) curve smoothly decreasing to

zero. In order to determine the robustness of such entropy plateaus, we now consider the effect of

Gaussian disorder (in the nearest-neighbor variable J1) on the form of the S(T ) curve. Fig. 7.5(a)

shows the effect of increasing levels of Gaussian disorder in J1 in the absence of

next-nearest-neighbor interactions. To obtain S(T ) values with disorder, the trace of the product

of 101 transfer matrices was taken, each one containing J1 values drawn from a Gaussian

distribution for each occurrence, i.e., each individual NN coupling in the lattice has a randomly

chosen interaction strength. The particular set of J1 values used was stored and used for each

temperature increment.

We label Gaussian distributions by G(µ, σ) where µ and σ denote the mean and standard

deviation respectively. As σ is increased, the plateau at the value of the residual entropy is gradually

weakened, and we eventually observe the S(T ) curve approaching zero with no plateau. At all

temperatures, the entropy per site is lower for increasing levels of disorder, and we also find that

for relatively low levels of disorder (e.g. J1 = G(−1, 0.02)) an entropy plateau persists to quite low

temperatures (T ≈ 0.2). A logarithmic temperature scale emphasizes the influence of σ on the form

of the entropy plateau at low values of T , as illustrated in Fig. 7.5(b). For wider distributions (i.e.,

σ ≥ 0.05), a short plateau is no longer observed. Even in the absence of a NNN interaction, we see

that the introduction of any amount of disorder in J1 leads to a non-degenerate ground state with

S(T ) approaching zero at T = 0. Moreover, the presence of weak disorder, i.e. with a standard

deviation of just a few percent of the mean J1 value, is enough to remove any sign of a plateau
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Figure 7.5. (a) S(T ) results with Gaussian disorder in J1 are shown for various
values of σ, with J2 = 0. The mean of the distribution is fixed at µ = −1 in each
case. The entropy curve in the absence of disorder is shown in black for comparison.
(b) The same S(T ) results as above shown on a logarithmic temperature scale,
emphasizing differences in plateau rounding at low T .

at low temperatures. This suggests that for the TIAF system, the existence of entropy plateaus is

highly sensitive to disorder in the nearest-neighbor interaction.

7.4.3. Results in magnetic field with no disorder

Introducing a magnetic field aligned parallel to the Ising axis, the Hamiltonian given by Eq. (7.1)

now has a non-zero value of B in the final term. Using the same transfer matrix procedure with this
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Hamiltonian, we again obtained S(T ) and C(T ) plots at different values of B, for various values of

J2. Fig. 7.6 shows S(T ) for three NNN interaction strengths: (a) J2 = 0, (b) J2 = −0.01 and (c)

J2 = −0.10. For the J2 = 0 case, we again find that for B = 0, we have a non-zero residual entropy

as the temperature tends to zero. As noted in [228], a critical field value exists for antiferromagnetic

Ising lattices at Bc = z|J1|, at which there is degeneracy in the ground state. Here z = 6 for the

triangular lattice, and we take |J1| = 1. Hence we observe a non-zero residual entropy again at

B = 6. For all other magnetic field values, the entropy tends to zero at low temperature since the

ground state degeneracy due to frustration is removed.

When a NNN interaction is introduced, as in Fig. 7.6(b), where J2 = −0.01, there is no residual

entropy even at B = 0 or B = 6, since the ground-state degeneracy is removed. For small values

of J2 we observe a rounded plateau in S(T ) for B = 0 and B = 6. As the magnitude of J2

increases, we no longer observe a plateau, and the entropy per site smoothly falls from ln 2 to zero

as the temperature is lowered. As in the previous section, plots of the specific heat (at various

magnetic field values) were obtained for J2 = 0,−0.01 and −0.10, as shown in Figs. 7.7(a)–(c).

Comparing the B = 0 case in Fig. 7.7(a) and Fig. 7.7(b), we see that introducing a small non-zero

NNN interaction (i.e. J2 = −0.01) produces a peak in the specific heat, indicating a transition to

a non-degenerate ground state and the absence of residual entropy at T = 0. Similarly, we also

observe a peak in C(T ) at low temperature for B = 6, when J2 = −0.01. Increasing the magnitude

of J2 further, we find that the locations of the peaks are shifted to lower temperature, for all values

of B between B = 0 and B = 6.

With a non-zero magnetic field, we can obtain free energies at a fixed temperature for a range

of B values and obtain the magnetization (per site) using M = −∂F
∂B . M(B) curves were obtained

at T = 0.05, T = 0.2 and T = 2 for three different values of J2, as shown in Fig. 7.8: (a) J2 = 0,

(b) J2 = −0.01, and (c) J2 = −0.10. We find that at relatively high temperature (i.e. T = 2),

magnetization per site increases linearly with magnetic field, and no plateaus occur. As temperature

is lowered, magnetization plateaus are observed. The plateaus become less rounded and more

step-like as the temperature is lowered further. For J2 = 0 and J2 = −0.01, a single plateau is

observed at M = 1/3, but for J2 = −0.1 we observe another plateau at M = 1/2, suggesting

the M = 1/2 plateau phase is only observed if the NNN interaction is sufficiently strong. Indeed,
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Figure 7.6. S(T ) results in the presence of a magnetic field, with no disorder.
Field strengths ranging from B = 0 to the TIAF critical field value Bc = 6 are
shown. The magnitude of the NN interaction strength J1 is set to 1. Entropy
curves are shown for three different J2 values: (a) J2 = 0, (b) J2 = −0.01, and (c)
J2 = −0.10.

the J2 dependence of the width of the M = 1/2 plateau at finite temperature (shown in Fig. 7.9)

illustrates that a well defined plateau appears only when |J2| exceeds some threshold value, with
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Figure 7.7. C(T ) results in the presence of a magnetic field, with no disorder.
Specific heat curves are shown for three different J2 values: (a) J2 = 0, (b) J2 =
−0.01, and (c) J2 = −0.10. Low temperature peaks in C(T ) are observed for both
B = 0 and B = 6 when there is a small NNN interaction present, i.e. for J2 = −0.01.

plateau width increasing approximately linearly with |J2| thereafter. At a temperature of T = 0.05,

a plateau atM = 1/2 is apparent for |J2| ≥ 0.04. Decreasing the magnitude of J2 gradually rounds
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Figure 7.8. M(B) results at finite temperature for different values of J2: (a)
J2 = 0, (b) J2 = −0.01, and (c) J2 = −0.10, without disorder. For J2 = −0.10,
step-like magnetization plateaus can be seen at bothM = 1/3 andM = 1/2. In each
plot, M(B) curves for three different temperatures are shown: T = 0.05, T = 0.2,
and T = 2.
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Figure 7.9. M(B) curves around the M = 1/2 plateau region are shown for
various values of J2, at a fixed finite temperature of T = 0.05. The inset graph
shows the dependence of the M = 1/2 plateau width (in units of B) upon the
magnitude of J2.

the plateau until it is no longer present, and the magnetization per site increases smoothly from

1/3 to full saturation. From Fig. 7.8(c) we can see that for J2 = −0.10 (at T = 0.2), we have

an M = 0 stripe phase for approximately 0 < B < 1, an M = 1/3 plateau phase in the region

1.2 < B < 4.1, and an M = 1/2 phase for 4.2 < B < 6. Greater values of magnetic field produce

a fully spin-polarized phase with M = 1. We also find that as the temperature increases, the

rounding of the M = 1/2 plateau is more pronounced than at M = 1/3, which at J2 = −0.10 and

T = 0.2 remains step-like, as shown in Fig. 7.8(c) (red curve).

7.4.4. Results in magnetic field with uniform and Gaussian disorder

Although rounding of the magnetization plateaus in the ideal TIAF system is illustrated here at

finite temperature, at T = 0 the magnetization per site increases in discrete steps between 0, 1/3,

1/2 and 1. However, in low-temperature measurements of TIAF materials such as TmMgGaO4

[195,224], distinct plateaus in magnetization are absent, which has been ascribed to the presence
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of disorder in inter-site interactions and coupling to the magnetic field, which weakens or removes

these plateaus entirely. The influence of disorder on M(B) for the TIAF with both NN and NNN

interactions has been studied previously for a finite 6×6 cluster by Li et al [195], where it was found

that introducing disorder produced magnetization curves in agreement with experiment. Motivated

by this work, we studied the influence of disorder strength on the form of the magnetization plateaus,

and also investigated the relative importance of disorder in J1 and J2.

Using the transfer matrix approach to obtain M(B), one introduces disorder in J1 and J2 by

generating random values of these parameters from a chosen distribution. For a given set of J1 and

J2 values (for all individual NN and NNN couplings in the lattice) we produce the corresponding

transfer matrices as before, however the partition function is now obtained by taking the trace of

the product of P transfer matrices, each one containing different parameter values. We use P = 101

and parameter values drawn from both a uniform distribution and a Gaussian distribution in the

results presented here, with temperature fixed at T = 0.2. Uniform distributions are denoted by

U(Jmin, Jmax) where Jmin and Jmax are the boundaries of the distribution, which has a width

Jmax − Jmin. As shown in Fig. 7.10(a), we observe that strong plateaus at both M = 1/3 and

M = 1/2 remain for J1 = U(−1.2,−0.8) and J2 = U(−0.16,−0.04), i.e. uniform distributions with

mean values of J1 = −1 and J2 = −0.1. As the distribution width is increased, the plateaus are

rounded further, and we find that both the M = 1/2 and M = 1/3 plateaus are eventually no

longer observable, e.g. for J1 = U(−1.4,−0.6) and J2 = U(−0.2, 0). There is an indication that

the M = 1/3 plateau may be more robust to disorder than the M = 1/2 plateau, since as the level

of disorder increases, the plateau at M = 1/2 is lifted while a short plateau remains observable at

M = 1/3, which can be seen for J1 = U(−1.3,−0.7) and J2 = U(−0.18,−0.02). When the disorder

strength is increased further (i.e. to J1 = U(−1.4,−0.6) and J2 = U(−0.2, 0)), the weak plateau at

M = 1/3 is no longer present, and one obtains a magnetization curve quite similar to the recent

experimental result for TmMgGaO4 [195].

We also investigated introducing disorder in only one of the parameters J1 or J2 as shown in

Fig. 7.10(b), using uniform distributions J1 = U(−1.4,−0.6) and J2 = U(−0.2, 0), again with mean

values J1 = −1 and J2 = −0.1. We find that with disorder in J2 only, both plateaus at M = 1/3

and M = 1/2 are present, and the magnetization curve remains similar to the zero-disorder case.
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Figure 7.10. (a)M(B) results for three different levels of uniform disorder, in both
J1 and J2 combined, with the zero-disorder result shown in black for comparison.
In each case, the uniform distributions of J1 and J2 used are centered at -1 and
-0.1 respectively. (b) Additional M(B) results are shown for uniform disorder in J1
only (J1 = U(−1.4,−0.6) with J2 = −0.1) and in J2 only (J2 = U(−0.2, 0) with
J1 = −1).

With disorder in J1 only, both plateaus are completely removed, and M(B) is essentially identical

to our result with disorder in both J1 and J2 combined. This suggests that disorder in J1 only is

sufficient to eliminate both magnetization plateaus, giving an M(B) curve similar to experiment,

provided |J1| exceeds |J2| by approximately an order of magnitude, as in this study. In this case,

magnetization plateaus in the TIAF system are robust to disorder solely in J2, even when the

width of the parameter distribution spans ±100% of the mean value, i.e. for J2 = U(−0.2, 0). With

disorder in J2 only, step-like transitions between magnetization plateaus are still present, and there
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Figure 7.11. M(B) results for three different levels of Gaussian disorder, in both
J1 and J2 combined, with the zero-disorder result shown in black for comparison.
The standard deviations of the distributions of J1 values match those used in
Fig. 7.10(a) for the case of uniform disorder.

is only a slight rounding of the magnetization curve compared to the zero-disorder case, even for

J2 = U(−0.2, 0). We also find that disorder in the magnetic field is relatively insignificant, and one

can obtain a result qualitatively similar to experiment with disorder in J1 and J2 only.

The form of the M(B) curves in the presence of Gaussian disorder in J1 and J2 (instead of

uniform disorder) was also investigated, as shown in Fig. 7.11. The Gaussian distributions for J1

and J2 were chosen to have mean values of -1 and -0.1 respectively, with the standard deviation of

the distribution of J2 values fixed at σ = 0.1/
√
3. The width of the distribution of J1 values was

varied and M(B) results compared to the zero-disorder case. Three Gaussian distributions were

used, which were chosen to have same standard deviations for J1 as the three uniform distributions

shown in Fig. 7.10(a), where we have used σ = (b−a)/
√
12 for any uniform distribution U(a, b). As

with uniform disorder, increasing the width of the distribution gradually weakens the magnetization

plateaus atM = 1/3 andM = 1/2 until both are no longer visible, which occurs when the standard

deviation of J1 values approaches σ = 0.4/
√
3. The strong similarity between our results for

uniform and Gaussian disorder indicates that the exact form of the distribution used is relatively

unimportant in determining the robustness of magnetization plateaus in the TIAF system.
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7.5. Conclusions

In this chapter we have studied the rounding and in some cases complete absence of entropy

and magnetization plateaus for the triangular lattice antiferromagnet, with both NN and NNN

interactions in a magnetic field, with and without quenched disorder. In particular, we have found

that in the ideal TIAF, increasing |J2| tends to round and quickly remove the plateau in S(T ) near

the theoretical residual entropy value at low temperature. The plateau-like feature is replaced by

a sharp drop in entropy at the first-order transition. The strength of the second-nearest-neighbor

interaction also determines if a magnetization plateau at M = 1/2 is present at finite temperature,

and controls the width of the plateau. For sufficiently large J2, a distinct plateau at M = 1/2 will

be visible, which is gradually rounded as the magnitude of J2 is lowered, until a plateau no longer

remains.

In order to model realistic TIAF materials such as TmMgGaO4, we studied the influence of

disorder in J1 and J2 on the form of the entropy and magnetization curves. We find that with

nearest-neighbor interactions alone, rounded entropy plateaus are quite sensitive to disorder in the

exchange variable, and they are no longer observed when the width of the J1 distribution exceeds

σ ≈ 0.05J1. For weaker levels of disorder, a plateau at the residual entropy value persists to low

temperatures (around T = 0.2 for σ = 0.02J1). Consequently, we expect rounded entropy plateaus

to be observable in TIAF systems at low temperatures only if the second neighbor interactions

are less than a few percent and there is a significant absence of quenched disorder in the system.

OurM(B) results with disorder are close to recent experimental observations [195], confirming the

presence of second-neighbor interactions and disorder in the system.

More generally, we conclude that the existence of well-defined entropy plateaus requires a fair

amount of fine-tuning of the system, so whether they will be observed in a generic frustrated

magnet is unclear. The spin-ice system is clearly special. The fact that a residual entropy plateau

is seen in model simulations with arbitrary strength long-range dipolar interactions in addition to

nearest-neighbor exchange interactions [197, 198, 199, 200] shows their robustness. One might

have expected these long-range interactions to remove the ground state degeneracy, and the

corresponding zero-point entropy. But, it has been shown that a ‘model dipole’ interaction can be

constructed that has exactly the same ground states as the nearest-neighbor model [237, 238].
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Remarkably, the dipolar interaction on the pyrochlore lattice has the noteworthy property of

differing only slightly from this model interaction, and at short distances only. This robustness is

presumably a manifestation of the emergent gauge theory.

Independent of the issue of fine-tuning, there are strong experimental challenges in looking for

these entropy plateaus in real materials. The need to have clean low-disorder material and to be

able to isolate the magnetic contribution to heat capacity and entropy from phonons and other

degrees of freedom can be formidable. We hope our work will motivate further work on entropy

plateaus in frustrated magnets and also in strongly-correlated electron systems, where a residual

entropy phase may be a precursor to intertwined and competing orders [239].
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CHAPTER 8

High-temperature Magnetization and Entropy of the Triangular

Lattice Hubbard Model in a Zeeman Field

8.1. Chapter Summary

We use strong coupling expansions to calculate the entropy function S(T, h), the magnetization

M(T, h), and the double occupancy factor D(T, h) for the half-filled triangular lattice Hubbard

model as a function of temperature T and Zeeman field h, for various values of the Hubbard

parameter ratio U/t. These calculations converge well for temperatures larger than the exchange

parameter J = 4t2

U for moderate to large U/t values. Setting µ = U/2 suffices to obtain the density

of half filling within a fraction of one percent at all temperatures studied for U/t ≥ 8. We discuss

the systematic variation of properties with U/t. The temperature dependence of entropy and the

double occupancy parameter shows a mapping to an antiferromagnetic Mott insulating behavior at

temperatures well above T = J for U/t ≥ 10. Convergence of the series is weaker at intermediate

fields implying non-monotonic variation of spin-correlations with the Zeeman field. We discuss

the relevance of the Hubbard model results to the triangular-lattice antiferromagnetic materials

Lu3Cu2Sb3O14 (LCSO) studied recently by Yang et al [240].

This chapter is based on the following paper [241]:

O. Bradley, Y. Zhang, J. Oitmaa, and R. R. P. Singh, High-temperature magnetization and

entropy of the triangular lattice Hubbard model in a Zeeman field, arXiv 2303.03550 (2023).

8.2. Introduction

The Hubbard model serves as one of the most important paradigms for studying electronic

correlations in solids [5, 242, 243]. It has played a central role in our emerging understanding

of many important solid-state phenomena [239, 244, 245] including metal-insulator transitions,
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quantum magnetism, the physics of intertwined orders, strange metals, and high temperature

superconductivity. In recent years, the model has found additional relevance in new platforms

such as cold-atoms in optical lattices [246,247,248] and layered Van der Waals systems such as

transition-metal dichalcogenides [249] that can be manipulated to produce a plethora of exotic

phases. Some advantages of these new platforms over traditional solid state systems are that the

Hubbard model parameters can be controlled and well-determined, the system can be relatively

free from unknown perturbations, and also engineered to exquisite detail.

The Hubbard Hamiltonian is given by

H = −t
∑
⟨i,j⟩,σ

(
c†iσcjσ + c†jσciσ

)
+ U

∑
i

ni↑ni↓ − µ
∑
i

(ni↑ + ni↓)−
h

2

∑
i

(ni↑ − ni↓) (8.1)

where c†iσ(ciσ) is a creation (destruction) operator for an electron with spin σ = {↑, ↓} at site i of a

lattice. Here t is the nearest-neighbor hopping parameter, and the first sum is taken over all nearest

neighbor pairs of sites ⟨i, j⟩. The number operator niσ = c†iσciσ gives the number of electrons at

site i of spin σ. An on-site repulsion U > 0 penalizes sites which are doubly occupied, while the

chemical potential µ controls the overall filling. We include a Zeeman field h which lowers the

overall energy for electron spins oriented in the direction of the magnetic field.

In this paper we wish to explore properties of the half-filled triangular-lattice Hubbard model

at temperatures above the exchange energy scale J . There have been many experimental studies

of triangular antiferromagnets over the last few years [250,251,252,253,254,255,256] reporting

varied phase behaviors including different types of quantum spin-liquids, yet many questions

remain. We are motivated, in part, by the recent experimental study of the triangular-lattice

antiferromagnetic materials Lu3Cu2Sb3O14 (LCSO) and Lu3CuZnSb3O14 (LCZSO) by Yang et

al [240]. These materials have an exchange energy scale J of order 10K. However, the authors

find that the molar magnetic entropy difference ∆S(T ) between temperatures of T = 0.1K and

above T = 20K, where it begins to saturate as a function of temperature, was only about a third

of R ln 2. This is an extraordinary result implying either that at temperatures an order of

magnitude below J a substantial fraction of R ln 2 entropy remains in the system or that the

entropy at T = 2J is already reduced to only a third of R ln 2.
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From a theoretical point of view, the nearest-neighbor Heisenberg model on the triangular-

lattice is known to retain substantially more entropy as temperature is lowered compared to the

square-lattice. Using high temperature series expansions for the Heisenberg model, Elstner et al

found [257,258] that the square-lattice entropy at T = 0.4J was about ten percent of R ln 2 for the

square-lattice but close to fifty percent of R ln 2 for the triangular lattice. However, at the lowest

temperatures the triangular-lattice entropy is decreasing with reduction in temperature and one

does not expect much entropy to remain [259,260] at T = 0.1J . Indeed, there is overwhelming

evidence that the triangular-lattice Heisenberg model has an ordered ground state [261,262,263,

264,265,266,267,268] and extrapolations of high temperature series that build in information

about the low temperature behavior imply [259] a very small entropy at T = 0.1J .

Here we will study how the magnetic and thermodynamic properties of a finite-U Hubbard

model differ from the Heisenberg model at temperatures of order J and higher and if the behavior of

LCSO can be explained by such a finite U . To study the Hubbard model, we will use strong coupling

expansions carried out at arbitrary temperatures [167,269,270]. These are expansions around the

atomic limit in powers of βt. The Hubbard parameter U is treated non-perturbatively and enters as

exp{(−βU)} and as energy denominators 1/U . These expansions are very accurate at temperatures

above t and turn into an expansion in powers of t/U or βt2/U at lower temperatures. As T → 0,

these expansions turn into degenerate perturbation theory around the atomic limit [271, 272].

We will study the crossover from high-temperatures comparable to U to the strongly correlated

regime at temperatures much below U . By studying the entropy and magnetization as a function

of temperature, Zeeman field h, and U/t ratio, we will explore the crossover to Heisenberg behavior

and deviations from the Heisenberg behavior ultimately indicating a transition away from a Mott

insulator. Note that we use Numerical Linked Cluster (NLC) expansions [273, 274] to obtain

results for the triangular-lattice Heisenberg model.

Much of this physics has been studied before at low temperatures [271,272]. However, it is

difficult to establish the low temperature properties of the model in a conclusive way for lack of

definitive computational tools. Our goal is to understand the intermediate temperature properties

of the model where the strong coupling expansions should be well converged and provide accurate

answers in the thermodynamic limit.
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We also study the Maxwell’s relations between (∂S∂h )T and (∂M∂T )h. These are important for

experimental measurements of magnetic entropy and heat capacity of solid state systems [240].

Direct experimental measurement of thermodynamic properties such as magnetic entropy and

heat capacity can be difficult due to the presence of phonons and other degrees of freedom whose

contributions can be hard to accurately subtract. In contrast, the magnetization measurements

can be relatively free of such complications. Thus, Maxwell’s relations provide a way of measuring

field dependent changes in entropy. In a theoretical model study these relations also act as checks

on the numerical convergence of the calculations.

We find that for U/t ≥ 16, the zero-field molar entropy function develops a plateau as a function

of temperature at a value of R ln 2 and below that temperature the Heisenberg behavior is realized.

In the intermediate coupling region 10 < U/t < 16, we also see a crossover to Heisenberg behavior

but there is no entropy plateau at a value of R ln 2 and instead the Heisenberg behavior only sets

in at an entropy value less than R ln 2. Below U/t = 8 any resemblance to the Heisenberg behavior

is lost. The study of the double occupancy parameter reinforces the result that a transition away

from antiferromagnetic Mott insulator occurs in the region 8 < U/t < 10, consistent with previous

results [272,275,276]. At still smaller U/t the entropy at a temperature of 2J is greater than R ln 2

as the system still has significant double occupancy left. Around and below U/t = 10, the entropy

decreases rapidly with reduction in temperature around T = 2J and thus smaller U/t values cannot

explain the magnetic properties of these materials at all. In fact, we find that the best fits to the

material behavior at high temperatures is obtained in the large-U limit, that is by a Heisenberg

model.

In our study, we find that one needs a magnetic field of order J to see substantial reduction in

the magnetic entropy at temperatures of 2J and higher. As expected, strong coupling expansions

converge well for high fields at all temperatures. However, surprisingly, we find that the convergence

is worse for intermediate fields h ∼ 2J than at h = 0. The extrapolations show some hints of

magnetization plateaus already at temperatures of order J , though the convergence remains poor.

The non-monotonic convergence suggests that spin-spin correlation length at these temperatures

may be non-monotonic as a function of magnetic field, being larger at fields of order 2J , where the
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system may be developing spatial correlations associated with the onset of magnetization plateaus

at lower temperatures.

The organization of this chapter is as follows: In Section 8.3, we discuss the strong coupling

expansion method. In Section 8.4, the numerical results for zero-field are presented and discussed.

In Section 8.5, we discuss the thermodynamic properties of the model as a function of magnetic

field. In Section 8.6, we present comparisons of numerical results with the LCSO materials. In

Section 8.7, we present our conclusions.

8.3. Methods

We employ finite temperature strong coupling expansions to obtain thermodynamic properties

of the triangular-lattice Hubbard model. We write the Hubbard Hamiltonian Eq. (8.1) as H =

H0 + V , where

H0 = U
∑
i

ni↑ni↓ − µ
∑
i

(ni↑ + ni↓)−
h

2

∑
i

(ni↑ − ni↓) (8.2)

i.e. the onsite terms form the unperturbed part of the Hamiltonian, and we treat the electron kinetic

energy as a perturbation

V = −t
∑
⟨i,j⟩,σ

(
c†iσcjσ + c†jσciσ

)
. (8.3)

Now, the logarithm of the grand partition function lnZ (per site) can be expressed as a perturbation

expansion. Using the formalism of thermodynamic perturbation theory [167], we expand lnZ as

lnZ = ln z0 +

∞∑
r=1

∫ β

0
dτ1

∫ τ1

0
dτ2 . . .

∫ τr−1

0
dτr⟨Ṽ (τ1)Ṽ (τ2) . . . Ṽ (τr)⟩, (8.4)

where z0 is the single-site partition function, Ṽ (τ) = eτH0V e−τH0 , and the expectation value is

defined as

⟨X⟩ = Tr e−βH0X

Tr e−βH0
. (8.5)

To each order, terms in Eq. (8.4) can be expressed in terms of clusters of sites (graphs) on the

triangular lattice having Ns sites and Nr bonds. We have that

lnZ = ln z0 +
∑
G

LGz
Ns
0 (βt)NrXG(ζ, βU), (8.6)
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where the sum is over graphs G. Here LG, the lattice constant for a graph G, is the extensive part

of its count divided by number of sites, XG is the reduced weight of the graph, and ζ = eβµ defines

the fugacity of the system.

The single-site partition function can be expressed as a series in powers of ζ and w = e−βU .

For the SU(2) Hubbard model (in a magnetic field h) it is given by

z0 = 1 +
(
eβh/2 + e−βh/2

)
ζ + ζ2e−βU . (8.7)

We obtain strong coupling expansions for lnZ up to 8th order in βt. We can rewrite Eq. (8.6) as a

series expansion in orders βt, i.e.

lnZ = ln z0 +
∞∑
n=2

(βt)n

zn0

nt∑
t=1

at(n1, n2, n3, n4, C), (8.8)

where each order n contributes a sum of nt terms, and our calculations are complete to order

nmax = 8. The function at has the form

at = Ce(n2µ+n3h/2−n4U) (βU)−(n−n1) , (8.9)

where n1, n2, n3, and n4 take integer values, and the set of C values are the series coefficients

that we have calculated complete to eighth order. Without loss of generality, we set the hopping

parameter t = 1.

Thermodynamic properties such as the internal energy E, electron density ρ, magnetizationM ,

double occupancy D, and entropy S, can now be obtained by taking suitable derivatives of lnZ

given by Eq. (8.8). We have that

E = −
(
∂

∂β
lnZ

)
ζ

, (8.10)

ρ = ζ
∂

∂ζ
lnZ ≡ 1

β

∂

∂µ
lnZ, (8.11)

M =
1

β

∂

∂h
lnZ, (8.12)

D = − 1

β

∂

∂U
lnZ, (8.13)

S = βE + lnZ − βρµ, (8.14)
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where each thermodynamic property above is a function of the four parameters β, µ, h, and U . By

directly differentiating Eq. (8.8) we obtain:

E(β, µ, h, U) = e0 −
nmax∑
n=2

nt∑
t=1

atβ
n

Zn
0

[
n3h

2
− n4U − (n− n1)

β
+

(
n

β
+ ne0

)]
, (8.15)

ρ(β, µ, h, U) = ρ0 +

nmax∑
n=2

nt∑
t=1

[(
βn

Zn
0

)
(n2 − nρ0)at

]
, (8.16)

M(β, µ, h, U) = m0 +

nmax∑
n=2

nt∑
t=1

[(
βn

Zn
0

)(n3
2

− nm0

)
at

]
, (8.17)

D(β, µ, h, U) = d0 −
nmax∑
n=2

nt∑
t=1

[(
βn

Zn
0

)(
nd0 − n4 −

(n− n1)

βU

)
at

]
, (8.18)

where each expression involves a zeroth order term arising from a derivative of ln z0:

e0 = − ∂
∂β (ln z0)ζ , ρ0 =

1
β

∂
∂µ(ln z0), m0 =

1
β

∂
∂h(ln z0), and d0 = − 1

β
∂
∂U (ln z0). Note that the entropy

S is subsequently obtained via the thermodynamic relation Eq. (8.14).

8.4. Thermodynamic Properties in Zero Magnetic Field

We first present results for the triangular lattice Hubbard model in zero magnetic field (h = 0).

On bipartite lattices, fixing the chemical potential at µ = U/2 ensures the system is at half-

filling, i.e. an average electron density of ρ = 1 per site. However, this does not strictly hold for

the triangular lattice, which is non-bipartite. Nevertheless, we find that fixing µ = U/2 yields

approximately ρ = 1 to sufficient accuracy across a wide range of temperatures and values of U .

In Fig. 8.1, we plot ρ(T ) for several values of U from U = 8 to U = 32, where we fix µ = U/2,

and we report the temperature T in units of the exchange parameter J = 4t2/U . We find that

setting µ = U/2 suffices to obtain half-filling to within a fraction of one percent at all temperatures

studied for U ≥ 8. We thus fix µ = U/2 in the results that follow. We note that descending from

high T , there is a slight positive contribution to ρ, exceeding half-filling, while at low T there is a

small negative contribution yielding ρ < 1. This behavior can be understood by the examining the

third order term in the density series [Eq. (8.13)].

In Fig. 8.2, we plot the entropy S(T ) as a function of temperature for several values of U from

U = 4 to U = 32. One can see that for U/t > 16, the entropy develops a plateau at a value of

R ln 2 marking the onset of Mott behavior and below that temperature the entropy function is well

140



Figure 8.1. Electron density per site ρ(T ) at h = 0 is shown for different values
of U , where we fix the chemical potential µ = U/2 in each case. We find this yields
half-filling on the triangular lattice to sufficient accuracy (a fraction of one percent)
for U ≥ 8.

Figure 8.2. The entropy S(T ) at h = 0 is shown for different values of U , along
with the triangular-lattice Heisenberg result (dotted line). We observe an entropy
plateau at ln(2) for large U , and a high T maximum at ln(4) as expected. The
deviation of S(T ) from the Heisenberg limit becomes apparent as U decreases.

described by that of the Heisenberg model (a 9th order NLC calculation is shown). For intermediate

U/t values, there is no entropy plateau but instead the crossover to Heisenberg behavior is obtained

at entropy values that are successively smaller than R ln 2 as U/t is lowered. This crossover happens

at temperatures of only a few times J and thus there is no high-temperature Heisenberg limit. For
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Figure 8.3. (a) The double occupancy factor D(T ) at h = 0 is shown for different
values of U . We observe D(T ) goes to zero at low T more rapidly at large U , and
reaches a maximum value of 1/4 at high temperature as expected. (b) Plot of DU2

as a function of T for different values of U , illustrating an upturn for U ≳ 12 at low
T .

U/t < 8, the entropy is much larger than R ln 2 at T = 2J but drops rapidly below that temperature

presumably reflecting a crossover to the metallic Fermi liquid regime.

In Fig. 8.3, we show the variation of the double occupancy factorD as a function of temperature.

In Fig. 8.3(a) we plot D whereas in Fig. 8.3(b) we plot DU2 versus T . In the large U limit double

occupancy can be shown by perturbation theory to go as 1/U2. This virtual double occupancy

is intimately related to antiferromagnetism and increases as temperature is lowered indicating a

growth in antiferromagnetic configurations compared to ferromagnetic ones. We find that for U/t >

16, all the plots share the large U behavior at low temperatures. Down to the lowest temperature
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Figure 8.4. The zero-field inverse magnetic susceptibility 1/χ for the Hubbard
model is shown as a function of temperature T/J , for U = 12, 16, 24, and 32. The
Heisenberg model result is shown as a dotted black line.

studied, U/t = 8 still has substantial double occupancy and it is still slowly decreasing with

temperature. The behavior at U/t = 4 is clearly very different. In this case, the substantial double

occupancy presumably remains in the Fermi liquid regime and is only enhanced by temperature.

In Fig. 8.4, we show the inverse susceptibility as a function of temperature. The dotted line is

the Curie-Weiss result for the Heisenberg model from a 9th order NLC calculation. One can see that

the susceptibility matches on to the Heisenberg limit at temperatures much smaller than U . At

temperatures above U double occupancy reduces the effective Curie constant by a factor of 2. This

increases the slope of the inverse susceptibility plots by a factor of 2. For a material well described

by the Hubbard model, measurements of such a crossover can be a good way to determine the U/t

value.

In Fig. 8.5, we show the variation of entropy and double occupancy as a function of U/t. In

Fig. 8.5(a) the entropy is plotted as a function of U/t for various temperature values. In Fig. 8.5(b)

the double occupancy is plotted as a function of U/t for various temperature values. At large U/t,

the entropy goes smoothly to the values obtained in the Heisenberg limit. As the temperature is

lowered, the metal insulator transition should show up as a sharp increase in double occupancy.

The lowest temperatures where our results are well converged is around T = 1.5J . At these

temperatures one can see a change in behavior around U/t = 10, which is a rough indication of the
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Figure 8.5. We show (a) entropy S(U) and (b) double occupancy D(U) as a
function of U , in zero magnetic field. In panel (a) the corresponding entropy values in
the Heisenberg model (9th order NLC) are shown as dashed lines. If U is sufficiently
large, S approaches the Heisenberg result, with the required U value increasing with
temperature.

metal-insulator transition, which strictly occurs only at T = 0. All properties are smooth at finite

temperatures and one cannot identify any phase transitions more precisely at these temperatures.

8.5. Thermodynamic Properties in a Magnetic Field

In this section, we discuss how the intermediate temperature properties of the Hubbard model

evolve with a magnetic field. We consider a Zeeman-field only. In a quasi-two dimensional system,

an in-plane magnetic field only couples to the spin degrees of freedom and acts as a Zeeman field.

The application of such a field lowers double occupancy, lowers the entropy and causes the system

to develop a magnetization. Thus we present results for S(T, h), M(T, h) and D(T, h) for several
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Figure 8.6. The double occupancy factor difference D(T, h)−D(T, 0) is shown for
various magnetic field values h, for the Hubbard model at (a) U = 32, (b) U = 16,
and (c) U = 8.

different parameter ratios U/t. All plots are restricted to temperatures T > 2J , which is where

convergence is best.

In Fig. 8.6, we show how that the double occupancy is reduced by the application of the field.

We plot the difference in the double occupancy parameter in a field and in zero field at a given

temperature. A negative value shows it to be reduced. This reduction at large U is related to the

fact that the field favors configurations where spins are aligned with the field. Such configurations
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Figure 8.7. The entropy difference S(T, h)−S(T, 0) is shown for various magnetic
field values h, for the Hubbard model at (a) U = 32, (b) U = 16, and (c) U = 8.
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Figure 8.8. The magnetization M(T ) is shown for various magnetic field values
h, for the Hubbard model at (a) U = 32, (b) U = 16, and (c) U = 8.

have reduced virtual mixing with doubly occupied states. In zero-field, there was an upturn in

D(T ) at low temperatures. It goes away at large h, e.g. at U = 32, D(T ) decreases monotonically

with temperature for h/J ≳ 5. As U is decreased, the field has a greater suppression of the double

occupancy. This is simply related to the fact that there is more double occupancy in the system in

zero field.

In Fig. 8.7, we show how the entropy function is reduced by the application of the field. We

plot the difference in the entropy in a field and in zero field at a given temperature. In each panel
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Figure 8.9. The partial derivatives (∂S∂h )T (dashed lines) and (∂M∂T )h (solid lines)
are calculated separately and shown as a function of temperature T/J , for several
magnetic field values from h = 0 to h = 10J .

the Heisenberg result (9th order NLC) is shown for comparison as a dotted line. Qualitatively the

results are similar for different U values. At U = 32, the Hubbard results agree well with the

Heisenberg data. Only for U = 8, we observe significant deviations from the Heisenberg limit with

greater deviation occurring at larger fields.

In Fig. 8.8, we show the magnetization as a function of the field. Here too, in each panel the

Heisenberg result (9th order NLC) is shown as a dotted line. At U = 32, the Hubbard results

agree well with the Heisenberg data. We observe significant deviation from the Heisenberg limit by

U = 8, again with greater deviation at larger fields.

In Fig. 8.9, The partial derivatives (∂S∂h )T (dashed lines) and (∂M∂T )h (solid lines) are shown as

a function of temperature T/J , for several magnetic field values from h = 0 to h = 10J . Here we

fix U = 32 and plot for each derivative (a) an 8th order Euler sum [277] and (b) the direct sum of
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Figure 8.10. The magnetization M(h) in the triangular lattice Hubbard model at
fixed temperatures (a) T/J = 1.6, (b) 2.0, and (c) 5.0 is shown for various values
of U . In each panel we show an Euler sum for M(h), and compare 6th and 8th

order series. In each plot the corresponding M(h) curve in the triangular lattice
Heisenberg model is shown for reference (black dashed line).

the 8th order expansion. At large h, the magnetization saturates at 1/2 at low temperatures, thus

we observe the derivatives curving upwards towards zero. Maxwell’s relation (∂S∂h )T = (∂M∂T )h are

well satisfied. The comparison between results obtained from a direct sums of the series in (b) and

Euler sums in (a) shows that the convergence of the direct sum starts to break down a bit above

T/J = 2 and it becomes important to employ a convergence method such as Euler summation.
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Figure 8.11. The entropy S(h) in the triangular lattice Hubbard model at fixed
temperatures (a) T/J = 1.6, (b) 2.0, and (c) 5.0 is shown for various values of U . In
each panel we show an Euler sum for S(h), and compare 6th and 8th order series. In
each plot the corresponding S(h) curve in the triangular lattice Heisenberg model
is shown for reference (black dashed line).

The Euler summation improves the convergence in both NLC expansions and series expansions as

it eliminates any alternating terms in the series [235] however the convergence cannot be pushed

too far down in temperature in a reliable way. Hence for field dependent quantities, we mostly

show data for T/J > 2.

In Fig. 8.10 and Fig. 8.11, we show plots of magnetization and entropy as a function of magnetic

field for a few select values of temperature and several values of U . At T = 5J , the field dependence
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is featureless and the magnetization is converging well towards the Heisenberg limit at large U . Here

we show Heisenberg model results obtained from a 12th order NLC calculation. However, there

is still significant additional entropy associated with double occupancy for U = 32. The excess

entropy at T = 2J is limited to an intermediate window in the magnetic field for U = 32. At

T = 1.6J, theM vs h curve begins to develop an inflection and at the same time the entropy begins

to develop a minima at h = 2J and there is even more extra entropy at intermediate fields. While

the convergence is starting to break down at these temperatures, we believe that these are an early

indication of the magnetization plateaus arising at lower temperatures which may be magnified

by the finite U through the frustrating interactions generated in higher orders. This question of

precursor effects of magnetization plateaus in magnetization and entropy at temperatures of order

J deserves further attention.

8.6. Comparison with LCSO Experimental Data

In this section, we present comparisons of the experimental data [240] for the material

Lu3Cu2Sb3O14 (LCSO) with those obtained here for the Hubbard model. We have done extensive

comparisons of the magnetization data as a function of temperature and magnetic field. First, we

use the high-temperature data to estimate the g-factor by comparing magnetization M(T ) with a

second order NLC calculation [273,274], which should be highly accurate above T = 10J . It is

known that there are two types of spins in the system, where the exchange constant of one type is

larger than the other. For simplicity we assume that one set of spins are coupled much more

strongly than the other. At high temperatures only the average exchange that sets the

Curie-Weiss constant matters.

We can treat the weakly coupled spin as a free spin, whose magnetization we call M1, while

the magnetization of the other will be accurately described by an expression given by a second

order NLC calculation. This expression is 3M2− 5M1, where M2 is the magnetization of a two-site

Heisenberg model. An overall magnetization M(T ) per spin can then be calculated by averaging

over the two types of spin, i.e.

M(T ) =
1

2
(3M2 − 5M1) +

M1

2
. (8.19)
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Figure 8.12. A fit of the very high temperature magnetization data (T > 100K)
at a field of 7 Tesla for LCSO [240] with a Heisenberg model on the triangular
lattice obtained in second order NLC. We show results with half the spins assumed
to be free while the other half are exchange coupled with nearest-neighbor coupling
J . Different J and g values are shown. Although the very high temperature data
are better fit by a g value below 2.1, the latter value is better for fits at lower
temperatures.

We plot this in Fig. 8.12 for several values of g: 2.0, 2.1, and 2.2. For each g value we show M(T )

for three values of J : 5K, 10K, and 15K, and shade the region enclosed by these curves in gray.

The experimental result for the material LCSO (at a field h = 7 Tesla) is shown as a black dashed

line. We find that over the temperature range shown, g ≈ 2.1 fits the data best, although we note

that at higher temperatures (T > 300K) a smaller value 2.0 < g < 2.1 matches the experimental

results more closely. However, since g = 2.1 fits well over a wide temperature range, we fix g at

this value in what follows.

Next, we determine the optimal value of the exchange parameter J = 4t2/U , by comparing

both our Hubbard model calculations (at several U values) and 9th order Heisenberg NLC results

to experimental M(h) data. Here we have assumed that we can represent the system by a single

J or single t/U for all spins. We see from Fig. 8.13 that the fits improve with increasing U and

there is not much difference between U = 32 Hubbard model and the Heisenberg fits. The average

J , assuming a single exchange constant for all the spins, is greater than 6K but less than 8K. To

judge the quality of the fit and allow the interactions for the two types of spins to be different, we

use the quantitative measure of sum of relative least squares. Let the data points be given as yi
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Figure 8.13. Comparisons of the LCSO experimental data [240] at select
temperatures as a function of magnetic field with (a) Heisenberg model and (b)–(d)
Hubbard models for different U/t ratios. Best fits are obtained for the Heisenberg
or U = 32 Hubbard model whose results are barely distinguishable from that of the
Heisenberg model at fields up to 7 Tesla, which is still in the linear regime. Here all
spins are assumed to have the same exchange coupling.

and the corresponding calculated values fi. We define the sum of relative least squares as

L =
∑
i

(
yi − fi
yi

)2

, (8.20)

and plot the logarithm of this quantity to highlight the location of the minima. Heat maps showing

ln(L) for U = 32 Hubbard and Heisenberg models are shown in Fig. 8.14. Once again, there is not

much difference between Heisenberg and U = 32 Hubbard model fits. We see that the data primarily
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Figure 8.14. A heat map of the logarithm of relative least square error ln(L)
defined by Eq. (8.20). Plots are shown for (a) Heisenberg and (b) U = 32
Hubbard model. In both cases, we assume the exchange or hopping between the
two types of spins are different, giving rise to different exchange constants J1 and
J2. The comparison strongly constraints the sum of exchange constants, which also
determines the Curie-Weiss constant but not their ratio.

constrain the average of the exchange constants to be J1+J2
2 = 6.5K. The ratio of the weaker and

the stronger couplings are not well constrained by the behavior at these high temperatures.

In Fig. 8.15, we study the change in entropy S(T )−S(T = J) in zero magnetic field, comparing

our Hubbard model results with experimental data for LCSO. Here we have assumed that all

of triangular-lattice spins have the same U and t. Results are shown for several values of the

exchange parameter J , for different U/t ratios ranging from U/t = 8 to U/t = 32. As discussed in

Ref. [240], the uncertainty in experimental entropy arising in subtraction of lattice entropy from

a non-magnetic material can be parameterized by a scale factor η. We show experimental data for

η = 0, 0.01, and 0.035 here. We find that the entropy data is best fit by J ≈ 10–12K, for large U/t

(i.e. U/t = 32), and a scale factor η = 0.01. Note that the η = 0.035 data is fit well by a smaller

U/t value (i.e. U/t = 20) with smaller J ≈ 6K but only for temperatures T ≳ 30K. However,

at temperatures below T ≈ 30K, the reduction in entropy is not reflected in the Hubbard model

result at these parameters.
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Figure 8.15. Comparison of the entropy difference S(T ) − S(T = J) in zero
magnetic field with experimental data for LCSO. In panels (a)–(d) we show the
results for a fixed value of the exchange parameter J ranging from 6K to 12K, for
several values of U/t. Experimental data is shown for three different values of the
scaling parameter η discussed in Ref. [240]. The best fits come from J in the range
of 10-12 K and large U ≥ 32.

8.7. Conclusions

In this chapter we have studied the magnetization and entropy functions of the triangular-

lattice nearest-neighbor Hubbard model at half filling as a function of temperature and magnetic

field. These expansions are well converged at temperatures above the hopping parameter t. Below

temperatures of order U/2 there is a crossover from the high temperature regime to the strongly
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correlated regime for moderate to large values of U/t, which is characterized by a suppression of

double occupancy and a change in the Curie constant by a factor of 2.

Our primary interest in this work is at temperatures below t and of order J = 4t2

U where the

large-U system crosses over to the Heisenberg model. The crossover can be seen quantitatively

for all values of U/t > 10. Only at U/t values below 8 does the system show behavior that is

qualitatively unlike the large U behavior. A strict location of the metal insulator transition cannot

be determined at temperatures of order J , where our results are convergent, but they are consistent

with a transition in the range 8 < (U/t)c < 10.

One of our motivations was to see if finite-U/t value can help explain the unusually small

entropy difference between the temperatures of 2J and 0.1J seen in the LCSO materials [240] by

already reducing the system entropy at temperatures above 2J . That is not found to the case. In

fact, best fits to the experimental data are obtained by the Hubbard model of U/t = 32 or larger,

whose results in zero-field are barely distinguishable from the Heisenberg model.

We find some evidence that strong magnetic fields with energy scales larger than the exchange

constant J can lead to some precursors of low temperature magnetization plateaus with signatures

in both magnetization and entropy already at temperatures above J . This issue deserves further

attention experimentally and theoretically.
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CHAPTER 9

Conclusion

This dissertation has presented a variety of computational studies of both electron-phonon

models and systems of strongly correlated electron spins. In each project, we have seen how

the formulation of an insightful Hamiltonian combined with the clever application of numerical

algorithms can reveal previously unknown features. The primary focus in each of these studies

has been the emergence of different phases. We have seen the onset of collective ordered phases

such as superconductivity and charge density wave order, and determined the parameter regimes in

which they occur. However, we have also seen how exotic phases such as the Kitaev spin liquid and

magnetic plateau phases in antiferromagnets can be particularly fragile, becoming suppressed when

we consider realistic perturbations such as single-ion anisotropy or disorder in exchange variables.

Where possible we have endeavored to connect our computational studies to experimental systems.

In Chapter 1, we introduced a paradigmatic model of the electron-phonon interaction, the

Holstein Hamiltonian, which we studied in Chapters 3 and 4 on both the square and kagome lattices.

We then introduced the widely celebrated Hubbard model which incorporates the electron-electron

interaction, returning to this model in Chapter 9. Following this, we presented several key models

of interacting spins: the triangular lattice Ising model and the Kitaev model on the honeycomb

lattice. Extensions of the Kitaev honeycomb model for integer spins were the focus for Chapters 5

and 6, while in the last two chapters we considered two models on the triangular lattice, a frustrated

geometry, focusing on understanding their thermodynamic behavior.

In Chapter 2, we explored several of the algorithms used throughout this thesis. We introduced

the concept of Markov Chain Monte Carlo and discussed how a classical Monte Carlo simulation

is implemented, which we returned to in Chapters 6 and 7, which both involved classical spin

systems. Following this we worked through how the Determinant Quantum Monte Carlo (DQMC)

algorithm can be implemented to simulate the Holstein model, which is the method we employed

to study the doped square lattice in Chapter 3. We discussed the relative advantages of the Hybrid
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Monte Carlo (HMC) algorithm, and outlined an implementation of the method for the Holstein

model, which in Chapter 4 proved essential for studying large kagome lattices at realistic phonon

frequencies ω0 ≪ t. An outline of the Lanczos algorithm was also presented, a method we relied

upon to study the ground state properties of large spin-1 clusters in Chapter 5.

In Chapter 3, we explored the competition between superconductivity and CDW order in the

square lattice Holstein model. Although some early studies [3] of this model suggested a

superconducting phase existed away from half-filling, severe limitations on lattice size and inverse

temperature precluded any definitive conclusion until now. This chapter presented the first

estimates of the superconducting transition temperature Tsc in the doped Holstein model at

several different phonon frequencies ω0 and electron fillings ρ. We presented a finite-size scaling

analysis of pair susceptibility data at λD = 0.25 and obtained the following critical temperatures:

Tsc ≈ W/228 = t/28.5 for (ρ = 0.6, ω0/t = 1); Tsc ≈ W/220 = t/27.5 for (ρ = 0.7, ω0/t = 1);

Tsc ≈ W/180 = t/22.5 for (ρ = 0.6, ω0/t = 4); and Tsc ≈ W/188 = t/23.5 for (ρ = 0.85, ω0/t = 4),

where W = 8t is the non-interacting bandwidth for the square lattice. We also studied the

suppression of checkerboard CDW order as the system is doped away from half-filling, observing

possible evidence of an incommensurate CDW phase with ordering wavevector q = (5π/6, π).

In Chapter 4, we studied the Holstein model on the kagome lattice using a state of the art

HMC algorithm, allowing us to study relatively large systems of up to 775 sites, at small phonon

frequencies down to ω0/t = 0.1. Our work is the first numerical study of the Holstein model on the

kagome lattice, a geometry which has attracted attention recently due to the discovery of CDW

order in many kagome metals, in particular, AV3Sb5 (A = K, Rb, Cs), in which charge ordering has

been observed at the M -points of the Brillouin zone, corresponding to lattice distortions forming

a star-of-David or inverse star-of-David pattern. In our study, we find a different kind of CDW: a
√
3×

√
3 order with an ordering wavevector at the K-points (i.e. the Dirac points) of the Brillouin

zone, occuring only at a filling fraction of ⟨n⟩ = 2/3, with transition temperature Tc ≈ t/18 =

W/108. The study of emergent charge order in kagome materials remains a very active area of

research on both the experimental and theoretical fronts. Indeed, very recent experimental work

on the kagome metal ScV6Sn6 [278] has shown a different kind of CDW ordering compared to the

AV3Sb5 family of materials. Here a
√
3 ×

√
3 phase emerges where the K-points lie in proximity

158



to the Fermi energy. Our study may be of relevance to this finding, suggesting this ordering may

be primarily electron-phonon driven.

In Chapter 5, we investigated the spin-1 Kitaev honeycomb model in the presence of

single-ion anisotropy, employing a range of numerical methods including Lanczos diagonalization,

series expansions, and degenerate perturbation theory. We considered two different types of

single-ion anisotropy, one in the [111] direction which preserves the symmetry between the three

bond directions of the honeycomb lattice, and a [100] anisotropy which breaks this symmetry.

Motivated by recently proposed candidates for Kitaev materials with effective spin-1 local

moments, such as the honeycomb Ni oxides A3Ni2XO6 (A = Na, Li) (X = Bi, Sb) [18], we

studied how the presence of single-ion anisotropies (which are expected to occur in real materials)

influenced the phase diagram of the spin-1 Kitaev model. We obtained estimates for the phase

boundaries of the quantum spin liquid regime, finding that for |D111|/K ≳ 0.12 the quantum spin

liquid phase is destroyed, and more conventional phases emerge. Hence we predict that any [111]

anisotropy must be small compared to the Kitaev couplings in order to observe signatures of

quantum spin liquid behavior in these systems. We also found that the Kitaev spin liquid phase

becomes immediately unstable in the presence of any D100 anisotropy.

In Chapter 6, we further explored the variety of thermodynamic behaviors that can occur in

integer spin Kitaev models, by studying a variant of the model built out of commuting operators

ταi = eiπS
α
i , first introduced by Baskaran, Sen, and Shankar [19]. We used a variety of numerical

methods including transfer matrix techniques, classical Monte Carlo simulations, and

high-temperature expansions to study the entropy, specific heat, energy, correlation length, and

mean flux. We provided both analytical and numerical insights into measurements of ground

state energy, and the non-zero residual entropy in these models, which is a signature of large

ground state degeneracy. Our study highlights the striking differences between spin-1 and spin-2

models, as well as between ferromagnetic and antiferromagnetic couplings. For all but the spin-1

antiferromagnetic model, we find that the average flux through a hexagonal plaquette ⟨Wp⟩ → 1

as T → 0. We hope that our work provides further impetus to investigate higher spin Kitaev

materials, which as we have illustrated can exhibit a rich variety of thermodynamic behaviors.
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In Chapter 7, we examined another model exhibiting residual entropy as T → 0, which is the

triangular lattice Ising antiferromagnet (TIAF). This work was motivated by experimental

measurements of magnetization and entropy in TIAF material TmMgGaO4 [195], in which

theoretical plateaus in entropy and magnetization are either absent or severely rounded, raising

questions about their robustness in real materials. Again using both transfer matrix calculations

and classical Monte Carlo simulations, we study how entropy and magnetization plateaus are

influenced by next-nearest neighbor interactions, and disorder in the exchange variables J1 and

J2. We conclude that clear entropy plateaus are observable only if J2 is no more than a few

percent of J1, and are destroyed if the width of the J1 distribution exceeds σ ≈ 0.05J1,

illustrating why these effects are highly challenging to observe in experimental systems.

In Chapter 8, we returned to the triangular lattice, studying the Hubbard model in a Zeeman

field. We use finite temperature strong coupling expansions to obtain the thermodynamic properties

at half-filling, such as the double occupancy, entropy, and magnetization, as a function of the

Hubbard parameter U/t, temperature, and magnetic field. Our primary goal was to understand

the high temperature properties i.e. T/J > 1 where J = 4t2/U is the exchange parameter. We show

evidence of a mapping to an antiferromagnetic Mott insulator at U/t ≥ 10 at temperatures well

above T = J , and also find evidence implying non-monotonic variation of spin-spin correlations

length as a function of magnetic field. This work was also motivated by a recent experimental

study of the triangular lattice compound Lu3Cu2Sb3O14 (LCSO) [240], which exhibits an unusually

small change in entropy between the temperatures of 2J and 0.1J . We performed an analysis of

the experimental data and determined that the entropy and magnetization are best described by

a Hubbard model with U/t = 32 or larger, which is essentially indistinguishable from Heisenberg

model results in zero field.

Finally, we emphasize that although these individual studies relate to a variety of different

models, from those describing electron-phonon interactions to quantum spin liquid behavior,

together they showcase the richness of emergent behavior in strongly correlated electron systems.

Indeed, in this thesis we have seen many examples of the success of relatively simple effective

Hamiltonians in capturing the interplay between various quantum phases of matter. Combined

with the advances continuously being made in both computational power and algorithm
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development, we can be sure that this will remain a fruitful approach towards tackling the

quantum many-body problem as new materials and models are discovered in the future.
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