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Those areas that are inundated or saturated by surface or ground
water at a frequency and duration sufficient to support, and that
under normal circumstances do support, a prevalence of
vegetation typically adapted for life in saturated soil conditions.
Wetlands generally include swamps, marshes, bogs, and similar
areas.

Jurisdictional definition of wetlands
40 CFR 232.2(r)

Wetlands are places where heavy equipment is likely to churn up
mud even after the weather has been dry for some time.

William Lewis, Jr., wetland scientist
In response to Senator Lauch Faircloth (R-NC),

who asked for a practical definition of wetlands
that could be given to a farmer (Williams 2001).

All models are wrong. Some models are useful.

George Box

Errors using inadequate data are much less than those using no

data at all.

Charles Babbage

If you want to convince me of something, Mrs. Landingham,
give me numbers.

Jed Bartlet
NBC'’s West Weng
Final episode, season two
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Preface

This dissertation is the culmination of six years of graduate study, two and a half of which
were devoted specifically to the research described in these pages. The research was
supported by an EPA grant, under the Science to Achieve Results (STAR) program, and a
grant from the University of California Water Resources Center.

I have written the dissertation as if I was solely responsible for all of the work, but of
course that 1s not true. I had a superb major advisor and dissertation committee to help me
throughout, and I benefited from many conversations with fellow students and friends as
well. First and foremost, Marca Weinberg was the best advisor a graduate student could
hope for. I must have spent more time talking with Marca in my first year - about classes,
research ideas, and environmental economics in general - than most spend with their
advisors in their entire five- (or six- or seven-) year tenure as PhD students. And she kept it
up, even after she left U.C. Davis for greener pastures. It was also a great pleasure to have
Jim Wilen on my dissertation committee. If some small part of his ability to think clearly
and produce useful insights about virtually any question he is presented with shows up
anywhere in my future work, then he will have done me a great service. I only wish that I
could have spent even more time with Jim. John Eadie is an expert on all things related to
waterfowl, and he provided an invaluable check on my statistical models of mallard
abundances. John is involved in real-world wetlands management in the Central Valley of

California, and I benefited greatly from tagging along to a few meetings where decision-
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makers in state, federal, and non-governmental organizations were actually trying to figure
out how best to manage wetlands in the region. These were enlightening experiences, and I
hope that similar opportunities will arise in the future. I also always appreciated John'’s
boundless enthusiasm for research. Finally, Greg Pasternack never failed to provide very
insightful advice on the parts of my dissertation research related to hydrology, which is his
area of expertise. Greg was also always able to draw my attention to the more practical
aspects of my models and results. But of course, the invaluable mentorship and advice from
my dissertation committee notwithstanding, all remaining mistakes in this dissertation are
mine and mine alone.

My dissertation committee was not my only source of support. It was during time
spent with friends and classmates, even more so than with my professors and faculty
advisors, that I experienced most acutely the hints of discovery, the feeling of progress, and
the great satisfaction of learning new things. And these things, I came to realize, are what
can make a career doing research FUN. The friends and classmates who made my time in
graduate school such a rewarding experience include: James Eaves, Catherine Hickey,
Sandeep Mohapatra, Brian Paciotti, Neil Pelkey, Dan Pollock, Deborah Salon, Marty Smith,
and Matt Zafonte. Thanks so much to all of you.

And finally, without the unconditional love and support from my family, nothing I
have accomplished to date could have been possible, and nothing I hope to accomplish in

the future is even conceivable. Thanks Mom, Dad, John, and Anje. I love you all.
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Chapter 1 - Introduction

This dissertation is about the public benefits that wetlands can provide and how those
benefits depend on where wetlands are located in the landscape. The two broad objectives
of the research were (1) to further our understanding of the role that landscape configuration
plays in the provision of ecosystem services from wetlands, and (2) to enhance our practical
ability to account for spatial effects and tradeoffs between competing environmental goals
when evaluating, designing, and implementing wetlands policies. I have addressed only a
few key aspects of these broad objectives, but the methods, and - with some qualifications -

many of the conclusions, could be applied to other aspects of wetlands policy as well.

L1  Public and private benefits and costs of wetlands conservation
If one considers public policy related to wetlands as a collective effort to maximize the net
benefits they provide to society, then measuring the benefits and costs of wetlands
conservation becomes a central task for evaluating, designing, and implementing wetlands
policies. Thave not attempted a comprehensive benefit-cost analysis of wetlands
conservation, but such an ideal provides a useful context for the research described here. So
to start, I offer the following categorization of the benefits and costs of wetlands
conservation.

Public benefits are benefits that accrue to the public at large. These have all of the
autributes of “public goods” — many individuals in society can benefit from them
simultaneously without affecting the benefits other individuals receive (unlike private goods,

which can only be owned, used, or consumed by one person at a time). Public benefits from
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wetlands conservation include ecosystem services and environmental amenities. Ecosystem

services are those benefits provided to society through the normal workings of wetland

ecosystem functions. The three classes of ecosystem services that wetlands are most often
said to provide are: habitat benefits, water quality benefits, and flood control benefits.
Habitat benefits arise from the role that wetlands play in supporting populations of
particular wildlife species of concern, or in maintaining biodiversity in general. Water quality
benefits arise from the physical, chemical, and biological processes in wetlands that serve to
reduce the concentration of pollutants entering downstream water bodies. Flood control
benefits arise from the effects wetlands have on hydrologic processes in a watershed.
Wetlands can function as temporary detention basins for floodwaters during large storm
events, thereby reducing flood damages to downstream areas. Environmental amenities are
those benefits provided to society from the structural characteristics (as opposed to
functions) of wetlands." Environmental amenities depend more on wetlands “just being
there” than actually “doing something.” Environmental amenities from wetlands include use
values, such as opportunities for water sports, hiking, camping, bird watching, etc., as well as
non-use values, such as the existence value of open space and a “pristire” or “natural”
environment.

Private benefits are benefits that accrue to the private owners of land on which
wetlands are found. These could include profits from operating duck clubs, the sale of

crops, or timber harvested in wetlands.

! You will not find this definition of environmental amenities in the environmental economics literature. There
the term is generally used as a catch-all for virtually any type of non-market environmental benefit. However,
for the present purposes the definition is useful, to distinguish between ecosystem services, which are often
best measured using a production function approach that integrates methods from economics and ecology, and
other types of public environmental benefits, many of which can be measured using hedonic, travel cost, or
contingent valuation methods alone.
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Public costs of wetlands preservation would include any disamenities (negative
externalities) from wetlands, e.g. nuisance and increased disease transmission from
mosquitoes, and increased damages to neighboring landowners’ crops from wildlife
associated with wetlands. In the case of wetlands restoration, public costs would also
include any public funds used to finance their construction and maintenance.

Private costs of wetlands preservation include the opportunity costs of the land (the
present value of the entire stream of expected future benefits from the land in its highest
economic use), and disamenities from wetlands borne by the landowners themselves, such as
damage to a landowner’s own crops from wildlife associated with wetlands. In the case of
wetlands restoration, private costs would also include the private landowner’s share (if any)
of construction and maintenance costs. The net benefits wetlands provide to society are the
sum of public and private benefits less the sum of public and private costs.

On the benefit side, this research focused on two of the major classes of wetland
ecosystem services: habitat benefits and water quality benefits. In the environmental
economics literature ecosystem services have been largely ignored (beyond the admission of
their existence), and in the ecology literature they have not often been treated in ways useful
for policy evaluation. On the cost side, this research focused on the private costs of
wetlands restoration, which can be approximated by the market value of the land that is to
be restored to wetlands, plus the costs of converting the land from its present use back to a
fully functioning wetland ecosystem.

The research described here proceeded in two fairly distinct stages. First, [
developed production functions for habitat and water quality ecosystem services from
wetlands. Second, I integrated the production functions, along with estimates of restoration

costs, into an optimization-based decision framework that can determine the configuration
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of restoration activities that maximizes the expected levels of wetland ecosystem services.
The methods, and to some degree the models themselves, could be transferred to different
areas and policy contexts, but they were developed and applied specifically to wetlands
restoration in the Central Valley of California, in hopes of gaining insights that might be
immediately relevant to decision makers in the region.

In its fully realized incarnation the modeling framework described here would
include production functions for all public benefits that wetlands could conceivably provide
in a particular study area. This might include models of habitat relationships for all species
of concern in the region, models of transport and kinetics for all water constituents that
could have an impact on human health or ecosystem integrity, hydrologic models of the
potential for flooding at all locations in the study area, economic models of the amenity
value of wetlands, and so on. Because my focus was on particular aspects of wetlands policy
evaluation (namely, spatial effects and multiple objectives), I considered only a small subset
of the ecosystem services that make up the complete package of public benefits from
wetlands. This research focused on two specific examples of wetland ecosystem services -
the provision of habitat for mallards in the breeding season and the attenuation of nutrients
from non-point source runoff. These ecosystem services provide substantial contrast
between required modeling techniques and management implications, so this strategy should
produce an informative case study of multi-objective land use decision-making in the context

of wetlands conservation.

12 Outline of the dissertation
The dissertation is organized as follows. The next section presents a stylized wetlands

restoration scenario to show how spatial effects can be important for decision-making. In
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Sections 1.4 and 1.5, I briefly review the reserve site selection literature and the wetland
assessment literature, to provide context for the models and applications in Chapters 2
through 6.

Chapter 2 presents a numerical model of multi-objective land use decision-making
that can account for spatial effects. The simple story is that when spatial effects are
important one should consider them explicitly when making decisions regarding land use;
otherwise such decisions will likely be sub-optimal. The model’s usefulness comes from its
ability to provide a means for investigating in a rigorous way some of the most important
features of land use decisions. The model described in Chapter 2 can be used to measure
the importance of spatial effects, determine the distribution of wetlands restoration activities
that maximizes the provision of ecosystem services, and compare outcomes under different
management strategjes.’

In Chapter 2, I illustrate the framework and demonstrate its utility using stylized
representations of ecosystem services. Chapters 3 and 4 describe more realistic models of
ecosystem services from wetlands in the Central Valley of California. Chapter 3 presents
regression models that relate bird abundances to the distribution of land use in the study
area, with special attention paid to mallards. The models are best understood as a
description of how birds in a population of fixed size would distribute themselves across the
landscape. Some important assumptions are required to use the model for predicting the
total population size that the landscape can support, which will often be the policy endpoint
of most interest. I maintained these assumptions for applications described in later sections

of Chapter 3 and in later chapters, but in section 3.4 I discuss the assumptions and present a

2 Chapter 2 is based largely on Newbold (2002).
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more general model that can be used to predict the equilibrium population size as a function
of landscape configuration based on a static analysis of species abundances.

Chapter 4 describes a spatially distributed hydrologic simulation model that I
developed to estimate nitrogen and phosphorus loads to rivers and streams from non-point
source runoff, and to predict reductions in nutrient loads that would result from restoring
wetlands at different locations in the landscape. I applied the model to the entire Central
Valley, and Section 4.2.5 presents baseline results from the model.

Chapter 5 addresses the cost side of wetlands conservation. The cost of wetlands
protection will consist solely of opportunity costs associated with alternative uses of the
land, which can be measured to a reasonable first approximation by the market value of
nearby agricultural or urban parcels. This research focused on wetlands restoration
decisions, the costs of which will include opportunity costs (the market value of the parcel
itself) plus construction and maintenance costs associated with converting the parcel from its
present use to wetlands. Chapter 5 presents estimates of both opportunity costs and
construction costs for wetlands restoration in the Central Valley.

Chapter 6 describes an integrated optimization model that can target wetlands
restoration activities and investigate the importance of spatial effects and the magnitude of
tradeoffs between wetland ecosystem services in the Central Valley. To develop the
integrated model, I combined the production functions for ecosystem services from
Chapters 3 and 4 and the estimates of restoration costs from Chapter 5 into a numerical
opumuzation model, similar to the one presented in Chapter 2. The optimization model can
determine the configuration of wetlands restoration activities that maximizes some weighted
combination of mallard abundance in the breeding season and nutrient attenuation. The

model can be applied to either small watersheds within the Central Valley, or the entire
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Central Valley but with substantial constraints imposed. The scope of application is limited
because of the difficulties involved in the optimization modeling itself - I will have
something to say about this at various points in the dissertation. The model was applied to
several case studies in the Central Valley, and results from the case studies are presented in
Section 6.4.

In Chapter 7, I conclude with a recap of some of the main conclusions from the
research and a brief discussion of the limitations of the models to suggest possible directions

for future research.

13  Consider a square landscape
One of the main themes of this dissertation is the importance of spatial effects. By “spatial
effects,” I mean the effects of land use change on some policy endpoint of interest (this
research focused on environmental endpoints) above and beyond what can be attributed to
changes in the total area of each land use type alone. A controlled experiment that could be
used to investigate such effects might involve holding constant the amount of each land use
type in a region, moving parcels of land around, and then measuring the endpoints of
interest in the re-configured landscapes. In such a controlled experiment the differences in
the endpoints would solely be due to spatial effects, because the total amount of each land
use type was held constant across the trials. Researchers generally do not have the luxury of
performing such experiments on the large scales that are of most interest, so they must rely
on other techniques for investigating spatial effects, including statistical modeling and
simulation modeling, both of which were used extensively in this research.

But even if spatial effects can be measured... So what? Are the substantively

important? Spatial effects could be important in two ways. First, if policy outcomes are (at
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least in part) a function of spatial effects, then only by fully accounting for them can policy
be as effective as possible. Predicting the outcomes of different policy options is easier
when all of the important causal factors are understood. The second way that spatial effects
could be important, beyond this standard motivation for policy-relevant research, is that
spatial effects can complicate land use decisions by making the outcomes of otherwise
independent choices interdependent. In this section I present a stylized example of a
wetlands restoration decision scenario to show how this can happen.

Consider a square landscape with seven parcels of land, as in Figure 1.1. The five

o

Wetlands
D Agriculture

Figure 1.1 - A square landscape.

gray parcels are wetlands and the three white parcels are agriculture. Now consider a
manager whose task is to increase the population of a particular wildlife species of concern.
The species relies on wetlands and is negatively affected by agriculture. Specifically, the
sustainable population size of the species is given by the following equation:

P=A-2E (1.1)
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In equation 1.1, Pis the population size of the species, A is the total area of wetlands in the
landscape, and E is the total length of edge shared between wetlands and agriculture. Next,
assume for simplicity that all three parcels of agriculture cost the same and that the manager
has sufficient funds to purchase and restore any two of the three parcels to wetlands. If one
unit of area is defined as the size of the smallest parcel, and one unit of edge is defined as the
length of the smallest parcel, then initially 4 =7 and E =7, which means
P=7-2x7=~7. The fact that the sustainable population size is negative means that the
landscape is currently a “sink” for the species; any individuals that migrate into the area will
not survive.

One strategy the manager could use to choose which two parcels to restore to
wetlands is: (1) calculate the sustainable population size if each agriculture parcel is restored
individually, (2) choose from the three agriculture parcels the one that yields the greatest
increase in population size, (3) calculate the sustainable population size if each of the two
remaining parcels is restored individually, and (4) choose from the remaining two parcels the
one that yields the greatest increase in population size. By using this decision strategy, the
manager would make the best decision at each iteration, choosing first the parcel that yields
the greatest benefit to the species, and second the parcel that yields the greatest benefit given
that the first was already chosen. However, this iterative strategy will not yield the largest
increase in population size possible. The parcel that yields the largest increase in population
size initially 1s parcel 3. If parcel 3 were restored to wetlands, then A =8 and E =4, which
means P =8—-2x4 =0, an increase of 7. If either parcel 1 or 2 were restored to wetlands
first, then A =11 and E =7, which means P =11-2x7 =-3, an increase of only 4. If
parcel 3 were restored first the manager would be indifferent between parcels 1 and 2 in the

second round. If either parcel 1 or 2 were restored, in addition to parcel 3, then 4 =12 and
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E =4, which means P=12-2x4 =4, an overall increase of 11. However, if instead of the
iterative decision strategy described above all possible combinations of parcels were
considered, the manager would see that choosing parcels 1 and 2, not 1 and 3, would yield
the greatest overall increase. If parcels 1 and 2 were restored, then 4 =15 and F =3,
which means P =15-2x3 =9, an overall increase of 16. The two site selection strategies

are summarized in Table 1.1.

Table 1.1 - The performance of two sites selection strategies for the
stylized wetlands restoration scenario.

A E P
Baseline 7 7 -7
Alternative 1: (iterative strategy)
Choose parcel 3... 8 4 0
then choose parcel 1 or 2 12 4 4
Alternative 2: (optimizing strategy)
Choose parcels 1 and 2 15 3 9

Compare the above scenario to one in which there are no spatial effects. If P = A4
(or any increasing function of A alone), then the iterative strategy would yield the same
outcome as one where all possible combinations were considered. In the above case, parcels
1 and 2 would be chosen using either strategy. It is the spatial effects in the scenario
described above that make the iterative strategy sub-optimal, and this occurred because the
benefits of restoring parcel 1 depended on whether or not parcel 2 was restored, and vice
versa. The benefits of choosing either of these parcels are interdependent (or
“endogenous”) in the presence of spatial effects; they would be independent (or
“exogenous”) in the absence of spatial effects. In this way, spatial effects can make an

otherwise simple decision situation complicated. This example had only three options from
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which to choose, but many real-world situations may have dozens, hundreds, even
thousands of options. In such cases it would not be possible to consider all combinations -
the computational demands would exceed the capacity of even the fastest computers - so
the design of site selection strategies that perform well in the presence of spatial effects is an
important endeavor.

The example presented above was meant to provide motivation for the chapters to
come. To provide context, in the next section I briefly review some of the related research
that has appeared in the scientific literature. Two strands of the literature that are especially
relevant to this dissertation are (1) the reserve site selgction literature, which deals with
methods for choosing sites for a network of nature reserves to protect biodiversity in
general, and (2) the wetlands assessment literature, which deals with methods for measuring

the functions and values of wetlands in particular.

14 Conservation biology and reserve design

The design of nature reserves is one of the central themes of conservation biology. In The
Theory of Island Biogeography, MacArthur and Wilson (1967) provided a conceptual foundation
for describing relationships between landscape configuration and the diversity of species.
MacArthur and Wilson focused on explaining differences in diversity and tumover rates of
species on islands of varying size and isolation, but the theory found immediate application
to the design of nature reserves on mainlands as well (Diamond 1975), and soon the so-
called “SLOSS debate” ensued (e.g. Simberloff and Abele 1982; Soulé and Simberloff 1986).
SLOSS refers to “single large or several small” nature reserves, and the debate was over
which was better for protecting biodiversity. The debate produced no definitive answer,

except that the preferred design will depend largely on particular circumstances (Prendergast
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et al. 1999; Simberloff 1988; Saunders et al. 1991). Nevertheless, island biogeography theory
and the large amount of research it inspired, including the SLOSS debate and more recent
contributions (e.g. Hubbell 2001), continue to provide some of the key foundations for
research on the spatial aspects of reserve design (Noss et al. 1997; Margules and Pressey
2000; Veech 2000). However, much of the current research on reserve design is not really
spatial at all.

Current research on reserve design uses mathematical programming techniques to
select sites for inclusion in a network of protected areas. Using these methods reserves are
“designed” by choosing sites from a candidate set of sites, where each site in the candidate
set is of predetermined size, shape, and location. Thus, the body of literature reporting
applications of these techniques is aptly named “the reserve site selection” literature. Any
particular reserve site will protect only some of the species in need of protection; it is the
network as a whole that is intended to protect as many species as possible, and reserve site
selection strives to choose the smallest set of sites required to meet that goal. The selection
of sites is based primarily on the species that are known to occur on the sites, not on any
theoretically determined equilibrium level of diversity that the network of reserves would
support (which is what reserve site selection based on island biogeography theory might do).
In the standard reserve site selection problem, the only information necessary for designing
an optimal network of nature reserves is a complete description of the current distribution of
species in the landscape. All considerations of species’ interactions with their environment
and with each other are ignored. Furthermore, no spatial information is used in the standard
formulation. Therefore, standard reserve site selection techniques represent more of a
natural history approach than an ecological approach to designing nature reserves.

The standard reserve site selection problem can be stated mathematically as follows:
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Max l:i y,jl (1.2a)

1, le-zq >k
y, = I (1.2b)
0, Zx,z,, <k,
J=1
N
Yx, sC (1.2¢)

In expressions 1.2a-c, T is the total number of species that occur on all sites under
consideration for the reserve network, z; =1 if species i occurs on site j and O otherwise, X =
1 if site j is included in the reserve network and 0 otherwise (the xs are the choice variables),
C'is the maximum number of sites that could be included in the network, and £, is the
minimum number of sites in the reserve network on which species  must occur for it to be

adequately protected. Therefore, y, =1 if species  is adequately protected (if it occurs on at

least , sites in the reserve network) and 0 otherwise. In words, expressions 1.2a-c say:
Maximize the number of species protected by choosing up to C sites for inclusion in a
network of nature reserves.

Despite the low level of ecological detail in the standard formulation, the reserve site
selection literature has made an exceedingly useful contribution to conservation biology
simply through the structure it imposes on conservation problems. The objective must be
defined clearly, the relevant ecology must be summarized in numerical form, and the
constraints must be accounted for explicitly. The value of the formality of this approach
cannot be overstated, especially for conservation biology, a discipline with positive and
normative components that are sometimes hard to separate. However, just because a

problem can be written down in a form similar to expressions 1.2a-c does not mean that the
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solution immediately follows. This formulation is merely a problem statement and a
description of the characteristics that the solution must have (the solution will maximize a
specific objective, and satisfy certain constraints). Actually finding the solution (or good
candidate solutions) requires mathematical programming techniques.

The note by Underhill (1994) provides a convenient entry into the reserve site
selection literature. Underhill pointed out that a class of heuristics conservation biologists
often used to solve reserve site selection problems, so-called “greedy algorithms,” could not
guarantee optimal solutions in general. Greedy algorithms work by breaking the problem
down into a sequence of smaller problems and finding optimal solutions to each in turn.
The iterative strategy used to select parcels for wetlands restoration in the previous section
was a greedy algorithm, and Underhill’s point was similar to the point of that section: greedy
algorithms sometimes fail when benefits are endogenous. However, the reason that benefits
are endogenous in the standard reserve site selection problem is different than the reason
they were endogenous in the stylized wetlands restoration scenario in the previous section.

Benefits are endogenous in the standard reserve site selection problem because of
complementarities between the sets of species that occur on each site. The example given
by Underhill (1994) is worth reproducing here to make this point clear. Consider five sites
on which species occur according to Table 1.2 (the values in the table are the z,’s in
expressions 1.2a-c). To protect all species, a greedy algorithm - one that chooses sites in
decreasing order of the number of new species added to the protected set at each step -
would choose site 1 first, then 2, and then 3. However, it is easy to see that only sites 2 and
3 are required to protect all eight species. Notice that the endogeneity of benefits, and

therefore the failure (or underperformance) of the greedy algorithm, in this example does
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not stem from spatial effects. Again, spatial relationships are not accounted for in the

standard reserve site selection problem.’

Table 1.2 - Hypothetical reserve site selection problem from Underhill (1994).

Species
r B

1 2 3 4 5 6 7 8

1 0 0 1 1 1 1 1 0

2 1 1 1 1 0 0 0 0

Sites 3 0 0 0 0 1 1 1 1
4 1 1 1 0 0 0 0 0

5 0 0 0 0 0 1 1 1

In spite of Underhill’s note, greedy algorithms and other heuristics are still used for
reserve site selection problems. This is because optimizing algorithms (those that guarantee
an optimal solution), such as branch and bound, are not feasible for many real-world
problems, and because heuristics often perform quite well for the standard reserve site
selection problem even when they cannot guarantee optimality (Pressey et al. 1996).* Less is
known about the performance of greedy algorithms when spatial effects are important.
Some preliminary results relevant to this issue are presented in Chapter 2, where a greedy
algorithm is compared to an optimizing algorithm on a site selection problem with spatial
effects.

Many reserve site selection applications have appeared in the conservation biology
literature in recent years. Some have focused on the general performance of alternative

heuristics and maximization criteria (e.g. Lomolino 1994; Camm et al. 1996; Pressey et al.

* Though see Williams and RaVelle (1997) for a discussion of spatial optimizing models from the operations
research literature that could be applied to the reserve site selection problem.

* However, the literature has not investigated in much depth the conditions that will cause a greedy algorithm
to perform poorly for the standard reserve site selection problem. In what kinds of environments, or in the
preslence of what kinds of ecological relationships, will species be distributed across sites in a way similar to
Table 1.1?
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1996; Csuti et al. 1997; Pressey et al. 1997; Polasky et al. 2001); some have been more
concerned with applications to specific conservation problems (e.g. Davis et al. 1996;
Williams et al. 1996); some have investigated the importance of incorporating economic
costs into the standard formulation (e.g. Walpole and Sinden 1997; Ando et al. 1998; van
Langevelde et al. 2000; Polasky et al. 2001a); and some have presented general models and
discussed their variants (e.g. Wright et al. 1983; Williams and ReVelle 1997; Margules and
Pressey 2000). In a recent contribution, Polasky and Solow (2001) addressed the value of
information in reserve site selection. They applied a Bayesian framework to a stylized site
selection problem and demonstrated that the value of alternative survey strategies depends
on, among other things, the number of sites that can be selected (C in expression 1.2c).

Though not usually associated with the reserve site selection literature, Hof and
others (Hof and Flather 1996; Hof and Bevers 1998; Hof et al. 1999), and Nevo and Garcia
(1996) have also used optimization techniques to address conservation problems. These
researchers generally focus on issues of ecological management on a smaller scale than most
applications in the reserve site selection literature. They also generally use more explicitly
specified relationships between species population dynamics and management decisions,
often including spatial effects.

And it is only by including spatial effects in optimization algorithms that the reserve
site selection literature can begin to incorporate some of the ideas from island biogeography
theory and the SLOSS debate. It is not immediately clear how these two approaches can be
completely reconciled, but advances in reserve site selection methods may be possible by

incorporating some of the general results from island biogeography theory and its intellectual

> See the biodiversity bibliography compiled by Steve Polasky for a comprehensive listing of the reserve site
selection literature and more: http://www.apec.umn.edu/faculty/spolasky/Biobib.html.
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offspring (such as metapopulation ecology (Hanski 1999)). It was not my main goal, but the
research in this dissertation makes some steps in that direction. The model presented in
Chapter 2 can incorporate various types of spatial effects, which means that it could be used
to “derive” rules for reserve design - for individuals with particular movement or dispersal
characteristics, for populations with particular migratory patterns, for communities with
particular types of interactions, etc. I will have more to say about how this dissertation fills
some of the gaps in the reserve site selection literature in Chapter 6, after the details of the
numerical models are presented in Chapters 2 through 5.

The reserve site selection literature provides the background for the general class of
optimization models used in this dissertation, but as yet no applications to wetlands
conservation have appeared in the literature. However, there have been a number of
methods developed for assessing wetland functions and values, usually for the purpose of
informing permitting decisions for wetlands conversions.® These methods could, in theory,
provide the foundation of an integrated framework for prioritizing wetlands conservation

activities, so a brief review is warranted.

L5 Wetlands assessment methods

Most methods for assessing wetland functions and values can be put into one of two
categories: field-based methods and GIS-based methods. Field-based methods rely on
extensive field visits for all existing wetlands or potential restoration sites under
consideration. Data are collected on hydrologic conditions, soils, and flora and fauna at the

sites, and are used to make inferences about the functions the wetlands might perform.

¢ Much has been written about the distinction between functions and values in the wetlands literature (Mitsch
and Gosselink 1993, ch. 15; Brinson and Rheinhardt 1998; Lewis 2001). Wetland functions are all of the
physical, chemical, and biological processes that occur in wetlands. Wetland values are the benefits provided to
society by those functions.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



18

GIS-based methods rely on remotely sensed data, and therefore can apply an assessment
model more consistently across large spatial extents. The range of wetland functions that
can be inferred from remotely sensed data is limited, however. In general, field-based
methods use many types of data on a few sites, while GIS-based methods use a few types of
data on many sites.

The Wetland Evaluation Technique (WET) was one of the earliest field-based
methods developed for assessing wetland functions. It was created by researchers under
contract with the Federal Highway Administration in the early 1980’s, and has been updated
several times since (Adamus et al. 1987, Adamus et al. 1991; National Research Council
1995). To implement WET, an analyst answers a series of questions on the hydrology,
vegetation, soils, location, and other characteristics of the wetland, and then applies a rule-
based protocol that assigns rank-ordered values (low, medium, or high) to the probability
that the wetland will perform a given function. The functions addressed by WET are:
groundwater exchange, flood flow alteration, sediment stabilization, sediment/toxicant
retention, nutrient removal/transformation, production export, aquatic diversity/abundance,
wildlife diversity/abundance, and recreation and uniqueness/heritage.

The hydrogeomorphic (HGM) approach is another field-based wetlands assessment
method. The HGM approach was developed by researchers under contract with the U.S.
Army Corps of Engineers, and was designed for determining mitigation ratios required to
offset wetlands conversions (Brinson 1993; Brinson and Rheinhardt 1996). The first step in
applying the HGM approach is to identify unaltered reference sites for a particular class of
wetlands in a particular region (e.g. wet pine flats in southeastern North Carolina, as in
Rheinhardt et al. 1997). Next, biotic and abiotic characteristics are measured in the reference

wetlands and are designated as benchmarks against which the functions of impacted
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wetlands are then compared. Like WET, the HGM approach is based on a set of
comprehensive conceptual models of the relationships between the structure and functions
of wetlands. The conceptual models, however, generally do not include clear links between
structural attributes and levels of functions. For example, Rheinhardt et al. (1997) developed
indices for “maintenance of the characteristic hydrologic regime,” “maintenance of
characteristic nutrient and elemental cycling processes,” “maintenance of characteristic plant
community,” and “maintenance of characteristic physiognomic structure.” Each of these
factors was measured by an index of the form:

Index={V, +[V, +(V,+V,)/ 2/ 2}/ 2 (1.3)
where V|, V,, V;, and V, are normalized indices of individual structural attributes. In
Rheinharde et al. (1997), V, in the index for “maintaining characteristic plant communities”
was the ratio of the percent cover of herbaceous canopy in the assessed site relative to that
in the reference sites. In general, the functional form of the index - the manner in which the
Vs are combined - depends on the perceived relative importance of each of the structural
artributes included in the model for each factor. The end result is intended as an indicator of
the degree to which functions have been affected by alterations, and is usually expressed on
a scale from Oto 1. Field-based methods such as WET and the HGM approach are useful
when rapid assessments of a few sites are required, but because they only deal in indices and
relative values they are less useful for looking explicitly at the importance of spatial effects
and tradeoffs between competing environmental goals, which were the two main objectives
of this research.

Apart from approaches based on field observations, other researchers have
developed GIS-based methods for assessing wetland functions (or identifying areas suitable
for wetlands restoration). Russell et al. (1997) developed a GIS-based model that ranks sites
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for wetlands restoration based on their predicted average wetness (a function of the
topography of the watershed based on a digital elevation model), their size, and their
proximity to existing riparian vegetation. The model was applied to a watershed in southern
California. O'Netill et al. (1997) applied a similar model to the Upper Arkansas River basin in
Colorado. Their model added a measure of floodplain disturbance, which was thought to
affect restoration potential. Like many field methods, GIS methods generally use a rule-
based approach to comparing sites. For example, Figure 1.2 shows the rule-based model
used to rank sites in Russel et al. (1997), which gives highest priority to sites that meet
certain thresholds for wetness values and proximity to existing riparian areas. The GIS-
based model developed by Cedfeldt et al. (2000) incorporates all three of the major classes of

ecosystem services that wetlands are often said to provide: habitat, water quality, and flood

Bare/ Ag/Scrub Is it within 90
with - -

Med/I ligh "l °f.°’“/°"“g S

WeIness rparian/water?
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Is it at least one

Is it scrub? hectare in area?
Y7 \\Io Y:/ \,1::0
ch‘ pdority High priosity Is it ad;at;cgt to Low
for restoration/ : high prordty e
) . for restoration O pdodty
preservation sites?

Medium Low
pdority pdority

Figure 1.2 - Rule-based model for ranking sites in a GIS wetlands
assessment method from Russell et al. (2000).
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control benefits. Their model also incorporates more variables related to wetland functions
than most GIS-based models, including some that address spatial interactions between
wetlands. For example, the model recognizes that wetlands downstream of other wetlands
would be less effective in attenuating floods because the upstream wetlands would have
already stored much of the floodwater during any given storm. Under these conditions, two
wetlands in a row would not do twice the work of a single wetland.” In lieu of empirical
models of wetland functions, the Cedfeldt model relies on a rule-based approach similar to
Russel et al. (1997). The GIS-based model presented by McAllister et al. (2000) has the most
in common with the models used for the present research. The McAllister model prioritizes
sites for restoration based on their expected contribution to flood reduction and the
expected cost of restoring them. However, unlike the models in this dissertation, the
McAllister model is suitable only for fairly large-scale applications. It can identify watersheds
within which wetlands restoration for flood control should be the most cost-effective, but it
cannot prioritize parcels within watersheds.

The main objective of this research was not to develop a new wetlands assessment
method, nor was it to integrate island biogeography theory with the reserve site selection
literature. The purpose of reviewing these two strands of the literature was to provide
context for the approach and methods described in the following chapters. The objective of
this research was to develop methods for investigating the importance of spatial effects and
tradeoffs between objectives, for land use decisions in general and for wetlands conservation
in particular. In the next chapter I present a general numerical model of land use decision-

making, and I demonstrate the utility of the model through several simulation exercises. The

; We t:avill see another example of this kind of spatial effect in Chapter 4, but in relation to water quality
enefits.
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general model in Chapter 2 provides the foundation for the empirical research described in
Chapters 3 through 6.
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Chapter 2 - Figuring the effects of configuration

2.1 Optimization and land use change

This chapter describes a framework for analyzing the potential environmental and economic
impacts of land use changes. Land use changes can have profound effects on the quality of
the environment. The conversion of natural lands to agriculture and urban uses can increase
species extinction rates (Boulinier et al. 2001), affect landscape hydrological processes (Knox
2001), and even exacerbate climate change (Dale 1997). This chapter focuses on wetlands
restoration, but most of the ideas will apply to other types of land that deliver public benefits
as well.

The framework described in this chapter is designed to help decision makers and
analysts (1) explicitly consider multiple environmental objectives when contemplating or
analyzing management decisions on a watershed or landscape scale, and (2) investigate the
importance of spatial effects for the outcomes of those decisions. Implementation of the
framework requires two distinct modeling phases. Phase 1 involves describing relationships
between the extent and configuration of wetlands and other land use types to the provision
of different classes of valued ecosystem services. Phase 2 involves incorporating the
functions estimated in Phase 1 into a spatial optimization model that can compare the
expected environmental impacts and economic costs of alternative management strategies.

In this chapter, I demonstrate the utility of the framework with stylized functions for
two classes of ecosystem services: water quality and habitat quality. I use the spatial
optimization model to compare the expected environmental impacts and economic costs of

various management goals and strategies in a hypothetical watershed. “Management goals”
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refers to the intentions of the manager with respect to the ecosystem services considered -
whether the manager wants to minimize nutrient loads, maximize species abundance, or
some combination of the two. “Management strategies” refers to the means by which the
manager attempts to achieve the specified goal - the algorithm used to select the sites for
wetlands restoration. These strategies could range from the simplest of heuristics (e.g.
maximize the area of wetlands in the watershed), to more sophisticated site selection rules
that incorporate, to greater or lesser degrees, information on the specific processes that
affect ecosystem functions.

An optimization framework can be used to analyze the impacts of the goals and
strategies on management outcomes by quantifying; (1) the effects of maximizing one
ecosystem service without considering the others, and (2) the differences between those
strategies that account for spatial effects and those that do not. Given a fixed restoration
budget, a set of sites chosen to maximize water quality will generally result in lower habitat
quality than a set of sites chosen specifically to maximize habitat quality, and vice versa.
Also, the benefits of restoring any particular site to wetlands may depend on which other
sites are also restored. If this is the case, then choosing sites iteratively will generally provide
lower levels of ecosystem services than if all sites were chosen simultaneously (Underhill
1994; and Section 1.3).

To motivate the site selection problem, consider a hypothetical watershed that
contains ten parcels of agricultural land offered for inclusion in an easement program (I will
call these the “sites”). The watershed manager has resources sufficient to purchase and
restore only five of the ten sites and must decide which five to choose. One way the
manager could approach the problem would be to estimate for each site the expected

environmental benefits were it to be purchased and restored, estimate for each site the costs
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of restoration, and then undertake restoration on those sites with the highest benefit-to-cost
ratios. If the benefits and costs could be determined a prion, then this strategy would
guarantee the greatest level of environmental benefits possible given the budget constraint
(Martello and Toth 1990; Hyman and Leibowitz 2000).* However, if the benefits of
restoring a given site depend not only upon the characteristics of the site itself, but also upon
the nature of the surrounding landscape, then the benefits could be affected by the decisions
regarding restoration of the other sites. In this case the benefits would be endogenous with
respect to the other restoration decisions, and, as shown in Section 1.3, if benefits are
endogenous then the simple approach described above will not be sufficient to guarantee the
optimal solution.’

In the remaining sections of this chapter, I describe the framework that provides the
foundation for the entire dissertation and discuss its important features using a stylized
example. To begin, think of the hypothetical manager mentioned earlier and imagine that
the manager’s goal is to increase as much as possible the provision of ecosystem services that

wetlands provide. As in the real world, the hypothetical manager will be faced with

# There is a common misunderstanding regarding the arithmetic of benefit-cost analysis that is worth
mentioning here. It may seem that choosing sites in decreasing order of net benefits would yield the greatest
total benefit, but this is not the case. To see this, consider the situation where the benefits and costs of
restoring each of the ten sites in the hypothetical watershed are: $2,000 (benefits) and $1,000 (costs) for site
one, and $750 (benefits) and $250 (costs) for the other nine sites. If sites were chosen in decreasing order of
net benefits, site one would be chosen first, since its net benefits are $1,000 and the net benefits of each of the
other sites are $500 each. If site< were chosen in decreasing order of their benefits-cost ratio, sites would be
chosen from sites two through ten first, since each of their benefit-cost ratios are three and the benefit-cost
ratio for site one is two. Now assume that the manager has exactly $1,000 to spend. By the net benefits
criterion, site one alone would be chosen for a total net benefit of $1,000. By the benefit-cost criterion, any
four of sites two through ten would be chosen, for a total net benefit of $2,000. This example shows that the
selection algorithm based on the benefit-cost ratio performs better. In addition, an algorithm based on net
benefits would require benefits and costs to be measured in the same units; the algorithm based on the benefit-
cost ratio does not.

? Furthermore, when the endogeneity is due to spatial effects, the strength of the spatial effects relative to the
site-specific effects will influence the degree to which a greedy algorithm will under-perform relative to an
optimizing algorithm. Since it will not always be possible to apply optimizing algorithms to these kinds of
problems, it will be important to have an idea of how strong the spatial effects are since this may provide the
only indication of how sub-optimal the site selection heuristics are likely to be.
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unavoidable tradeoffs. Not only are there usually more potential projects to fund than
money to fund them, but the manager also must decide how to prioritize multiple

environmental objectives.

2.2 Methods

2.2.1 Generating a hypothetical watershed

The watershed used to illustrate the following example contains three land use types: urban,
agriculture, and wetlands. The watershed is a 25x 25 grid of square cells, indexed byi=1,2,
... 625. A river runs through the middle of the watershed, and twenty of the agriculture cells
have been offered for enrollment in an easement program. The manager’s job is to choose a
set of sites from the twenty offered and restore them to wetlands to maximize some
combination of ecosystem services. The watershed, which is pictured in Figure 2.1, was
created by: (1) randomly assigning seven square urban areas of 36, 16,9, 4, 4, 4, and 4 cells,
(2) randomly assigning 20 potential restoration sites - cells offered for enrollment in the
easement program, (3) randomly assigning 50 wetland cells, (4) assigning the remaining 478
cells to agriculture with no potential for restoration, and (5) putting a river in the middle of
the landscape, between cell columns 12 and 13. Most of the results presented in this chapter
are based on Figure 2.1, but I also present results from a Monte Carlo analysis based on 100

different simulated landscapes, each created according to the five steps listed above.
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Figure 2.1 - The hypothetical watershed, baseline conditions.

2.2.2  Specifying production functions for ecosystem services

To implement an optimization approach to selecting sites, the manager must solicit from the
relevant experts mathematical descriptions of the ecosystem services of interest in the
watershed. In this example the manager is concerned with water quality and habitat quality

only. According to hydrologists the manager has consulted, the best current understanding

¥ In this chapter I am glossing over what may be one of the most difficult steps in this process in the real
world. The relevant experts may not have all of the information that the manager wants, or they may not be
able (or willing) to distill the best available scientific understanding of the key hydrologic and ecological
processes into a form that the manager can use for decision making. I am assuming here that the manager has
completed this difficult task and can now get to the business of prioritizing sites for restoration. In Chapters 2
and 3, I address the problem of specifying production functions for ecosystem services directly, for an
application of the framework to the Central Valley of California.
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of the determinants of water quality in the watershed can be described by the following

equation for N, the nutrient load to the river:

N= fni () @.1)

e
In equation 2.1, 7, is the annual nutrient load in direct runoff from cell z, which depends on
the cell’s land use type; b; is the distance of cell i from the river’s edge; and @ is the fraction
of the nutrient load in surface or subsurface flow that is dissipated per unit distance (the
edge length of a cell) as it makes its way towards the river. Soranno et al. (1996) used this
functional form to investigate phosphorus loads to lakes from non-point source runoff in
Wisconsin. In a real application one could parameterize and use a simple model like
equation 2.1, or one could use a more sophisticated simulation model, such as AGNPS
(Bosch et al. 1998; Grunwald and Norton 2000) or SWAT (Brown and Hollis 1996;
Krysanova et al. 1998). Chapter 4 presents an intermediate alternative: a spatially distributed
hydrologic simulation model developed using a mass balance approach. In the meantime I
will use equation 2.1 to illustrate the framework.

According to ecologists the manager has consulted, the best current understanding

of the determinants of habitat quality in the watershed can be described by the following

equation for S, the total expected abundance for an umbrella species in the watershed:

625 625 / max
S=;p{1—l—[(l—pqdf D (2.2)

q=1
Hof and Bevers (1998) used a function similar to equation 2.2, which is based on a model of
habitat connectivity for species that exhibit random radial dispersal. The model assumes that

the probability of a cell being connected to other cells (i.e., the probability that the species

can successfully disperse from one cell to another) is the joint probability that it is connected
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to any (not all) of the other cells in the landscape, and that the individual connectivity
probabilities are independent (Hof and Bevers 1998; pp 18-20). In equation 2.2, p, is the
suitability of cell 7, the abundance on the cell if it were completely connected to other cells; 4
is an alternative index for the cells; o™ is the abundance on a completely connected cell of
the most suitable land use type; and 77 determines the rate at which connectivity decreases

with distance. As in the water quality model, the unit of distance is the edge length of a cell.

d’?

iq

Pq

The probability that cell # is connected to another cell ¢ is , therefore connectivity

is a function of the distance between the cells and the suitability of the cells (normalized by

the maximum possible suitability). The joint probability that cell 7 is not connected to any

625 / max
other cell is H[l - &—f—J . Therefore, the probability that cell  is connected (the cell’s
=1 Q

drq
o i PP : :
“connectivity”) is 1— l—[ 1-- |- The abundance on cell i is the product of its
=1 9

suitability and connectivity, and the total abundance in the watershed is the sum of the
abundances on the individual cells. Again, the model used in a real application would
depend on the species of concern and the data and technical resources available. Chapter 3
presents regression models that relate mallard abundances to the distribution of land use in
the Central Valley of California. In the meantime I will use equation 2.2 to illustrate the
framework.

To provide the maximum possible level of ecosystem services with a limited budget,

the manager must also consider the costs of restoration. In the hypothetical watershed, the
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cost of purchasing and restoring a site is a function of its distance from urban areas,

according to the following equation:
& U
¢, =a Z d—: (23)
=1 iq

In equation 2.3, U, = 1 for urban cells and O for all other cells, ¢ determines the rate at

which cost drops off with distance, and « is a scaling parameter. Figure 2.2 shows the cost

surface for the watershed in Figure 2.1, as determined by equation 2.3. Chapter 5 describes

Figure 2.2 - The cost surface for the hypothetical watershed.

estimates of wetlands restoration costs based on county assessor data, which provide
information on parcel values in most counties in the study area. However, the data were not
adequate for estimating a spatially explicit model of land values. In this chapter, I use the
cost structure in equation 2.3 partly in recognition of the fact that costs as well as benefits
could be influenced by spatial effects, which could also be important for land use decision-
making.
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2.2.3 Integrating benefits and costs into an optimization framework

Equations 2.1 through 2.3 are sufficient to calculate the benefits and costs of restoration in
the hypothetical watershed. Next, they must be related to the restoration decisions and
combined in an optimization framework. The manager can affect the levels of ecosystem
services through her (limited) control over the configuration of the landscape by purchasing
and restoring some of the agriculture parcels offered for enrollment in the easement

program. The optimization problem the manager must solve is:

Max [W,,N +W,S] (2.42)
™ ..M
Subject to:
625
N=N,-Y n(-6) (2.4b)
=1
s=Y o 1-[|1-222—||-s, (249
i=1 =1 diq
p.=pl +m(p” - p?) (2.4d)
n =n + m‘(nW -n! ) (2.4¢)
5 U
 =a) (2.40)
=1 &4
625
Y mc, < Budget (24g)

=1
In the objective function (expression 2.4a), Wy and W are weighting factors that depend on
the relative value the manager places on improvements in water quality and habitat quality,
and m,,... mg; are binary [0,1] choice variables that indicate whether or not each site is

restored (7; must equal O for all cells not offered for enrollment in the easement program).
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In equations 2.4b and 2.4c, N and § are the improvements in water quality and habitat

quality in the watershed, and N, and S, are the baseline levels of nitrogen load and species
abundance." In equations 2.4d and 2.4e, which link the manager’s restoration decisions to

the final levels of ecosystem services, n’ and p_ are the initial nutrient loading and habitat

suitability values for site 7, n* and p" are the values for wetland cells, and 7, and p, are

the final values for site ;. If m = 0, then nothing changes, but if the site is chosen for
restoration, then m = 1, , =n" ,and p, = p”. Equation 2.4f is the cost function, and
expression 2.4g is the budget constraint. Notice that while the benefits of management are
endogenous, the costs are not. This is by assumption only, and will not generally be true in
the real world. If land values are affected by surrounding land use types (Doss and Taff
1996; Geoghegan et al. 1997), then restoring a wetland in a particular location may change
the costs of restoring nearby sites to wetlands later. I did not address this complication, but
many of the insights regarding the importance of spatial effects on the benefits side that

come out of this exercise will apply to the cost side as well.

2.2.4 Comparing site selection algorithms

In the real world it will not always be feasible to implement a systematic optimization
strategy for selecting sites. This would be the case if policy or economic constraints were
such that there were very little flexibility in determining which sites could be selected, or if
the manager had no or little information on the factors that influence the provision of

ecosystem services in the watershed. In these situations, opportunistic management is the

! Notice that I have changed slightly the definition of N and $ from equations 2.1 and 2.2, which first
introduced the production functions. There they were the total values for the ecosystem services; now they are
the increases above the baseline values.
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best that could be done.”? However, in cases where there is sufficient flexibility and
information to support a systematic optimization approach, it still could be difficult to find
the optimal solution simply because of the combinatorial nature of the problem. Consider
trying to find an optimal set of restoration sites by checking all affordable combinations of
sites. If 100 sites were up for consideration and any 50 were affordable, then there would be
more than 10 different possible combinations. At one million checks per second it would
take over three million, billion years to enumerate all of the combinations. Little wonder
there is significant interest in admittedly sub-optimal site selection algorithms (Csuti et al.
1997; Pressey et al. 1997). This is perhaps an unfair yardstick against which to measure real-
world management, but one still might want to know just how sub-optimal the alternative
heuristics would be. What are the environmental costs of choosing sites merely to maximize
total wetland area, or using some other rule of thumb, as opposed to choosing sites
optimally? Put another way, what are the potential environmental benefits of incorporating
more realistic ecological and hydrological information into the decision-making process and
using more effective strategies for selecting sites?

To answer these questions for the hypothetical watershed, I compared three site
selection algorithms: (1) a simple heuristic that maximizes wetland area, (2) an iterative site
selection algorithm where at each step the site with the largest benefit-cost ratio is chosen,
and (3) an optimizing algorithm that enumerates all affordable sets of sites. None of these
algorithms is intended to perfectly mimic the decision process used by managers in the real
world, but as a group they are intended to span the range of possible decision strategies. It is

clear that managers in the real world take more into consideration than merely the area of

2 Nevertheless, there are some easy improvements that managers could incorporate into their site selection
methods that follow directly from this research. See the Appendix for an application of some simple benefit-
cost and optimization concepts to the California Wetlands Reserve Program.
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wetlands preserved or restored. However, insofar as “no-net-loss” goals drive policy making
- and at least at the national level the no-net-loss rhetoric is pervasive - one could think of
the first algorithm as a first approximation to a “naive” manager’s decision rule.”® The
second algorithm is a much more generous characterization of a watershed manager’s
decision strategy. The manager is assumed to know exactly the form and parameter values
of the production functions for ecosystem services, and to choose, one at a time, sites that
yield the greatest increase in those services. The third algorithm is an ideal case. The
manager has full information about the production functions @ the foresight and technical
know-how to choose the truly optimal set of sites. It is clear that the former - full
information about the production functions - is a very generous assumption, but in the
sections that follow I will show that the latter - choosing the best set of sites - could be

difficult as well, even if the production functions were known with certainty.

2.25 Comparing management goals
I have greatly simplified the multi-objective nature of real world environmental problems in
this example - only two objectives are built in - but it still retains the basic feature. The
manager might /ike to maximize both of the environmental benefits, but of course she
cannot maximize more than one at a time. However, with both functions specified explicitly
one can investigate the tradeoffs that result under a variety of management goals.

The uility of an optimization framework for analyzing tradeoffs comes from its
ability to answer the following kinds of questions: What is the maximum reduction in the

nutrient load to the river achievable given the budget (N™*), and what level of species

'} In other words, “a busy manager,” or *a manager with limited information,” or *a manager who is tightly
constrained by bureaucratic protocol,” etc.
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abundance results from that solution (S| N™*)? What is the maximum species abundance
achievable given the budget (§), and what level of nutrient load results from that solution
(N|5™)? The differences between N™* and N|$™, and §"* and S| N™* are the maximum
possible tradeoffs associated with the different management goals.

In a continuous world there would be an infinite number of solutions between these
two extremes, and the family of these solutions would define a production possibility
frontier, or “PPF,” for ecosystem services in the watershed. In the present example, with
only two ecosystem services under consideration, the PPF is the curve on a graph of -N vs.
§ that indicates the maximum water quality attainable with a fixed budget for any given level

of habitar quality; see Figure 2.3. At each point on the PPF the only way to get more water

N|sm™=

§IN™ s s

Figure 2.3 - Production possibility frontier for water quality and habitat
quality.
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quality is to decrease habitat quality, and vice versa. The PPF is sometimes called the “non-
dominated front” for this reason." Each point on the PPF could be thought of as the result
of some optimization problem: W}, = 0 and W; = 1 to determine [N | $™*,§™*], W}, = 1
and W; = 0to determine [N ™*,S | N ™*], and different levels of W}, and W that sum to

one to determine intermediate points on the PPF. I used just such a strategy to trace out the
PPF for the hypothetical watershed. A set of optimization problems was solved for the full
range of weights on N and S. In general, the shape and position of the PPF will depend on
the form and parameters of the production functions, the nature of the landscape, the costs
of restoring each potential site, and the restoration budget. Therefore, the PPF summarizes

much information about the potential environmental benefits of wetlands restoration and

N\

PPF,

PPF,

\ s

PPF,

Figure 2.4 - Different possible shapes of the production possibility frontier.

14 The PPF in Figure 2.3 is drawn concave, but this need not be true in the real world. Its shape will depend on
the particulars of the production functions for the ecosystem services of interest. However, if the manager’s
(or society’s) preferences are linear, as assumed in the objective function in expression 2.4a, then only the
concave portions (in the extreme case only the endpoints) of the PPF will be relevant.
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the tradeoffs involved. The farther away the PPF is from the origin, which represents
current conditions, the greater the environmental improvements achievable, and the longer
the arc of the PPF the greater the tradeoffs between environmental benefits facing the
manager. For example, PPF, in Figure 2.4 describes a watershed where relatively large
improvements in water quality and habitat quality would be possible given the budget, and
there would be very little compromise between the two to consider. At the other extreme,
PPF; describes a watershed where there would be less improvement possible given the
budget, and there would be a large tradeoff between the objectives to consider. Because the
origin represents current conditions, the fact that PPF, crosses the N and § axes implies an
on-going degradation process that the restoration budget would be inadequate to completely
stem. This would be the case if there were a steady conversion of wetlands to agriculture
over time, so even though restoration might be taking place in some parts of the watershed,
wetlands conversions would still be taking place elsewhere. In this case, if the manager
allocated funds to maximize species abundance, the nutrient load to the river would still
increase, and vice versa. PPF, describes an intermediate case, where wetlands conversion
pressures would not be great enough to diminish current levels of ecosystem services, but
the manager would still face substantial tradeoffs between the gains in the two objectives.
These concepts will figure prominently in later sections of this chapter, as well as in
Chapter 6, which presents several empirical case studies in the Central Valley. This research
is largely concerned with developing methods for delineating PPF:s for real watersheds.
However, even if a PPF cannot be delineated for a real watershed, the concept is still useful
as it forces one to think about multiple objectives, constraints, and tradeoffs - features that

virtually all environmental policy problems will share.
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23 Results

I applied the optimization model to the hypothetical watershed to answer questions posed in
the preceding sections regarding the importance of the selection algorithms and the
management objectives. The parameter values used for the baseline example are given in
Table 2.1. The superscripts U, 4, and W indicate values for urban, agriculture, and wetland

cells. The parameters for the water quality function were set so that urban and agriculture

Table 2.1 - Parameter values
used for the simulations.

Parameter  Value Description
a 1 Parameters for the
' 1 water quality
v -5 prodqction function,
9 05 equation 2.4b
p’ 0 Parameters for the
p* 0 habitat quality
P 1 production function,
n 3 equation2.4c
a 2 | Parameters for the
o 2 cost function and
constraint, equations
Budgt 4 | 24fand24g

cells contributed equally to nutrient loading; a wetland cell could attenuate the equivalent
nutrient loads of five upland cells; and the nutrient load, or attenuation in the case of
wetlands, diminished by half for each unit of distance away from the river. The parameters
for the habitat quality function were set so only wetland cells, either natural or restored, were
suitable for the species, and connectivity decreased sharply with distance. The parameters

for the cost function were set so there was substantial variation in costs across the landscape
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(refer back to Figure 2.2), and the budget was set so that at most five sites could be
purchased.

2.3.1 Selection algorithms

For the purposes of comparing selection algorithms I focused on just one of the ecosystem
services: habitat quality. The results from the different site selection algonithms for
maximizing S are presented in Figure 2.5, which shows the sites selected and the expected

increases in species abundance for each algorithm.

Algorithm: Maximum wedand Iterative Optimal

Sites selected:

3

% Increase in S: 52 104 117
Total cost : 3.87 392 3.77

Figure 2.5 - Results from the site selection algorithms for increasing S in the
hypothetical watershed.

For comparison to the baseline watershed, the selected sites are loosely arranged in Figure
2.5 according to their relative positions in Figure 2.1. The first panel in Figure 2.5 shows the
results of the heuristic that maximizes wetland area. All cells in the watershed were the same
size, so this algorithm merely selected the largest set of affordable sites, those that were
farthest from urban areas. Restoring these five sites yielded a 10% increase in the total area
of wetlands in the watershed, and an approximately 5% increase in species abundance.

The second panel of Figure 2.5 shows the results of the algorithm that selected sites
iteratively. This algorithm uses information regarding the relationship between wetland
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configuration and species abundance, so it should generally perform better than a heuristic
based merely on maximizing wetland area (because total wetland area is only part of what
determines species abundance). Figure 2.5 shows that in this example it did perform better.
Only three sites were selected, which is a 6% increase in wetland area, but restoring this set
yielded a greater than 10% increase in species abundance. The third panel of Figure 2.5
shows the results of the optimizing algorithm. This set of sites was selected by considering
all possible combinations of affordable sets (of which there happened to be 3,322) and
directly comparing the resulting increases in S. Again only three sites were chosen, but the
optimal solution resulted in a more clumped configuration of wetlands than the iterative
solution (restored sites 3 and 4 are adjacent to each other). The optimal solution yielded a
larger increase in species abundance, nearly 12% compared to just over 10% for the iterative
solution.

The reason that the iterative algorithm did not select the optimal set of sites is that
only one site was considered at a time. The effect of choosing each site on the benefits from
sites chosen in later rounds was not considered; i.e., the algorithm is not “forward-looking.”
Walking through the iterative selection process will make this point clear. With no sites
selected, site 5 had the highest benefit-cost ratio at 0.744 (increase in S = 1.83 and cost =
2.46), so it was selected first. With site 5 selected, site 13 had the highest benefit-cost ratio at
0.709, so it was selected second. With both sites 5 and 13 selected, site 12 had the highest
benefit-cost ratio at 0.704, so it was selected third. At this point no more sites were
affordable, so the selection process was complete. This algorithm did consider the effects
that sites selected in earlier rounds had on the benefits of sites selected in later rounds. It
could do this because benefits were calculated anew at each stage, assuming the previously

selected sites would be restored to wetlands. But it failed to consider the effects that
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selected sites would have on the benefits of those selected in later rounds. There was no
way for the algorithm to see that by selecting site 3 in an early round extra benefits could be
had by selecting site 4 in a later round because of their adjacency. The algorithm resulted in
a sub-optimal set of sites because it could not fully account for the endogeneity of
management benefits.

This failing is of more than just theoretical interest. The iterative strategy could be
considered analogous to a manager who used a year-to-year site selection strategy. If a
manager failed to consider the probable nature of the landscape as it evolved over time, due
to the manager’s own actions or due to forces outside of the manager’s control, then
opportunities for greater environmental improvements would be missed. The iterative
strategy could also be considered analogous to uncoordinated decision-making on the part of
different government agencies or other organizations involved in wetlands conservation.
For example, the Army Corps of Engineers, the Environmental Protection Agency, the Fish
and Wildlife Service, the Nature Conservancy, and more are involved in wetlands
conservation activities on some level, but they do not always coordinate their efforts.
Uncoordinated decision-making could yield less than optimal results because the spatial
interactions berween wetlands (and other land use types) could not be fully accounted for if
different actors were making restoration decisions without knowing where others were
restoring, or planning to restore, wetlands as well.

The iterative solution performed only slightly worse than the optimal solution in this
example. The difference between the iterative solution and the max-wetland-area solution
was much greater than the difference between the optimal and iterative solutions. So at least
in the present example using an optimizing algorithm appears to be of less importance than

accounting for the spatial interactions that affect ecosystem services in the first place, even if
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by way of a sub-optimal heuristic. However, in the real world one may not know how well
different algorithms will perform beforehand, so it still would be desirable to apply the best
available methods to the problem. Operations researchers have developed a number of
heuristics that can achieve optimal or near-optimal results for many types of problems where
benefits are endogenous with respect to the selection process, as was the case here (Reeves
1993). Comparing these algorithms was beyond the scope of this research, but see Pressey
et al. (1997) and Csuti et al. (1997) for more discussion on this topic in the context of

conservation decision-making.'"®

2.3.2 Different management goals
Results from varying the management goal are presented in Figures 2.6 and 2.7. These
results would help the manager select a set of sites for restoration when both water quality
and habitat quality were considered important. Because the manager could not maximize
both ecosystem services simultaneously, she would have to choose a relative weighting for
the objectives; i.e., the manager would have to choose a point on the production possibilities
frontier. In a real application the choice between the options represented by the PPF might
be made based on economic information on how the effected public values water quality
relative to species abundance, if that information were available.

To trace out the PPF, I solved the optimization problem for the full range of
combinations of W), and W, starting with W), = 0 and W; = 1 and iterating in 0.05

increments - (W, W) = (0.05,0.95); (0.1,0.9); ... (1.0,0.0). Each solution yielded a particular

5 As a result of this research, as well as my reading of similar research, I have come to the tentative conclusion
(call it a working hypothesis) that the degree to which heuristics will depart from the truly optimal solution will
likely be much less than the degree to which a thoroughly naive algorithm - one that ignores spatial effects
altogether — will diverge from a sub-optimal heuristic solution that at least accounts for the spatial character of
the production function at each iteration.
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level of Nand S, and a particular set of selected sites. Figure 2.6 shows the five unique sets
of selected sites for all combinations of W}, and W;, and Figure 2.7 shows the PPF for the
watershed in terms of the percent improvement in N and S. There were only five unique

sets of sites, so there were only five points on the PPF.

Wy 0 0.1 02 0.3 0.4 0.5 0.6 0.7 0.8 0.9
Wy- 1 09 0.8 0.7 0.6 0.5 0.4 0.3 0.2 0.1 0

Figure 2.6 - Optimal sets of sits for all possible combinations of W}, and W,
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Figure 2.7 - The PPF for the hypothetical watershed.
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Set 1 in Figure 2.6 and point 1 in Figure 2.7 correspond to the $™* solution, and set
5 and point 5 correspond to the N™* solution. The §™* solution was the “clumpiest” of the
affordable sets of sites, and the N™* solution was made up of sites closer to the river.
Excluding site 20, which was adjacent to an urban area and therefore very expensive, no sites
were closer to the nver than sites 7 and 13, and these two sites were the most “rural” of the
sites near the river, and therefore the least expensive. Site 1 was included in the N™*
solution merely because it was so cheap and though far from the river still provided some
benefits. The intermediate sets of sites, sets 2, 3, and 4 in Figure 2.6, struck compromises
between proximity to the river (good for water quality) and proximity to other wetlands
(good for habitat quality).

Figure 2.6 also shows the ranges of W), and W for which each set of sites was
optimal. The §™* solution was the optimal set unless W,/ W, exceeded 0.1/0.9. For
W,/ W between 0.15/0.85 and 0.45/0.55 set 2 was optimal, and so on. In the real world
these ratios would be scale dependent. The main point here is that one ccould identify
meaningful thresholds analogous to these in real watersheds. For example, suppose that in a
real application the units of measurement for nutrient load and species abundance were
[kg/year] and [individuals]. If the above results were obtained and if the manager assigned
less value to a 10 kg/year decrease in average nutrient loads than a 90 individual increase in
species abundance, i.e. W,/ W) < 0.1/0.9, then set 1 in Figure 2.6 should be chosen.

The practical utility of this approach comes in part from its ability to greatly reduce
the number of options a manager needs to consider. Instead of having to consider 3,322
sets of affordable sites, the manager would only need to consider the five sets in Figure 2.6.
One of these five provides more of one or both N and § than all of the other 3,317

affordable sets. Also, if the manager wanted to choose between these five sets based on
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economic valuation criteria, she would only need to know the relative value of N and § with
sufficient accuracy to place it in one of the intervals shown in Figure 2.6. In fact, Figure 2.7
shows that the decision situation would be even less demanding than this. Sets 4 and 5
yielded essentially identical increases in both ecosystem services, so the manager would likely
be indifferent between these two choices. In this way the framework could also allow a

manager to determine how much flexibility there is in the choices she faces.

2.3.3 Monte Carlo and sensitivity analyses
The results presented so far came about because of the nature of the production functions
for N'and S and the spatial arrangement of the potential restoration sites and other parcels in
the watershed. If S were merely an increasing function of wetland area (i.e., if spatial
relationships did not matter), then the solution that maximized wetland area would also
maximize S. And if the spatial effects were weak enough, or if management sites did not
vary significantly across the dimensions that determined § (if they were of approximately
equal distance from each other by being evenly distributed across the landscape), then an
iterative selection algorithm would have been more likely to achieve the $™* solution. Under
these conditions the management choices in early rounds would not much affect the benefits
of choices in later rounds. It is both the form of the production functions for ecosystem
services and the heterogeneity of the landscape that complicate the site selection problem.
To investigate the importance of the configuration of the landscape, I repeated the
optimization exercises 100 times using a different randomly generated landscape each time.
Table 2.2 shows the results of this Monte Carlo analysis. The first column in Table 2.2 is the

performance measure for the different scenarios. The “max” superscripts indicate that the
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Table 2.2 - Monte Carlo results show that the magnitude of the tradeoffs
depend on the initial configuration of the landscape.

Folomans pvege st Ty
X w e
5 IS;:'“ 33 3.5 0
TVILAZEZ,“—“ 97 106 0
Slj% 2.0 1.5 0.04
S_S,;‘;_w 118 0.3 0.38

max

N|s™

model was solved to optimize that variable. For example, in the first row of the

table is the water quality improvement from selecting sites to minimize nutrient loads
divided by the water quality improvement from selecting sites to maximize species
abundance. Table 2.2 demonstrates several important points. First, rows 1 and 2 of the
table show that the magnitude of the tradeoffs between objectives was generally quite large
for the simulated watersheds, but they did vary with the configuration of the landscape.

Sites selected to maximize water quality delivered, on average, more than 40 times the water
quality improvement of sites selected to maximize habitat quality. Sites selected to maximize
habitat quality delivered, on average, more than three times the habitat improvement of sites
selected to maximize water quality. The reason the water quality benefits were more

sensitive to the configuration of the selected sites was that the potential restoration sites
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varied with respect to the distance from the river (of which there was only one, in the middle
of the watershed) more than they did with respect to the distance from other wetlands or
restoration sites (of which there were many, scattered throughout the watershed). In other
words, there were more opportunities to increase wetland connectivity than there were to
restore wetlands close to the river.

Second, rows 3 and 4 show that the optimizing algorithm nearly always
outperformed the strategy of maximizing wetland area, but this also depended on the
configuration of the landscape. Four of the 100 randomly generated watersheds happened
to be configured such that the solution that maximized wetland area also delivered the
maximum habitat benefits. Finally, row 5 shows that the optimizing algorithm increased
species abundance 18% more than the iterative algorithm on average, and in this case there
were many more instances in which the two solutions coincided (38 of the 100 cases).

The Monte Carlo analysis allows one to generalize to the “family” of watersheds
randomly generated by the five rules described earlier, which produced clumpy urban areas
and remnant natural wetlands in a matrix of agriculture. This is more satisfying than the very
specific results for the baseline watershed in Figure 2.1, but they were still all simulated
watersheds and therefore only suggestive of the tradeoffs a manager might face in the real
world. The main points to take from the Monte Carlo analysis are that (1) the configuration
of the landscape matters, (2) when spatial effects are important, opumizing algorithms will
frequently outperform a strategy of merely maximizing wetland area, and (3) an iterative
strategy that accounts for spatial effects at each iteration will generally perform worse than
an optimizing strategy, but usually much better than a strategy of merely maximizing wetland

area.
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As a final exercise to demonstrate the utility of the framework, I performed a sensitivity
analysis on the key parameters in the production functions for ecosystem services. Tables
2.3 and 2.4 show how the results for the baseline watershed changed when the parameters of
the production functions changed. Each parameter was varied around its baseline value
while the other parameters were held constant. Only the values on either side of a transition
from one optimal set of sites to another are included in the tables. For example, Table 2.3
indicates that for 1.0 <7 < 2.6, the sites 1, 2, 3, 4, and 8 were chosen if the objective were to
maximize S. Note that this was the solution that maximized wetland area. For 2.8 <7 <6,
sites 3, 4, and 5 were chosen, the clumpiest set of sites. Also note that the sites chosen were
insensitive to the values of p"” and 7”. Given the functional forms of the production
functions (equations 2.1 and 2.2), these parameters do not influence the relative benefits of
different spatial arrangements of wetland parcels. They do affect the expected levels of
ecosystem services, but not which sites maximize the levels of services.

A sensitivity analysis such as this would allow a manager to determine the
importance of the uncertainty associated with each of the hydrological and ecological
parameters in the production functions for ecosystem services. In the same way that the
framework could delineate the ranges of relative values of N and S for which the set of sites
selected would be the same, it could also delineate analogous ranges for the parameters of
the production functions. For the purposes of maximizing S, the manager in this example
would only need to know if 7 were less than or greater than about 2.7. This could facilitate
an important link between basic. research and management. Using this type of framework,
managers could provide feedback to hydrologists and ecologists regarding which

components of the production functions were most important to better pin down.
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Table 2.3 - Sites selected to maximize S were
sensitive to 7] only.

od n Sites selected
0.1 3 3,4,5
1.0 3 3,4,5
1 1 1,2,3,4,8
1 2.6 1,2,3,4,8
1 2.8 3,4,5
1 6 3,4,5

Table 2.4 - Sites selected to minimize N are
sensitive to & only.

n"” o Sites selected
-1 0.5 1,7,13
-8 0.5 1,7,13
-5 0.025 1,23,8,12
-5 0.125 1,3,12,13
-5 0.375 1,3,12,13
-5 0.400 1,7,13
-5 0.900 1,7,13

24 Conclusions

This chapter presented an optimization framework for prioritizing sites for wetlands
restoration on a watershed scale. Adequately addressing problems of this type requires a
truly multidisciplinary approach. At the outset, one must develop a good understanding of

the hydrologic and ecological processes by which the configuration of the landscape affects
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ecosystem services. Once the production functions are specified, an economic perspective -
structuring the problem in cost-effectiveness terms and using optimization techniques -
provides a powerful framework for illuminating the inevitable tradeoffs between the many
options that a manager may face. Finally, operations research tools, in the form of effective
site selection heuristics, will often be required to tackle the large problems that will come
with most real-world decision situations.

Developing adequate representations of all of the important factors that affect water
quality and habitat quality in a watershed is a monumental task in itself. It should be
understood clearly up front that the information that comes from the application of this type
of framework to a real watershed would be only as good as the basic hydrology and ecology
that went into it. However, this does not mean that these functions must be known with
certainty before an optimization approach could be used to prioritize restoration sites, just
that any temptation to take the outputs of the model more seriously than the functions
describing ecosystem services used as its foundation should be resisted. On the other hand,
if managers demur from using uncertain scientific information, merely on the grounds that it
is uncertain, then no improvements in effectiveness would be possible. Developing the
tools necessary for incorporating the relevant scientific information into the decision making
process - be it already available or still in the process of discovery - is an important and
necessary step in the direction of making more effective environmental management
decisions.

The use of numerical optimization techniques could allow a manager to apply
information in a rational and replicable manner for making decisions, or for analyzing past
decisions. Because the framework is structured as an optimization model, not only could

two scenarios be compared to each other, they could be compared to the “best possible”
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scenarios (subject to the limitations involved in describing real-world processes in numerical
forms amenable to optimization modeling). Furthermore, through sensitivity analyses like
the one presented above, managers could determine the required resolution of ecological
and economic information that would be crucial for decision-making, which could yield
focused recommendations for future research.

Real-world wetlands management decisions will often tum on more than just two
objectives, and usually more than 5 out of 20 potential restoration sites will be up for
consideration. However, by finding only the non-dominated sets of sites these methods
could still allow a manager to reduce significantly the number of alternatives she has to select
from, just as for the hypothetical watershed the manager was left with only five out of 3,322
affordable sets from which to choose. Guaranteeing optimal solutions to these types of
problems is difficult if the number of sites available for restoration is large, but through a
combination of appropriate simplifications and the application of modern optimization
heuristics, this approach could be applied to real watersheds to address real management
questions. Spatial effects and tradeoffs between water quality, habitat quality, and other
types of environmental benefits are inherent in real-world management decisions, though
they often are left unexplored. The framework presented in this chapter provides a means
for exploring them. The following chapters describe an empirical version of this framework

that I applied to several case studies in the Central Valley of California.
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Chapter3 - Wetlands as babitat

3.1 Wetlands and species protection

Habitar support for wildlife figures prominently on the list of valuable public benefits that
wetlands can provide. Species that rely on wetlands include many that are of conservation
concern as well as many that are hunted or harvested. At least one third of the species listed
as threatened and endangered by under the Federal Endangered Species Act live in wetlands,
and nearly half rely on wetlands for at least part of their life cycle (U.S. EPA 1995).
Murdock (1994) found that wetlands provide habitat for nearly 90% of rare, threatened, or
endangered species in the southern Appalachian region, and according to Edwards and
Weakley (2001), wetlands harbor a large proportion of the endangered plant species in the
southeastern United States. Kirkland and Ostfeld (1999) found that the number of federally
endangered mammals was positively related to the loss of wetlands in each state. Eighty
percent of America’s breeding bird populations, more than fifty percent of the 800 species
of protected migratory birds, and many commercially or recreationally harvested species -
such as alligators, muskrats, nutria, beaver, mink, and otter - also rely on wetlands (Mitsch
and Gosselink 1993).

Wetland losses have been substantial throughout the continental United States, with
approximately 50% converted to other uses since European settlers arrived, but losses have
been especially severe in California, where more than 90% of the historic wetland acres have
been converted (Dahl 1990). The study area for this research was the Central Valley of
California, which consists of more than 5 million hectares (approximately 23,000 square

miles) between the Sierra Nevada mountain range to the east and the Coast Ranges to the
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west (see Figure 3.1). The Central Valley is a vast, flat region, much of which was historically
inundated by spring snowmelt runoff from the Sierra Nevada in most years. Comprehensive
government water works projects, including at least one dam on virtually every major river,
tributary, and stream in the state, have drastically altered the hydrologic regime of the region
and allowed large areas of historically flooded or saturated lands to be converted to
agriculture and urban uses (Mount 1995). Before European settlers arrived in California,
more than 40% of the Central Valley would have qualified as wetlands (CVPIA 2000), but
today only approximately seven percent of the valley exists as wetlands (National Wetlands

Inventory data: see Section 3.2.1 and Table 3.1).

Figure 3.1 - The Central Valley of California is bounded on the east by the
Sierra Nevada mountain range, and on the west by the Coastal Range. It
stretches over 677 kilometers (420 miles) from northwest to southeast, and
covers more than 5,863,000 hectares (22,640 square miles).
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Despite substantial losses, wetlands in the Central Valley remain important for many
species of concern. The Central Valley is one of the most important regions in western
North America for migrating shorebirds. In winter and spring, wetlands in the valley
support more shorebirds than any other inland region, and in fall the Great Salt Lake is the
only inland site in western North America consistently surpassing the Central Valley in
shorebird numbers (Shuford et al. 1998). According to the California Wildlife Habitat
Relations model, 59 of 103 species with special management status in California (e.g.
threatened or endangered) rely to some degree on fresh or saline emergent wetlands
(California Department of Fish and Game 1999).

Because wetlands are important for so many species in the Central Valley, many
wetlands restoration programs in the region have been motivated in large part by the habitat
benefits they are expected to provide. Models of species-habitat relationships could help
managers design wetlands restoration programs more effectively. The development of
habitat relationships models for all species of concern in the Central Valley was well beyond
the scope of this project. This chapter presents results from statistical models designed to
describe habitat preferences for a number of bird species that breed in the Central Valley.
This research focused on mallards, but I will also present preliminary results for several
other birds species, and bird richness and diversity. The models use data from throughout
the Central Valley that are reasonably spatially explicit, so the results could be used to inform

valley-wide rankings of potential restoration sites.

3.2 Focusing on mallards
The bulk of this chapter describes statistical models of the relationships between mallard
(Anas platyriynobos) abundances in the breeding season (May through July) and landscape
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characteristics in the Central Valley of California. Mallards are one of the most common
waterbird species that breed in the Central Valley, and management often centers on them as
a general indicator species for wetlands-waterfowl relationships (Central Valley Habitat Joint
Venture 1990, McLandress et al. 1996). The Central Valley is a crucial area for waterfowl
migrating on the Paafic Flyway. Nowhere else in North America do so many waterfowl
spend the winter on such a small wetland base (Heitmeyer et al. 1989). The general question
that the models described here were designed to address is: How do the amount and
arrangement of land use types in the Central Valley affect the distribution of abundances of
mallards in the breeding season? The models described in this chapter cannot account for
the small-scale habitat preferences of mallards (those related to within-patch heterogeneity),
but they should add to our currently less-developed understanding of medium-scale (several
patches, 5-50 hectares) and large-scale (landscape-level, thousands of hectares) factors that

affect mallard distributions.

32.1 Thedata

The models in this chapter are based on bird abundance data collected in the Central Valley
of California in the years 1997-2000 by the North American Breeding Bird Survey (BBS).
These data served as dependent variables in regression models relating bird counts to a set of
variables that describe the nature of the landscape surrounding each of the BBS survey
locations. Measures of the landscape variables came from a GIS land use dataset developed
by the California Department of Water Resources (DWR), and from the U.S. Fish and
Wildlife Service’s National Wetlands Inventory (NWI).
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The North American Breeding Bird Survey is a large scale monitoring effort run by
the U.S. Geological Survey.® Each year during the breeding season, skilled volunteer
surveyors drive hundreds of 25-mile routes across North America, and at every half-mile
point they stop and count all birds they can identify by sight or sound within 400 meters.
More than 800 route-stops have been surveyed at least once between 1997 and 2000 in the
Central Valley. BBS surveyors usually count more than one hundred species in the Central
Valley in a given year, but only a handful of species are sighted frequently. In 1997, 1998,
and 1999 only 26 out of 117, 29 out of 121, and 28 out of 113 species were seen at more
than five percent of the route-stops.

The BBS data is not collected for the purposes of analyzing species-habitat
relationships. Its main purpose is to assess long-term trends of the relative abundance of
breeding birds, generally over large spatial scales. Since the survey protocol was designed
with this goal in mind, the data are not ideally suited for landscape-level spatial analyses of
habitat preferences. The data collection protocol does not call for the measurement of any
habitat or land use variables.” Also, surveyors are instructed to count birds at the same
locations from year to year, but they will not always return to the exact same locations every
year because considerations of roadside safety or convenience also come into play when they
decide where to stop and conduct the counts. This may not introduce significant error into
large-scale trend summaries, but the same may not be true for detailed analyses of habitat
relationships. Another drawback of using BBS data for modeling species-habitat
relationships, especially with management objectives in mind, is that those species that occur

most frequently are likely not those of the highest conservation concern. Rare species may

16 See the BBS website: http://www.mp2-pwrc.usgs.gov/bbs/.
7 Though this may change in the future (O'Connor et al. 2000).
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not be observed frequently enough use statistical models to investigate their habitat
preferences. These qualifications notwithstanding, the BBS dataset is still the best set of
location-specific species abundance data available that is collected over a significant period
of time, over a large area, and at locations that are randomly distributed across the
landscape.'®

Even though the BBS data is collected mainly for analyzing overall trends in
abundance, a number of researchers have used the data for other purposes, including
investigating species-habitat relationships. For example, Flather and Sauer (1996) used BBS
data to analyze relationships between abundances of neotropical migrants and landscape
characteristics in the Eastern United States. Herkert (1998) used BBS data to compare the
attractiveness of Conservation Reserve Program lands relative to other land use types for
grasshopper sparrows in the mid-west. Koenig (1998) took advantage of the spatial nature
of the dataset to measure the degree of synchrony in recruitment of land birds in California
by analyzing spatial autocorrelation in the trends in abundances across the state.

However, all of these studies used species abundance data aggregated to the route
level. Counts at all 50 stops on each route were summed for each year and associated with
either the route start point or center point. This results in a substantial loss of information
because the models cannot take advantage of differences between landscape characteristics
across stops. Also, at this level of aggregation the sum of the counts for the route are
associated with landscape features within a circle large enough to encompass the entire linear
route, which includes a great deal of land over which counts were not conducted. The

models presented in this chapter are among the first to be based on stop-level BBS data.

8 The routes were randomly distributed along roads, but the stops were distributed systematically along the
routes, at every half-mile point. The fact that only roadside locations were surveyed is another factor makes the
data less than ideal. However, Austin et al. (2000) found no bias in estimates of mallard abundance per area of
wetlands as a function of distance from roads.
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The DWR land use dataset contains a detailed classification of land use types,
including ten types of agricultural land, six types of urban land, and four types of native
vegetation. The data were collected between 1986 and 1998 using aerial photography and
extensive field visits. The NWI dataset, which is maintained by the U.S. Fish and Wildlife
Service, contains wetlands boundaries and attributes for most states in the continental U.S.
The NWT is based on a detailed classification of wetland types, including several general
system and sub-system classes with varying levels of detail under each (Cowardin et al. 1979).
Data for the Central Valley were collected between 1972 and 1987, primarily using aerial
photography.

I combined the DWR and NW datasets to create a single, consistent dataset from
which I could extract land use characteristics from the neighborhood of all BBS route-stops.
NWI wetland boundaries and types were given precedence over any DWR land use polygons
that coincided with them, and all uplands were classified according to the DWR data. Figure
3.2 shows the combined land use dataset (with land uses aggregated to six general types), and
Table 3.1 lists the total area of each land use type in the Central Valley. I used the Patch
Analyst extension (Schumaker 1998) in ArcView to extract landscape attributes from the
combined dataset within 400 meters of each BBS route-stop. Figure 3.3 shows the locations

of the routes in the Central Valley and a close up view of several stops along one route.
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Agriculture (except rice)

Figure 3.2 — Land use in the Central Valley of California, from the
combined DWR and NW1 dataset.
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Table 3.1 - Land use types in the Central Valley, from the combined DWR and

NWI dataset.

Land use type Area[ha] Percent Aggregate percent
Field crops 882,488 15.94

Deciduous fruits nuts 475,977 8.60

Pasture 389,250 7.03

Grain and hay crops 269,013 4.86

Vineyards 244,004 4.41 .

Truck nursery berry 235,691 4.26 Agriculture o47
Rice 232,154 4.19

Idle ag 125,766 2.27

Qitrus subtropical 110,737 2.00

Semi-ag & incidental 63,112 1.14

Native vegetation 1,398,952 2527 | Native

Native barren 6,982 0.13 25.4
Native misc 82 0.00 uplands

Palustrine 265,160 479 |

Estuanne intertidal 23,935 0.43

Native nipanan 21,242 0.38

Rivenne lower perennial 18,728 0.34

Lacustrine lirzora 17,580 032 | Wedlands 67
Rivenne tidal 17,331 0.31

Rivenne intermittent 4,243 0.08

Riverine upper perennial 564 0.01

Urban 228,405 413 |

Vacant urban 40,093 0.72

Residential 34,865 0.63

Industrial 18,205 0.33 Utban 6.1
Urban landscape 9,515 0.17

Commercial 7,417 0.13

Lacustrine limnetic 18,897 034 |

Native open water 18,229 0.33 Deep water 0.9
Estuarine subtidal 10,575 0.19

Total: 5,536,937
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Figure 3.3 - BBS route-stops in the Central Valley, and a close-up view of

stops along one route.

3.2.2 Regression models of bird abundances

One of the central tasks of ecology is explaining the distribution and abundance of species,
and when management goals include maintaining or enhancing the populations of one or
more species of concern, ecological models of species abundances can be very useful. In
this section I present regression models of mallard abundances that were estimated using the
data described above. Some of the regression results were used in optimization models
described in Section 3.2.3 and in Chapter 6 to analyze wetlands restoration site selection

strategies in the Central Valley.
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3.2.2.1 Model specification

I used maximum likelthood regression to relate mallard abundances from the BBS dataset to
a set of land use variables and other covariates. Three types of regression models were
estimated: a logistic model, a Poisson model, and a negative binomial model. The logistic

model is:

>0l= explx, 8)
Py, >0l 2224, 6

In equation 3.1, y; is the abundance of mallards counted for observation i, x; is a row vector
of independent variables for observation i, and £ is a column vector of parameters to be
estimated. Logistic regression is a standard method for analyzing species-habitat
relationships when only presence-absence data are available (Manel et al. 1999, Pearce and
Ferrier 2000). In this case the logistic model was not ideal because it ignores the information
in the counts greater than one. However, it is nonetheless instructive to compare the logistic
results to the count regression results. The Poisson regression model with exponential mean

function is:

Py, = y]=L";’,(f“—") 62)

In equation 3.1, 4, = exp{x; 8) is the mean. The Poisson model is the standard model for
analyzing count data (Cameron and Trivedi 1998). Exponentiation of x, 8 ensures non-
negativity, which is required for the mean, and unlike linear regression the realizations of the
Poisson distribution take on only discrete non-negative values, which is consistent with the
raw data. One limitation of the Poisson model is its inherent assumption that the mean and

variance are equal. In many applications, including this one, the variance is greater than the
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mean. When this happens the data are “overdispersed.” The most severe consequence of
overdispersion is that in its presence the usual formulas will underestimate standard errors.
However, if the variance is modeled as a multiple of the mean the correction is
straightforward."” All Poisson regression results presented in this chapter have been
corrected for overdispersion.

A more general way to handle overdispersion is to incorporate a random component
into the specification of the mean itself: E[y,]=exp(x;8+¢,). If ¢, is assumed to follow a
gamma distribution the negative binomial model results. The mallard abundance data
exhibited a fair degree of overdispersion, so it was important to consider the negative
binomial along side the standard Poisson model. In practice the negative binomial model
usually gives results that are qualitatively, and very often quantitatively, similar to Poisson

regression results.

3.2.2.2 Model selection

One of the most difficult aspects of any statistical modeling exercise is model selection -
choosing the functional form and set of variables to include in the model. The Poisson and
negative binomial models provided the most appropriate functional forms, and data were
available for a number of land use types, several weather-related covariates, and dummy
variables for each of the nineteen routes. Table 3.2 describes the land use types used in the

regression models. To avoid perfect colinearity among the independent variables, one land

19 The ¢-statistics can be corrected by dividing them by \/p , where @ = Nl Kval(‘"iy‘)- , A;isthe
- 1= #‘_

predicted mean for observation 4, y, is the observed abundance for observation i, N is the number of
observations, and K is the number of parameters in the model (Cameron and Trivedi 1998, p 64).
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Table 3.2 - Descriptions of the land use types used in the regression models.

Land use type Description

Freld crops... ... ... .....  Includes row crops (e.g. beans, comn, and cotton) and
grain crops (e.g. barley, wheat, and oats)

Paswure... ................ Includes clover, alfalfa, native, and mixed pastures

Orchards................ Includes deciduous fruits and nuts (e.g. apples,
cherries, and almonds) and citrus and subtropical fruit
orchards (e.g. oranges, avocadoes, and olives)

Rice.....................  Medium and short grain, flooded in the summer

Vineyards... ... ... ...... Includes table, wine, and raisin grapes

Dairy ?nd feedstock Includes daines, livestock feed lots, farmsteads, and

operations... ... ... ... ...
poultry farms

Urban... ... ... ............ Includes residential, commercial, industrial, and vacant
lots

Wetlands... ... ... ... ..... Includes palustrine - shallow non-tidal wetlands usually
dominated by emergent vegetation;
littoral - wetlands with less than 30% persistent
vegetation and usually associated with deep water
habitats such as lakes or reservoirs; and
nverine - wetlands associated with natural or artificial
channels

Deep-water habitats... . Includes areas generally inundated with water at depths

of 2 meters or more

use type had to be excluded from the models. The excluded land use type was native
uplands, so all parameters were estimated relative to the native uplands baseline.

The simplest regression model would include only those variables that would
certainly affect mallard abundances - wetlands, rice, and urban lands perhaps. However,
using a model that was too parsimonious would run the risk of omitted variable bias. A very

general model would include all variables that 7zgt affect mallard abundances - all the land

use variables plus second-order and interaction terms between them. However, with too
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many variables the model would quickly run into multicolinearity and degrees of freedom
problems. The strategy I used for this analysis was to compare a number of specifications,
starting with a fairly parsimonious model and ending with a fairly general one.

I considered several sets of variables, based on the land use classification in Table
3.2, for six alternative versions of the logistic, Poisson, and negative binomial regression
models. First, the percent of each land use type within a 400-meter circle surrounding each
route-stop should capture differences in breeding habitat quality across the land use types.
Reproductive success for mallards should be highest in and near wet habitats (wetlands and
rice primarily), and lower elsewhere, so the land use percent variables should be important
predictors of mallard abundances in the breeding season. Next, second-order terms for each
land use type (the percent of each land use squared) would allow for a more flexible fit. If
the log of the abundance were merely a linear function of the percent of each land use type
in the vicinity, then these variables would have no significant explanatory power. If the
relationship were more complex, then the second-order terms would allow a more realistic
picture to emerge. Figure 3.4 shows the flexibility of the exponential mean function when
second-order terms are included.

With the squared land use variables included, the models could account for the
possibility that the arrangement of the land use types, in addition to the total amount of each
present in the landscape, is important for determining the distribution of mallards in the
breeding season. If the predicted abundance increased with the area of wetlands over the
entire range of the data (i.e., the returns to wetland area was always positive), then
consolidated wetland areas of 50 hectares (the total area within a 400-meter radius circle) or

more would be better for mallards than the same amount scattered as multiple smaller
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4= exp[2-0.05x]
4= expl0.5+0.021x - 0.00009x ]
/’
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/

42 = expl0.08x —0.001x*]
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X

Figure 3.4 - The exponential mean function with second-
order terms included is flexible enough to represent a wide
range of responses.

patches. On the other hand, if the predicted abundance decreased within the range of the
data (1.e., before the percent of land in wetlands within 400 meters reached 100%, so the
returns to wetland area becomes negative at some point), this would suggest that smaller
patches would be better.

Interactive terms between land use types could be included in the models to capture
edge effects. Shared edge is not measured directly by interactive terms, but it should be
highly correlated with them. Shannon’s diversity and evenness indices can capture effects of
“genenic” landscape heterogeneity. These variables would be important if spatial effects
were more complex than could be captured by the land use-specific variables alone. Finally,
data were available on several non-land use variables that should control for other potentially

important environmental effects not captured by the land use variables: total annual
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precipitation, to account for some of the spatial and temporal variation in water availability;
latitude, to control for any overall north-south differences in climate; average wind
conditions and temperature at the time the routes were surveyed; and dummy variables to
account for unobserved fixed effects specific to each route and each year.
Of all possible combinations of the variables described above, I chose seven sets

(not all of them nested) to be used in different versions of the logistic, Poisson, and negative
binomial regression models. The seven versions of the logistic model were estimated for
comparison purposes only. The focus here was on explaining abundances, not just
occurrences, so some version of the Poisson or negative binomial model was preferred from
the outset. To choose the best model from the 14 count models, I used the Akaike
Information Criteria (Burnham and Anderson 1998; Anderson et al. 2000), which is based
on a relationship between information theory and maximum likelihood and allows one to
compare non-nested alternative models. The Akaike Information Criteria is:

AIC, =-2InL, +2K, (3.3)
In equation 3.3, InL, is the log-likelihood for model z, and K; is the number of parameters in

model i. A “weight of evidence,” w, for model i being the best approximating model in a set
of candidate models, can be calculated as:

e expl- %4(AIC, -minAIC)| (3.4
"7 expl- K(AIC, ~minAIC)] '

The model with the largest w; is then taken as the best model.

2 The idea behind maximum likelihood estimation is that the set of parameters that maximizes the probability
of observing the data is the best set of estimates, given the data and guen the fioxtional form of the madel. Model
selection using AIC can be though of as an extension of maximum likelihood in that it removes the second
conditional in that statement. The AIC can be used to estimate the “likelihood of a model [being the best from
a set of a priori candidate models}, given the data” (Anderson et al. 2000, p 918). See Burnham and Anderson
(1998) for more on model selection using the AIC.
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The seven versions shared the following set of vaniables: rice, urban, deep water,
dummy variables for 1998, 1999, and 2000 (1997 served as the baseline), Shannon’s diversity
and evenness indices, precipitation (total for May through July), day of the year the route was
surveyed, latitude, average temperature, and average wind condition. The seven versions
were distinguished by the following sets of variables:

Version 1: Wetlands, agriculture

Version 2: Version 1 + second order terms for wetlands, rice, agriculture, urban, deep

Version 3: :’,ea::iron 2 + wetlands interacted with rice, agriculture, urban, deep water

Version 4: Wetlands, five types of agriculture, second order terms, interactions with

Version 5: ﬁ:: fyspes of wetlands, five types of agriculture, second order terms,

interactions with wetlands

Version 6: Version 4 + route dummies

Version 7: Version 5 + route dummies
Version 1 was the most parsimonious model, and version 7 was the most general. For
versions 1 through 3, T aggregated the five types of agriculture listed in Table 3.2 into a
general “agriculture” variable, on the presumption that mallards may not discriminate
between types of agriculture (evidence regarding this hypothesis would come from
comparing the results of versions 1 through 3 to versions 4 through 7). For versions 5 and
7, I disaggregated wetlands to palustrine, littoral, and riverine types, on the presumption that
mallards may discriminate between different types of wetlands (evidence regarding this
hypothesis would come from comparing the results of versions 4, 5 and 7).

The disaggregated agriculture types need no explanation, but it may be useful to
review the Cowardin wetlands classification system (Cowardin et al. 1979), on which the
NWI dataset is based, to describe the disaggregated wetland types used in versions 5 and 7
of the models. The Cowardin system separates wetlands into a hierarchical classification

scheme. At the highest level, wetlands are classified into “systems,” which include marine,
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estuarine, riverine, lacustrine, and palustrine. Virtually no marine or estuarine wetlands exist
in the Central Valley. The riverine system “includes all wetlands and deep water habitats
contained within a channel” (Ibid, p 7). This could confuse the interpretation of the deep
water and riverine variables, but there is no obvious sub-category in the Cowardin system
that allowed easy separation of the deeper portions of the riverine wetlands (which include
the river or stream proper) from the shallower portions (which include riparian wetlands).
Littoral wetlands are associated with lacustrine (lake) systems, and have a low proportion of
persistent emergent vegetation. The palustrine class consists of small wetlands isolated from
larger bodies of water, including ponds and all non-tidal wetlands dominated by trees,

shrubs, or persistent emergent vegetation.

3.2.2.3 Regression results

All models were estimated in Limdep, version 7. Table 3.3 shows for each model: (1) the

squared correlations between the observed counts and the predicted means, r; 4 » Which

serves as a measure of fit analogous to R’ from the standard linear regression model,”" (2) the
land use variables that were significant at the 5% level plus the direction of their effects, and
(3) the Akaike weights (for the count models only).”? The results shown in Table 3.3 suggest
a number of consistent relationships. First, the wetlands and rice variables were significant
and positive in all models. The deep-water variable was significant and positive in versions 1
through 5 of the logistic model. The urban variable was significant and negative in about

half of the models - mostly in the more parsimonious versions of the logistic and negative

2
u riﬁ = [J&;ﬁwy%) , which equals R? in the standard linear regression model.

22 In the interest of brevity, only the most pertinent results are presented in the text. Data and the Limdep
code used to estimate all models are available upon request from the author.
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Table 3.3 - Comparison of results from seven versions of the logistic, Poisson, and negative
binomial regression models. Thew’s are the Akaike weights for each model, which are a
function of the log-likelihood values for all models in the candidate set as per equations 3.3

and 3.4.
Logistic Poisson Negative binomial
1 Statistically ) © Statistically ) Statistically
. ; significant LAV significant Lo significant
Yol i vanables, 5% level [w] variables, 5% level ] vaniables, 5% level
; (direction) (direction) (direction)
+ deep warer (+) 0.2260  rice (+) 0.1659 | whan ()
L 01667 rieeln) [0.000] we(+) [0.000] | e t¥)
5:;" w‘a;l (+ns) | 02934 ' rice(+,) 0.1442 | urban (+)
2 0.2249 e (+n.s) [0.000] | wet (+.) [0.000] | 5 (+,)
| wet (+,) wet (++)
! urb, ('v I
: dcc;n watg (+.n.s) ] urban (n.s.,+) urban (-,+)
3 | o023 | fee(+as) 0.3367 : nce g'g 0.2380 | rice (+,)
) i Wal.(f-') [0.000] | wet"ric'e 0 [0.000] wet‘(-e-,-)
x*gec:p (-l aerl) * wet*deep water () wet*rice (-)
; pasture (+,n.5) '
- orchards (-,+) pasture (+,) orchards (-,+)
* urban (-,+) : orchards (-,n.s)) urban (-,+)
4 0.2281 | deep water (+,n.s) 0.3429 ! rice (+,) 0.2197 | rice (+,)
) ! rice (+,n.5) [0.000] | wet(+.) [0.000] | wet(+,)
¢ wet (+,) | wet*rice () wet*rice (-)
; wet*rice () " wet*deep water () wet*deep water (-)
wet*deep water () ' I
2 or (-4)
| 3::,2,,”215{” 0.3632 ::le(us:nxzc (+.n.s) 0.2133 ﬁ}:?sf)ﬂ
5 0.2389 | deep water (+,ns) : littoral (+,7) 21 ice (4.
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binomial models. The aggregate agriculture variable was not significant in any of the models
in which it appeared (versions 1 through 3). Of the different types of agriculture in versions
4 through 7: the orchards variable was significant in all models in which it appeared (always
negative), the pasture variable was significant in 6 of the 12 models (always positive), and the
dairy variable was significant and negative in versions 6 and 7 of the Poisson model only. All
of this indicates that the different versions of the models were broadly consistent with each
other in terms of the variables that were statistically significant and the direction of their
effects. The general results regarding the apparent preferences for “wet lands” in particular
- wetlands proper and rice especially ~ were robust across the different specifications.

Table 3.4 shows the results of the formal model selection process using the AIC
statistic. Versions 6 and 7 of the negative binomial were the best approximating models in
the candidate set. Mallards apparently did discriminate between types of agriculture, though
the evidence for discrimination between types of wetlands was not as strong. The most
general model in the candidate set appeared to be the best, which suggested that the data
may have been able to support an even more general model. However, the improvement
from including the disaggregated wetlands variables was much smaller than the earlier
generalizations of the model, which may indicate that the point where the gain in model fit
would have been less than the loss in parsimony was imminent. Adding more variables may

have soon resulted in an “over-fitted” model.
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Table 3.4 - Model selection using the AIC.

Version AIC w,
7N 2783.388  0.7324
6N 2785402  0.2676
5N 2873.26 0.0000
4N 2887.576  0.0000
3N 2933.132  0.0000
2N 2950.348  0.0000
IN 2990.528  0.0000
7P 3478986  0.0000
6P 3507.73 0.0000
5P 3760.156  0.0000
4P 3848.192  0.0000
3P 3957.95 0.0000
2P 4072.758  0.0000
1P 4241906  0.0000

Table 3.5 lists the parameter estimates, standard errors, ¢-ratios and p-values for the
standard null hypothesis tests (H;: 8 =0) for the best model, version 7 of the negative
binomial (parameter estimates associated with the route dummy variables were not included
in the table). Table 3.6 lists the first-order land use type variables, in decreasing order of
their estimated effect on mallard abundance. The littoral wetlands variable had the largest
estimated coefficient, followed by riverine, rice, deep water, and palustrine wetlands. The p-
values listed in Table 3.6 suggest that the rice and orchards coefficients were estimated
relatively precisely, i.e. their effects on mallard abundances were the most consistent across
the observations. The effects of riverine and littoral wetlands were somewhat less
consistent. The interpretation that the standard errors are at least partly due to variable

effects (and not just sampling error), lends itself to a plausible biological interpretation.

Natural wetlands are better for breeding and brood rearing by mallards, partly because they
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Table 3.5 - Regression results for version 7 of the negative

binomial model.
Variable Coe.ﬁcv:nt Standard t-ratio p - value
estimate error
Constant -135897 334883  -040580  0.68489
1998 0.17497 056537 030949 075695
1999 -003863 026017  -0.14848  0.88197
2000 -037168 027618  -134580  0.17837
Field crops 000377 001279 029440 076846
Field crops? 000006 000012 051379  0.60740
Pasture 002496 001408 177243  0.07632
Pasture’ -000014 000016 -0.87594  0.38106
Orchards -006000 001836 -326726  0.00109
Orchards’® 000051 000020 254676  0.01087
Vineyards -000245 008940 -002739 097815
Vineyards® -0.00085 000293 -028938 077229
Dairy -007887 004875 -161794  0.10568
Dairy 000156 000206 075929  0.44768
Urban -0.03428 002622 -130736  0.19109
Urban® 000042 000030 141126  0.15817
Deep water 005023  0.14670 034241 073204
Deep water? -0.00033 000804 -004091 096737
Rice 005722 001562 366238  0.00025
Rice? -0.00038 000017 -221440  0.02680
Palustrine 003318 002923 113526 025627
Palustrine’ -000011 000030 -036395 071590
Littoral 030329  0.12293 246724  0.01362
LittoraP -000650 000326 -199694  0.04583
Riverine 0.11590 004466 259495  0.00946
Riverine’ -000156 000126  -124505 021311
Wer*Ag 000113 000048 233330  0.01963
Wer*Rice -0.00067 000034 -196139  0.04983
Wet*Urban 000127 000118  1.08196 027927
Wet*Deep water  -0.00713  0.00817  -0.87225  0.38307
SDI -050414 038028  -132570  0.18494
SEI 067971 054787 124064 021474
Precipitation 000739 003605 020511  0.83749
Latitude 009547 007236 131945  0.18702
Day of year -000178 001609  -0.11075 091181
Average deg F 000319 002025 0.15757  0.87480
Average wind 000115  0.14606  0.00790 099370
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Table 3.6 - First-order land use variables from version 7
of the negative binomial model, listed in order of

decreasing effect size.

Variable Coefficient Standard t-ratio p - value
error

Littoral 0.30329 0.12293 246724 0.01362
Rivenne 0.11590 0.04466 2.59495 0.00946
Rice 0.05722 0.01562 3.66238 0.00025
Deep water  0.05023 0.14670 0.34241 0.73204
Palustrine 0.03318 0.02923 1.13526 0.25627
Pasture 0.02496 0.01408 1.77243 0.07632
Field crops 0.00377 0.01279 0.29440 0.76846
Vineyards -0.00245 0.08940 -0.02739 0.97815
Urban -0.03428 0.02622 -1.30736 0.19109
Orchards -0.06000 0.01836 -3.26726 0.00109
Dairy -0.07887 0.04875 -1.61794 0.10568

74

will generally have more open water than rice fields. However, rice fields are more likely to

have water on them through much of the breeding season because they are irrigated. Thus,

the (generally) larger effect sizes of the wetland variables, but lower “consistencies” (higher

standard errors), can be explained by the naturally low precipitation in the Central Valley in

the summer months.

Table 3.3 also shows that in the simpler models, where wetlands entered as a single

aggregate type, mallards appeared to demonstrate a consistent affinity for wetlands in

general. However, the best model, with wetlands disaggregated, suggested that the strong

positive effects of littoral and riverine wetlands may have been responsible for much of that

effect. The evidence in support of differential effects across wetlands types in this dataset
was not overwhelming (i /wg = 0.7324/0.2676 = 2.74), but the same reasoning used to

interpret the differences in standard errors between the wetlands and rice variables can be

used to interpret the differences across wetland types. The palustrine wetlands class includes
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a variety of wetland types, but consists mostly of small wetlands isolated from larger bodies
of water (Cowardin et al. 1979). In the Central Valley, most palustrine wetlands will be
seasonal, with standing water present during the rainy season (November through March)
and for some time after, but usually not through the entirety of the breeding season (March
through July). Littoral and riverine wetlands, on the other hand, are associated with
permanent bodies of deep water - lakes and rivers — and so will sustain more reliable
breeding conditions for mallards throughout the summer.

Because the evidence for differential effects across wetlands types was not strong,
and because an estimate of the “average” effect of wetlands was required for the purpose of
predicting impacts from wetlands restoration for the optimization applications presented in
Chapter 6, I set the results from version 7 aside and focused on results from version 6 of the
negative binomial model. Table 3.7 lists the parameter estimates, standard errors, ¢-ratios
and p-values for version 6 of the negative binomial model, and Table 3.8 lists the first-order
land use type variables, in decreasing order of their estimated effect on mallard abundance.
The results were broadly consistent with version 7, but they were based on the restriction of

no differential effects across wetland types.
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Table 3.7 - Regression results for version 6 of the negative

binomial model.
Variable Coe.ﬂicnent Standard t-ratio p - value
estimate error
Constant -170180 337834 -050374 061444
1998 021187 056478 037513 070757
1999 -0.05557 026080 -021307 0.83128
2000 -036322 027433  -132403  0.18549
Field crops 0.00256 001293  0.19830  0.84282
Field crops’ 000008 000012 065620 051170
Pasture 002185 001422 153695  0.12431
Pasture? -000010 000017 -060884  0.54263
Orchards -0.05739 001895 -302870  0.00246
Orchards’ 000050 000020 245239 001419
Vineyards -000457 009171  -004986 096023
Vineyards’ -000079 000301 -026159 079364
Dairy -0.08250 004886 -168836  0.09134
Dairy? 000162 000201 080443  0.42115
Urban -003133 002623  -1.19443 023231
Urban® 000041 000030 135215  0.17633
Deep water 006947  0.13823 050255  0.61528
Deep water® -000121 000804 -0.15035  0.88049
Rice 005093 001557 327072  0.00107
Rice? -000032 000017 -189992 005744
Wetlands 0.11803 004680 252190  0.01167
Wetlands® -000085 000046 -185541 006354
Wer*Ag 000031 000068 045849  0.64660
Wet*Rice -000115 000049 -237986 001732
Wet*Urban 000070 000119 059219 055373
Wet*Deep water ~ -0.00948 000523  -1.81411  0.06966
SDI -045609 038670  -1.17944 023822
SEI 085791 052080 164730  0.09950
Precipitation 000434 003596  0.12073 090390
Latirude 008968 007438 120563 022796
Day of year 000003 001629 000155 099876
Average deg F 000285 002035 0.13988  0.88875
Average wind -000078  0.14668  -0.00534 099574
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Table 3.8 - First-order land use variables from version 6 of
the negative binomial model, listed in order of decreasing

effect size.

Variable Coefficient Standard t-ratio p - value
error
Wetlands 0.11803 0.04680 2.52190 0.01167
Deep water  0.06947 0.13823  0.50255 0.61528
Rice 0.05093 0.01557 3.27072 0.00107
Pasture 0.02185 0.01422 153695 0.12431
Field crops  0.00256 0.01293 0.19830 0.84282

Vineyards -0.00457 0.09171 -0.04986 0.96023

Urban -0.03133 0.02623 -1.19443 0.23231
Orchards -0.05739 0.01895 -3.02870 0.00246
Dairy -0.08250 0.04886 -1.68836 0.09134

In the more general versions of the regression models, there were first-order,
second-order, and interactive effects embedded within the exponential mean function.
Because it is often difficult to interpret variables that enter regression models nonlinearly and
multiple times (the coefficient estimate for the first-order term tells only part of the story), I
calculated the overall marginal effects (the “marginals™) to get a better idea of the influence
of each land use variable. The marginal for variable k, M, was calculated as follows:

y %,
Ox

M, =—-=—%x100 (3.5)
) Z Y:

In equation 3.5, 4, is the predicted mean for observation i, x,, is the percent of land in land

use type k for observation i, and y; is the count for observation i. The marginals are the
expected percent changes in total mallard abundance from a one unit increase in each land
use type across all route-stops. Because the units of the land use variables were in percent,

the effect estimated by M, was the expected percent change in the total count of mallards
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from (hypothetically) converting one percent of the area near BBS route-stops from natural
uplands, the excluded land use type, to land use type k. I bootstrapped the regression model
to estimate the standard errors of the marginals: the model was estimated 200 times, each
time based on a different random draw from the raw dataset, with replacement and
maintaining the original sample size. The estimated marginals, which are listed in Table 3.9,
paint a slightly different picture of the effects of the various land use types than the
coefficients on the first-order terms in Table 3.8. Wetlands is still seen to have the largest
positive effect and orchards the largest (consistently) negative effect,‘but pasture appears to
have a larger positive effect and rice appears to have a smaller effect than those suggested by

the coefficients on their first-order terms.

Table 3.9 - Marginals from version 6 of the negative
binomial model.

Variable  Average Standard 95% confidence

deviation interval
Wetlands 5.81 1.68 (1.638, 9.929)
Pasture 4.30 1.59 (0.420,7.784)
Vineyards 2.70 3.06 (-6.739 , 8.710)
Field crops 231 1.49 (-1.041, 6.857)
Rice 0.97 1.20 (-2.000, 4.417)
Deep water 0.77 5.85 (-4.181, 2.739)
Urban -0.19 1.79 (-5.346 , 4.464)
Orchards 436 109 (7.968,-1.727)
Dairy -4.83 3.24 (-17.928 , 1.919)
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3.2.2.4 Drawing out spatial effects from the regression results

One of the main objectives of this research was to investigate the importance of spatial
effects. Towards that end, the results of version 6 of the negative binomial model were used
to address the question of returns to scale with respect to the percent of land in wetlands.
(This is one of the factors that determine the benefits of few large wetland patches vs. many
small wetland patches.) The returns to the percent of land in wetlands is the expected
change in average mallard abundance from a marginal increase in the percent of land in
wetlands, and can be estimated by differentiating the exponential mean function with respect
to the wetlands variable:

%

™ =;?(,5,,+25,,2xw+5.,.x. +5,,x,+f§...ic,+ﬁmxd) (3.6)

w

In equation 3.6, the x's are the percent of land in wetlands, agriculture, rice, urban, and deep
water, and the £’ are the associated parameter estimates. Note that the derivative in

equation 3.6 appears in the expression for the marginal (equation 3.5), so the two concepts
are closely related. The marginal for wetlands is the expected change in the total count of
mallards after an incremental increase in wetlands at all route-stops; it is intended as an
overall, or average effect. The derivative, on the other hand, focuses on a particular location.
The regression model implies that returns to the percent cover in wetlands depends on the
amount of other land use types nearby; the derivative can be different at every location.

o

Ox

w

Figure 3.5 shows a graph of vs. x,, across the entire range 0 to 100%.
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Xw

Figure 3.5 - The derivative of expected abundance with respect to the percent
of land in wetlands.

To plot the graph in Figure 3.5, the derivative was calculated using the parameter estimates
from version 6 of the negative binomial model, and the percent of land in non-wetland land
use types were generated to satisfy the required adding-up condition - the sum of all x’s had
to equal 100%. As x,, ranged from 0% to 100%, the amounts of the other land use types
were set so that the relative ratios were equal to the relative ratios at their mean values. For

example, the average percent of urban land near the BBS route-stops was %, =4.9% and the
average percent of agricultural land was %, =59.6%, so ¥, /%, =0.082. To generate the
curve in Figure 3.5, I adjusted x, and x, as x,, varied from 0% to 100% in such a way that

the ratio x, /x, = 0.082 was maintained. The other land use percents were calculated in a

similar fashion and all were scaled so that their sum always equaled 100%.
Figure 3.5 suggests increasing returns from x,, = 0 to x,, = 47%, still positive but

decreasing returns up to x,, = 71%, and negative returns for x,, > 71%. This implies that
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small patches of wetlands scattered throughout the landscape, or more generally wetlands
with a high edge to area ratio, should support the highest densities of breeding mallards. For
example, multiple patches of 36 hectares each (71% of 50 hectares), distributed such that the
overall mix of land use types includes 71% wetlands and 29% uplands, would maximize total
expected abundance. This, however, is not the only way to design a landscape with the
highest possible breeding mallard density; any landscape with 71% of each circular 50-
hectare scene in wetlands would do. For example, larger wetlands with complex shapes, i.e.
a sufficiently high edge to area ratio, could also satisfy this condition.

In Figure 3.6, the averages of the mallard counts are plotted against the percent of
land in wetlands (panel A) and the percent in rice (panel B), using intervals of 10%. These
simple plots support the general conclusion that mallards prefer a mix of wet and dry land
use types. The graphs show that on average the highest mallard abundances were observed
at route-stops with intermediate amounts of wetlands or rice nearby. There were relatively
few observations with more than 50% of the land in wetlands, but taken together these plots
are consistent with the implication of the negative binomial regression model shown in
Figure 3.5.® These result are easily interpreted in light of the fact that breeding mallards
require upland areas for nesting, while wetland and rice habitats are preferable for feeding

and brood rearing.

2 The plots in Figure 3.4 do not represent information independent of that used to construct Figure 3.4, of
course. These plots are presented simply to show that the “clean” results implied by the regression model
(which describes relationships between the dependent variable and each independent variable when all of the
other independent variables are held constant) is suggested even in the “noisy” raw data itself.
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3.2.3 Management significance of the spatial effects

The regression results suggest that mallards prefer wet lands to dry in the breeding season,
but that configuration also matters. But the regression results do not necessarily imply that
the spatial effects are significant for management purposes. One way that the regression
results could be significant for management is if the spatial effects were strong enough to
make a spatially targeted wetlands restoration strategy significantly more effective than a
non-targeted strategy. To measure the strength of the spatial effects from this management
perspective, I simulated three wetlands restoration strategies. One was a spatially targeted
strategy and the other two were not. The simulations were intended to represent a manager
trying to decide how many hectares of wetlands to restore around each BBS route-stop in
the Central Valley. The spatially targeted strategy (the optimal scenario) was simulated by

solving the following optimization problem:

A'glzx [z exp(x,f ,é )] (3.7a)

Subject to:
Zwl(;ﬂz <1,563 hectares (3.7b)
R <Yx, Vi (3.7¢)
k
R | w (.7d)

Xip =%, 1-
P
N
In equations 3.7a through 3.7d: i indexes the route-stops; the R, ’s are the choice variables,

the percent of the area around each route-stop restored to wetlands; x| is the modified
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vector of land use variables after restoration; and 8 is the vector of parameter estimates

from version 6 of the negative binomial regression model. Expression 3.7a is the objective
function, the total expected abundance of breeding mallards across all route-stops. The first
constraint, equation 3.7b, limits the total area of wetlands restored to an arbitrarily set 50%
increase, from the current 7.6% to 11.4% of the total area within 400 meters of the route-
stops (1,563 hectares). The second set of constraints (of which there are 819, one for each
route-stop in the Central Valley) requires that the amount of wetlands restored at each
location be no greater than the total amount of the “restorable” land use types present
initially, indexed by &. Urban land was assumed prohibitively expensive to purchase and
restore, so they were excluded from the restorable types. Deep water and rice were also
excluded. The final set of constraints, equation 3.7d, ensured that wetlands were restored
proportionally from the restorable land use types. For example, if five hectares were
restored to wetlands at a particular route-stop and there were 25 total hectares of the five
restorable land use types initially, then 20% of each was converted to wetlands.

‘Two sub-optimal scenarios were simulated for comparison. These scenarios were
intended to approximate possible outcomes from wetlands restoration strategies not based
on a spatially explicit model of habitat selection. The first scenario was a relatively uniform
distribution of restoration - a similar amount of restoration at each route-stop. The uniform
scenario was simulated by solving the optimization problem with the added constraint that
no more than 5.1% of the land at any route-stop could be restored to wetlands (5.1% just
happened to be the figure that led to a total restored area of 1,563 hectares, the assumed
50% maximum increase). The resulting distribution of restoration activities was not
perfectly uniform, however, because some route-stops initially had less than 5.1% of

restorable land (at these locations the restored area was constrained by the initial availability
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of the restorable land use types), and because no minimum constraint was imposed. The
second scenario used for comparison was a clumped distribution of restoration activities,
which might result from a manager choosing the largest available sites, irrespective of their
location. The clumped scenario was simulated by selecting route-stops at random and
converting all restorable agriculture at each of these route-stops to wetlands until the 1,563-
hectare limit was reached.

To account for the uncertainty in the parameter estimates, I performed each of the
scenarios as a set of Monte Carlo trials. Under the optimal scenario, the hypothetical
manager used (imperfect) information regarding the spatial habitat preferences of mallards
from the negative binomial regression results. In every replication the manager used the
same set of parameter estimates to predict the impacts of wetlands restoration, so the
manager undertook the same levels of restoration activities every time. What changed across
the replications was the “true beta,” the vector of parameters the manager was trying to
estimate with the regression model. The true beta’s were defined for each replication by a
random draw from the multivariate normal distribution implied by the estimated parameters
and covariance matrix from the negative binomial regression results. Under both the
uniform and randomly clumped scenarios, the hypothetical manager used no information
regarding the spatial habitat preferences of mallards.

Table 3.10 lists the results from the three scenarios. All three scenarios yielded
substantial increases in total expected abundance, but the spatially targeted strategy greatly
outperformed the uniform and clumped strategies. Selecting restoration sites by accounting

for spatial habitat preferences was predicted to increase mallard abundances much more than

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



86

Table 3.10 - Results from the

restoration simulations.
Scenario Expected total
abundance
Initial 359.5 (45.0)!
Optimal 1,502 (1,160)%
Uniform 470.5 (58.5)
Clumped 514.8 (87.9)?
Notes:

1. Standard deviation of results from 100 trials of
resampling from the observed wunts Ntimes
with replacement and summing them.

2. Standard deviation of results from 100
optimization trials, each trial using a draw from
the implied distribution of parameter estimates
from the regression results.

proportionally; a 50% increase in wetland area led to a 318% increase in total abundance.
The sub-optimal scenarios were predicted to lead to less-than-proportional increases - 31%
and 43% for uniform and clumped restoration respectively?* The predicted average increase
under the optimal scenario was surprisingly large, but the results are at least consistent with
the data in the following sense. The observed abundances ranged between zero (87% of the
observations) and 31 (one observation), and less than 1% (19 of the 2,535 obserQations)
were 10 or greater. The largest predicted expected abundance under optimal restoration was
19.79, which was within the range of the data, though well above the average.
Approximately 27% of the route-stops (226 of 819) were predicted to have expected

abundances of 10 or greater. These results suggest that there are many good opportunities

2 Do not let the large standard deviation of the simulated optimal total expected abundance in Table 3.10 fool
you. The variation was high, but when comparing the strategies a more relevant measure is the difference
between the total expected abundances for each run, which is not shown in the table. In no runs did the
uniform strategy outperform the optimal strategy, and in only one run did the clumped strategy outperform the
optimal strategy.
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for effective wetlands restoration in the Central Valley, and that the spatial component of
habitat selection by mallards is substantial.

The simulation exercises were intended to measure the potential increase in
effectiveness a decision maker could expect by using a spatially targeted approach over a
merely opportunistic approach to selecting sites for wetlands restoration. If the regression
models had suggested that mallard abundances were a simple function of the amount of
each land use type, with no significant spatial effects, then there would have been no
differences in the results from the three simulated scenarios. If mallard abundances were
influenced only by the amount of each land use type present, then each of the simulated
management scenarios would have predicted the same total abundance after restoration,
because only the arrangement, not the total amount, of restoration differed across the
scenarios. In Section 3.2.2.4, I argued that the regression results showed that spatial effects
influence mallard abundances. The results from the simulations showed that these spatial

effects could be significant for management purposes.

3.2.4 Do mallards look up from their ponds?

All results presented so far were based on models that assumed only nearby land use
characteristics ~ within 400 meters - influenced mallard abundances. The 400-meter cutoff
was based on the BBS data collection protocols; surveyors were instructed to count all birds
they could identify within 400 meters of their location. But this only suggests that the 400-
meter distance was a reasonable mmamen distance within which to measure land use
characteristics. If mallards used resources far from their nest sites, then they might judge site

quality by more than just very local landscape characteristics.
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To investigate this possibility, I estimated a set of three more negative binomial
regression models, each an extension of the version 6 model discussed earlier. The first of
these expanded models added land use characteristics between 400 and 700 meters from
each route stop. The second added, on top of those, land use characteristics between 700
and 1000 meters from each route stop, and the third added land use characteristics 1000 to
2000 meters away.” My expectation was that the effects of the land use characteristics
would rapidly diminish as the distance from the route-stops increased, and that any
significant effects would be in the same direction as the nearby land use variables but smaller
in magnitude.

The results, which are shown in Tables 3.11 and 3.12, did not conform to my
expectations. Table 3.11 shows the Akaike model selection statistics for the baseline model,
with only the 0-400 meter land use variables included, plus the three expanded models. The
most general model, with three extra rings of land use characteristics included, scored best
by the Akaike criteria, which implies that the extra land use variables added substantial
explanatory power. Mallards apparently do look up from their pond, and they look at least
wo kilometers away. Table 3.12 shows the parameter estimates and standard errors for the
most general model (for the land use variables only). The most general model explained
more of the variation in the data than the more restricted versions, but the parameters were
estimated much less precisely (which was likely a result of high colinearity between the
spatially lagged land use variables). The t-statistics were much lower than in the previous
models, and notably so for the 0-400 meter land use variables. The magnitudes of the
effects did not diminish consistently with distance, and their signs often changed. This

% In the second and third versions, I had to exclude the second-order land use variables because the negative
binomial model would not converge with all variables included, presumably because of excessive
multicolinearity.
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preliminary investigation into a spatially lagged model of species-habitat relations, then,
yielded equivocal results. Land use characteristics at a distance do seem to matter, but the
regression results do not reveal much about the structure of these effects.

Table 3.11 - Overall regression model results for the baseline

model plus three models with spatially lagged land use
variables. The model with all lagged land use variables has the

largest Akaike weight

Variables included T AIC w;
0-400 meters only 0.2888  2771.99  0.0000
With 400-700 meters 0.3599  2750.426 0.0111
With 700-1000 meters 03795  2747.65  0.0443

With 1000-2000 meters 0.371 274153  0.9447
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Table 3.12 - Coefficient estimates and ¢-statistics for the negative binomial model with three
sets of spatially lagged land use variables. Virtually no variables were estimated with
precision, and some of the key variables change sign with increasing distance from the
survey location.

0- 400 meters 400 - 700 meters 700 - 1000 meters 1000 - 2000 meters

Variable B tsat f tesmt B t-sat f r-sat
Field crops -0.03025 -1.20804 0.06301 176241 -0.01574 -0.50158 0.01477 0.84625
Field crops’ 0.00029 131077 -0.0003 -1.24417

Pasture -0.02951 -1.06751 0.09127 224163 0.00204 005189 -0.01266 -0.4657
Pasture® 0.00022 075381 -0.0007 -1.36484
Orchards 0.00256 0.0675  0.00259 0.05208 -0.036 -0.90239 0.00649 0.27617
Orchards? 0.00000 -0.00547 0.00034 0.72573
Vineyards -0.01964 -0.13521 0.06416 0.46401 0.00528 0.04618 -0.07235 -0.99685
Vineyards® -0.00102 -0.24849  0.00022 0.09229
Dairy -0.13949 -1.71744 023711 229745 -0.01688 -0.22339  0.065 0.71444
Dairy? 0.00421 1.12614 -0.00933 -1.23783
Urban -006171 -1.28564 0.07936 131072 0.00585 0.08656 -0.03977 -0.54685
Urbar? 0.00068 0.8713  -0.00068 -0.75996

Deep water -0.16491 -1.00282 0.06751 0.51924 0.18638 1.63304 -0.07579 -1.09488
Deep water® 0.00822 1.01534 -0.00446 -1.45097

Rice 0.05195 1.22431 -0.01344 -02705 0.00346 0.08728 0.01407 0.58176
Rice? -0.00055 -1.3678 0.00042 0.9983
Wetlands -0.03252 -0.32229 0.15643 1.4978  0.00049 001043 0.03406 1.06305
Wetlands® 0.0003 02946 -0.00129 -1.19622
Wet*Ag 0.00156 1.1683  -0.00106 -0.82629 -0.00036 -0.70379 0.00055 1.64211
Wet*Rice -0.00048 -0.44433 -0.00007 -0.0481 -0.00046 -0.49875 0.00022 0.35663

Wet*Urban 0.00101 0.52774 -0.00357 -1.39528 0.00054 0.26553  -0.0022 -0.5635
Wet*Deep water -0.00288 -0.39408 -0.00298 -0.3932  -0.0046 -0.87647 0.00434 0.90212
SDI -0.1913  -0.27129 -0.02753 -0.03842 0.00033 0.01118 -0.23772 -0.43243
SEI 1.24161 1.52459 -1.11922 -1.09643 -0.10054 -0.81382 -0.2336 -0.18554

3.3 Regression models for other bird species

The BBS dataset contains counts of all resident breeding bird species in North America.
This research focused on mallards, but similar analyses could be undertaken for many more
species in the BBS dataset. Not all species of interest are amenable to the kind of statistical

modeling used here, simply because many of the species that may be of most interest from a
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conservation perspective are rare, and therefore would not be observed frequently enough
by BBS surveyors to support statistical modeling. However, some species will be observed
frequently enough, and some of these could potentially be used as indicators for other
species of concern. This section presents preliminary results for 21 other bird species, plus
overall bird richness and diversity. These species were selected either because they depend
on wetlands for at least part of their life cycle, or because they were observed frequently by
BBS surveyors and therefore should be relatively easy to model.

I estimated versions 1, 2, 4, and 6 of the negative binomial model for each species
and bird richness, and a linear regression model for bird diversity. The results are shown in
Tables 3.13 and 3.14. The measures of fit listed in Table 3.13 suggest that mallards are
among the easiest species to model, but the models explained a substantial amount of the
variation in abundances for several other species as well. The squared correlations between
the predicted and observed counts for black-crowned night heron (a non-game wetland
species), ring-necked pheasant (another important game species), song sparrow (a land bird
species of special concern in the valley*®), spotted towhee (a ground-nesting land bird), and
richness and diversity were all above 0.35 (the value for mallards was 0.29). Table 3.14

summarizes the qualitative results from the regression models.

2% CDFG and PRBO. 2001. California Bird Species of Special Concern: Draft List and Solicitation of Input.
hup://www.prbo.org/BSSC/draftBSSClist.pdf.
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Table 3.13 - Results from four versions of the negative binomial model applied to 22
species and bird richness, and a linear regression model applied to bird diversity, from the

BBS database.
Version 1 Version 2 Version 4 Version 6
4 r? P r? 4 s 4 r
Amencan robin 0.0000 0.078 0.0000 0.092 0.0000 0.160 0.0000 0.226

Black-crowned night heron 0.0000 0.641 0.0000 0.893
Brown-headed cowbird ~ 0.0000 0018 0.0000 0.034 0.0062 0.056 0.0000 0.119

Black phoebe 0.0000 0.029 0.0000 0.029 03784 0.059 0.0000 0.108
Bam swallow 0.0000 0.010 0.0000 0.014 0.0052 0.011 0.0000 0.042
Brewer's blackbird 0.0000 0.056 0.0000 0.057 0.0011 0.062 0.0000 0.142
European starling 0.0000 0.045 0.0000 0.055 0.0000 0.072 0.0000 0.082
Great blue heron 0.0000 0.103 0.0000 0.088 0.0167 0.104 0.0002 0.140
Great egret 0.0000 0.103 0.0000 0.054 03643 0.075 0.0000 0.158
Homed lark 0.0000 0.035

Killdeer 0.0000 0.131 0.0000 0.131 0.0082 0.139 0.0000 0.204
Loggerhead shrike 0.0000 0.036 0.0000 0.077 09661 0.071 0.0001 0.103
Mallard 0.0000 0.145 0.0000 0.144 0.0000 0.220 0.0000 0.291
Mourming dove 0.0000 0.054 0.0000 0.066 0.0365 0.064 0.0000 0.089

Norhtern mockingbird 0.0000 0.041 0.0000 0.054 0.0000 0.075 0.0000 0.132
Nutall's woodpecker 0.0000 0.089 0.0002 0.106

Rock dove 0.0000 0.007 0.0000 0.010 0.0015 0.006 0.0000 0.016
Ring-necked pheasant 0.0000 0.272 0.0000 0.368 0.0000 0.377 0.0000 0.398
Red-tailed hawk 0.0000 0.055 0.0000 0.064 0.1147 0.078 0.0032 0.093
Song sparrow 0.0000 0.422 0.0000 0.495 0.0025 0.504 0.0000 0.605
Spotted towhee 0.0000 0.164 0.0000 0.207 0.0032 0.242 0.0000 0.465
Tri-colored blackbird 0.0000 0.026 0.0000 0.012 0.0550 0.013

Bird nidmess 0.0000 0.220 0.0000 0.262 0.0000 0.310 0.0000 0.476
Bivd drersity 0.0000 0.153 0.0000 0.175 0.0000 0.219 0.0000 0.346
Notws:

The columns with heading p contain p-values associated with log likelihood ratio tests that compared the model with
the next most restricted one. For example, the p-value of 0.0052 for the version 4 model for Barn swallows indicates
that there was a 0.52% chance that the ratio of the log likelihood values for the version 4 and the version 2 models
(the next most restricted one in this case) would be observed under the null hypothesis that the version 2 model was
correct. The test was based on a Chi-squared distribution with N and J degrees of freedom, where N was the sample
size and | was the number of restrictions that distinguish the version 2 and 4 models.

The columns with heading 7 are the squared correlations between the observed counts and the predicted means.

The blank cells in the table indicate that the negative binomial model would not converge.
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Table 3.14 -- Summary of qualitative results from four versions of the negative binomial
regression model applied to 22 species in the BBS dataset. Column 3 shows the vanables
that were statistically significant at the 1% (bold), 5% (regular), and 10% (italics) levels.

2

Species Vr’-" . Statistically significant variables
er.
American robin 0.226  VI: Orchards+, SEI-
IV: Orchards+, SDI+, SEI-
II: Ag+, SEI-
I: Ag+, Urban+ - i

Black-crowned night 0.893 II: Deep water+, Rice-, Wetlaonds+;
heron I: Ag-, Urban-, Deep water+

Brown-headed cowbird 0.119 VI:SDI+

IV: Vineyards+, Rice+, SDI+

II: SDI+
o I Ag¥, Deep water+, Wetlands+
Black phoebe 0.108 ilflil-

: g-

Barn swallow 0.042 II: Ag+
I:Ag+, Rice+, Wetlands+

Brewers blackbird 0.142 IV:Field crops+, Vineyards+, Orchards+, Dairy+
II: Ag+, Rice-

European starling 0.082 VI: Dairy+, Urban+
IV: Rice-
II: Deep water-, Rice-, Wetlands-, SDI+
I: Rice-, Wetlands-

Great blue heron 0.140 I Deep water+, Rice+

Great egret 0.158  IV: Deep water+, Rice+
I: Deep water+, Rice+
I: Ag-, Deep water+, Rice+

Homed lark 0.035
Killdeer 0.204 I Urban-, Deep water+, Rice+, Wetlands+ B
Loggerhead shrke ~ 0.103 VI Fildaops(+), SEI+
IV: Orchards-, SEI+
II: Ag+, SDI-, SEI+
e I: Ag-, Urban-
Mallard 0.291 VI Orchards-, Rice+, Wetlands+, Wet*Rice- o

IV: Orchards-, Urban-, Rice+, Wetlands+, Wet*Rice-,

Wet*Water-

II:Urban-, Rice+, Wetlands+, SEI+
L I: Ag+, Rice+, Wetlands+
Mourning dove 0.089 VI SEI-

IV: Pasture-

II: Ag-, SEI-

L: Ag-, Urban-, Rice-, Wetlands-
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Table 3.14 (continued) - Summary of qualitative results from four versions of the negative
binomial regression model applied to 22 species in the BBS dataset. Column 3 shows the

variables that were statistically significant at the 1% (bold), 5% (regular), and 10% (italics)

levels.
Species Vr;'ﬁ ] Statistically significant variables
- er.
Northern mockingbird ~ 0.132 VI Wet*Urban+
IV: Vineyards+, Dairy+, Wet*Urban+, SDI+, SEI-
II: Wetlands-, SDI+, SEI-
I: Urban+, Rice-, Wetlands-
Nutall’s woodpecker 0.106 I Rice-
Rock dove 0.016 I:Ag+
Ring-necked pheasant ~ 0.398  VI: Pasture+, SEI+ o
IV: Pasture+, SEI+
II: Ag-, Urban-, Rice+, Wetlands+, SEI+
I: Ag+, Rice+, Wetlands+ )
Red-tailed hawk 0.093 IL Urban-
. . o I: Ag-, Urban-, Rice-, Wetlands- -~ o
Song sparrow 0.605 IV: Vineyards+
II: Ag+, Rice+
I: Ag+, Wetlands+
Spotted towhee 0465 ILSDI+
I: Wetlands+ o
Tricolored blackbird 0.026
Bird Ridhmess 0.476 VI SDI+
IV: Urban-, Wetlands+, Wet*Ag-, Wet*Rice-, Wet*Water-,
SDI+
II: Urban-, Wetlands+, SDI+
I: Deep water+, Wetlands+, Ag+
Bird Diversizy 0.346 VL:SDI+

IV: Field crops-, Urban-, Wet*Water-, SDI+, SEI-
II: Urban-, SDI+, SEI-
I: Ag+, Rice-, Wetlands+
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3.4 Anideal free regression model
Regression models of species-habitat relationships can be very informative, but they do have
their limitations. One important limitation is the fact that they cannot be used to predict
changes in total population size over ime. They are strictly applicable only to the question
of how individuals in a population of gren size will distribute themselves across the landscape.
Using regression models of species counts to predict changes in total population size from
changes in land use (which was implicit in the calculation of the marginals in Section 3.2.2.3,
and explicit in the optimization exercise in Section 3.2.3) requires at least two fairly strong
assumptions: (1) only the amount and arrangement of land use types limit the population,
and (2) the population is in equilibrium. The first assumption will be immediately suspect
for migratory species, which depend on habitat conditions in more than one region, which
are often very far apart. The second assumption cannot be maintained if time series data
indicate that the total population size is changing.” Without sufficient data on distribution
and abundance collected over time, observed relationships between species and habitats
alone can tell us little about population change or equilibrium population size. However,
under certain assumptions, and with some extra information, regression results can be used
to predict not only a species’ distribution conditional on its current population size, but also
its equilibrium distribution and population size, conditional only on observed habitat
conditions.

In this section, I describe a model that supports a more ecologically satisfying

interpretation of the parameters in a standard regression model, like those from the negative

¥ Average counts of mallards per BBS route-stop in the Central Valley were 0.4194, 0.5429, 0.4209, and 0.3390
for 1997 through 2000. I do not know if this indicates a stable or changing population, but it would in general
be useful to have a means of relaxing the equilibrium assumption.
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binomial model used extensively in this chapter. Using the model described below, the
regression parameters can be interpreted as (combinations of) fundamental population and
habitat parameters. I also discuss the extra information required to identify the parameters
individually (there is no free lunch here).

The simple model described in this section rests on several important assumptions.
The first assumption is that individuals will distribute themselves across the landscape
according to an “ideal free distribution” (Fretwell and Lucas 1969, Harper 1982, Pulliam and
Danielson 1991). This assumption implies that the share of resources each individual can
procure will depend on the number of other individuals in the vicinity, and that each
individual will occupy the best available site (the site where the individual can achieve the
highest resource procurement rate, given the distribution of other individuals in the
landscape). The highest quality sites will be occupied first; then, as the resource
procurement rate decreases in those sites as more individuals occupy them, lower quality
sites become attractive. Sites will be occupied in decreasing order of the potential resource
procurement rate (which will change as more individuals arrive, or as individuals move
around). The simplest case would be when the individuals occupying a site effectively share
the available resources equally. In this case, the resource procurement rate would be
inversely proportional to the density of individuals. The landscape-level implication of the
ideal free assumption is that individuals will distribute themselves such that their realized
resource procurement rates are equal across the landscape (Pulliam and Dantelson 1991). In
other words, the individuals in the population will distribute themselves across the landscape
so that no arbitrage opportunities from relocating remain.

But that is getting ahead of the story. Let us begin by assuming that individuals

attempt to maximize “fitness,” which will be determined by the rate at which they can
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procure resources from the environment. Specifically, assume that the fitness of each
individual in the vicinity of location i, F,, is a function of the amount of preferred habitat
and the number of individuals nearby:

F, =exp[a+bWi+cW{2 +dIn y‘-] (3.8)
W, is the area of wetlands and y; is the number of individuals in the vicinity of location 7. I
assume that wetlands are the only viable habitat type, though this is for purposes of
exposition only. (Note that at this point the ideal free assumption implies that all individuals
near location i will have the same fitness; shortly I will extend this assumption to the entire
population.)

From equation 3.8, the fitness when density equals one is:

F, =exp[a+b“’{ +cu’{2] (3.9)

The parameter d affects fitness by determining the intensity of interference between

F
individuals. If d = -1, then interference will be proportional, i.e. F, = 'I”gt . The
Yi

individuals near location i will share the available resources equally. The second individual to

arnive will appropriate half of the resources that the first individual was enjoying alone. If

F,
~1<d <0, then interference will be less than proportional, i.e. |"‘=l <F, <F| i - Inthis
Vi '

case the second individual to arrive will appropriate less than half of the resources that the

# ] use the exponential function to facilitate a link with the standard count regression model, but it also turns
out to be convenient for the explicit interpretation of fitness that I will introduce shortly, which must be non-
negative.
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first individual was using.” Equation 3.8 also implies that at any density, fitness will be

greatest when:

F w2 (3.10)
ow 2c

3

W is the optimal density of wetlands in the landscape. Solving equation 3.8 for y; gives the

abundance at location ::

r _ 2
¥ =ex;1\ln1:‘ —a—:lV‘ 14 J (3.11)

If individuals distribute themselves according to an ideal free distribution across the entire

landscape, the fitness at all locations will be equal: F, =F Vi, which means:

Y, =ex;{lnF -a—bW,—cW;} (3.12)

d

To make the link between the model as developed so far and the standard count regression
model, I assume that equation 3.12 determines average abundance, and that actual

abundances vary according to a Poisson distribution:

T, _ 2
p,{yﬁy]:%,whm ,,Izexp[lnf ad ju’/,. ‘W{] (3.13)

Equation 3.13 can be estimated by the same count regression techniques used extensively in
Section 3.2.2. In light of equations 3.9 through 3.12, the parameters of the regression model
can now be given a more ecologically satisfying interpretation. The regression model is:

u; =explB, + BW, + B,W7] (3.14)

which implies:

2 This “resource sharing” interpretation is not the only possible one. The parameter d can be thought of more
generally as determining the “degree to which individuals will interfere with each other,” for whatever reason.

Reproduced with peﬁnission of the copyright owner. Further reproduction prohibited without permission.



99

_ InF -a
bo=" (3.15)
== (6.16)
b=~ (3.17)

Under the assumptions outlined above, the regression parameters can be interpreted as
combinations of the population parameter d (which relates to the degree of density
dependence exhibited by the species), and habitat parameters 4, 4, and ¢ (which relate to
habitat quality with respect to the species in question). There are five unknowns in
equations 3.15 through 3.17, so extra information would be required to solve for all of the
fundamental parameters individually. Two pieces of extra information that would be
sufficient are: (1) the maximum fitness in wetland habitat, P**, and (2) the maximum fitness

in non-wetland habitat, F°. With this extra information, combining equations 3.9 and 3.10

Fm™ = exg{a - E—] (3.18)
4c

yields:

and
a=InF° (3.19)

Equations 3.15 through 3.19 can now be solved for all of the fundamental parameters:

b 48,(InF° - InF™=)

5 (3.20)

. 463(InF° -InF ™)

3.2
Bi ®21
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de 4B,(InF™=-1nF°)

3.22
B -
Fe exp[ 45,8, lnF°(ﬂlnzF° —InF™ )] (3.23)

Finally, if fitness is interpreted as a particular combination of survival probability and
reproductive success, such that what is being maximized is the number of individuals each
breeder contributes to the total population in the next year, then:

Y,

t+1

=FY, (3.24)

where ¥, =" y, is the total population size in year ¢. The estimated average fitness from

equation 3.23 can then be used to predict the direction of population change. If F, > 1 then
the population is currently below the carrying capacity and should increase; if F, <1 then

the population is currently above carrying capacity and should decrease. Using this

definition of fitness the equilibrium population size can also be estimated. The population

size will not change when F, =1, so at equilibrium equation 3.12 gives:

— . _ 2
¥ =CXp{ - b‘? W ] (3.25)
and
Y9 = Z ¥ (3.26)

Equations 3.25 and 3.26 can be used to estimate the equilibrium spatial distribution and the
equilibrium population size for the species, given the current distribution of land use. This
can be done based on a cross-sectional analysis of species-habitat relationships, if the
maximum fitness in wetlands and uplands can be estimated separately, and if the

interpretation of fitness used above is accepted. The fact that no time series information is
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necessary follows directly from the assumptions regarding density dependence and the
particular definition of fitness assumed. These are fairly strong assumptions, but strong
assumptions are required to estimate carrying capacity based on cross-sectional data alone.”
To illustrate the use of the ideal free interpretation of the standard regression model,
[ estimated an alternative negative binomial regression model with wetlands and rice
combined into one land use variable, “wet lands.” This simplification was imposed mostly
for convenience, but it is not entirely unjustified. According to the results presented in
Section 3.2.2.3, these two land use types influence mallard abundances in (at least
qualitatively) similar ways, and there is other evidence that rice can serve as a substitute for
wetlands in the Central Valley, especially when little water is available in natural wetlands late
in the breeding season (Central Valley Habitat Joint Venture Implementation Board 1990;
McLandress et al. 1996; Elphick 2000). The coefficients on the first- and second-order wet

lands variables were taken as 3, and B,. To estimate f,, all other coefficients were

multplied by the mean values of their associated variables and summed. F™* was set to 3.0
and F° was set to 0.5. Ideally these parameters would be estimated by careful experiments or
field observations, but that was beyond the scope of this project. These values seem
plausible, however, considering the ranges of reproductive parameters in the literature
(McLandress et al. 1996, Krapu and others 1997, Dzus and Clark 1998; Sheafer 1998). F° =
0.5 implies that with no wet lands in the landscape the mallard population would decrease by
50% every year, and F™™* = 3.0 implies that the intrinsic growth rate in optimal wet land

habitat is 300% per year.

% Another way to say this is that strong assumptions are implicit when regression results based on cross-
sectional studies are used to make inferences about population level effects of landscape change.
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Results from the alternative regression model are given in Table 3.15, and results from the
ideal free model are given in Table 3.16 and Figure 3.7. The squared correlation between the
observed counts and predicted means for the alternative regression model was 0.2692, which
compared favorably with results for the other versions shown in Table 3.3. The AIC statistic
was 2,805, which means that it would have ranked third on the list of a priori candidate
models (refer back to Table 3.4). Table 3.16 gives the estimates of the fundamental

parameters g, b, ¢, and d, plus the average fitness across the four years in this dataset, F , and
the optimal density of wetlands, W’. Note that d was between 0 and -1, which implies that
interference between individuals was something less than proportional. The total
equilibrium abundance estimated using the ideal free model was 3,230 individuals. This was
nearly ten times the average total abundance across the four years in the dataset, which was
360 individuals. The estimate of F , which was well above one, also suggests that the
population was far below carrying capacity between 1997 and 2000. These numerical results
should be considered only suggestive however, because they are sensitive to the values of
F™*and F°. The point of this exercise was mainly to demonstrate the utility of the ideal free
model. The model can be used to interpret coefficients estimated from regression models of
species-habitat relationships in a more ecologically satisfying manner, and it can allow
inference about the carrying capacity of the landscape for the species, even when no data on
population change through time is available.

The limitations of the model include the fact that extra information regarding
maximum fitness in wetland habitat and average fitness in non-wetland habitat is required.
The researcher must also make explicit assumptions about what it is that individuals are

trying to maximize, to facilitate estimation of maximum possible fitness in the different
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Table 3.15 - Results from the modified negative binomial regression
model, with wetlands and rice combined in a single “wet land” variable.

Coeflicient Standard

Variable . t -ratio p - value
estimate error
Constant -072006 339052 -021200 0.83180
1998 033151 055481 059800 055020
1999 -004384 025678 -0.17100  0.86440
2000 -034600 027139  -127500 020230
Field crops -000046 001158  -0.04000 096830
Field crops’ 000007 000011 058700  0.55740
Pasture 000790 001316 060000  0.54840
Pasture’ 000002 000016 0.13700  0.89060
Orchards -005997 001613  -371800  0.00020
Orchards? 000052 000018 289700  0.00380
Vineyards 000040 009600 000400 0.99670
Vineyards® -000086 000327 -026500 079130
Dairy -008461 004739  -178500  0.07420
Dairy? 000156 000194 080400 042140
Urban -002189 001973  -1.10900 026720
Urban® 0.00028 000024  1.16600  0.24370
Deep water -001665 008994  -0.18500  0.85320
Deep water’ 0.00087 000515 0.16900 0.86610
Wet land 005792 001427 405800  0.00000
Wet land? -000037  0.00014 -266000 0.00780
SDI -008256 034945 -023600 0.81320
SEI 084704 048612 174200  0.08140
Precipitation 0.00084 003474 002400 098070
Latirude 008169 007538  1.08400  0.27850
Day of year -000519 001643  -031600  0.75200
Average deg F 000130 002078  0.06300 095010
Average wind -0.04385  0.14811 -029600 076720
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habitat types, and to specify the nature of population change across time periods. However,
if the researcher is willing to make these assumptions, then the model offers the ability to
estimate the equilibrium abundance and spatial distribution of individuals under current
landscape conditions, and to predict changes from alterations in the landscape. If the un-
adjusted parameter estimates from a standard regression model were used to predict total
population change from changes in land use, the results would be biased. The bias can be

computed by differentiating equations 3.7 and 3.20 with respect to W, which gives:

€ —
aali‘/; = Zy‘é ex l':f } (3.27)
According to equation 3.27, if d < 0 and the population were above carrying capacity

(F <1), then the un-adjusted regression parameters would over-estimate the impact of an
increase in wetlands. If the population were below carrying capacity (F > 1), then the un-
adjusted parameters would under-estimate the impact of an increase in wetlands. This
makes intuitive sense. If one took a snap-shot of species-habitat relationships when the
population was above carrying capacity, then it would appear that wetlands could support a
higher density of individuals than they actually could at equilibrium, which would lead us to

overestimate the expected increase in population size from wetlands restoration. But

beyond providing this intuition, the model would allow one to calculate the magnitude of the

_ , 1
bias. F le, if d=-075 and F =2, then -2 =039x——. if F =05, th
1aS or examp (S an en a‘Vl X a‘Vl en
€
052
oW, oW,
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Table 3.16 - Results from applying the ideal
free model to the alternative regression

model.

Parameter  Estimated value
F° 0.5 (assumed)
Fm= 3 (assumed)
B, -2.253
B, 0.0579
B, -0.000365

a -0.6931
b 0.0452
c -0.000285
d -0.781
F 290
w 79.3

0 20 40 60 80 100

Percent cover in wetlands

Figure 3.7 - Equilibrium mallard density and fitness when
density equals one.
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3.5 Conclusions

A lot of ground has been covered in this chapter, so before moving on to the water quality
model in Chapter 4 it will be useful to review the main results. This chapter began with a
description of a fairly comprehensive analysis of the relationships between breeding mallard
abundances and land use in the Central Valley using count regression models. The results
from these models showed the importance of “wet lands” ~ wetlands and rice in particular -
for mallards in the breeding season. I interpreted some of the differences in the magnitudes
of the parameter estimates and standard errors in light of the fact that some habitats (littoral
wetlands, riverine wetlands, and rice) are more likely to be wet for a longer period in the
breeding season than others (palustrine wetlands). The regression results also implied non-
linear effects of the percent of land in wetlands on expected abundance, and I interpreted
this non-linearity as an effect of land use configuration.

I used an optimization model based on the regression results to estimate the
potential management significance of the spatial effects. The optimization model predicted
that increasing the amount of wetlands near BBS route-stops in the Central Valley by 50% in
a spatially targeted manner would result in a more than four-fold increase in expected
abundances, while non-targeted strategies would result in increases of 30-40%. Next, [
presented preliminary results for 21 other bird species, plus bird richness and diversity.
These results suggested that the North American Breeding Bird Survey dataset could
potentially provide useful information on habitat relationships for many other bird species,
in addition to mallards. Finally, I described a model based on Fretwell and Lucas’ “ideal free
distribution” that could be used to interpret regression coefficients as combinations of
fundamental population and habitat parameters. With some extra information and a few key

assumptions, the model could also be used to predict the direction of population change and
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the equilibrium population size and distribution under current landscape conditions, and the
expected change in the equilibrium population size and distribution under changed

landscape conditions.
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Chapter 4 - Wetlands and water quality

4.1 Pollution abatement in constructed and natural wetlands

In addition to habitat benefits, wetlands conservation is often motivated by the potential
water quality benefits they can provide. Natural wetlands can help maintain water quality -
and created and restored wetlands can help improve it - by removing pollutants from waters
that flow through them, thereby preventing degradation of downstream water bodies
(National Research Council 1992; Mitsch and Gosselink 1993; Lewis 2001). The ability of
wetlands to remove nutrients, sediment, and other constituents that can impact water quality,
and the mechanisms by which they do so, is well documented (Johnston 1991; Jennsen et al.
1994; Cronk 1996; Kadlec and Knight 1996; Gopal 1999; Knight et al. 1999; Tarutis et al.
1999). However, most of what is known about the performance of wetlands for water
quality enhancement is based on studies of constructed wetlands, which are engineered
specifically for the purpose of treating wastewater effluent. The factors that have the
strongest influence on the ability of engineered wetlands to remove pollutants from
inflowing waters are: (1) the area of the wetland, (2) the flow rate of water entering the
wetland, and (3) the concentration of pollutant in the inflowing water (Kadlec and Knight
1996). Performance will be affected by other factors as well - such as the type of soil and
vegetation in the wetland, the configuration of the wetland with respect to the direction of
water flow, the variation in depth throughout the wetland, the temperature of the water, etc.
- but it is the three factors listed above that are generally used to summarize the

performance of existing wetlands and to design new constructed wetlands. The standard
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function used to describe the performance of constructed wetlands for wastewater treatment

is the first-order removal rate equation, which can be written as:

r'= QmC;[l—ex;{_IziD]:l (4.1)

In equation 4.1, 7* is the mass of pollutant i removed from the inflowing water; Q, is the

flow rate of water into the wetland; C;, is the concentration of pollutant : in the inflowing

water; b is the average depth of the wetland; D is the detention time, the average amount of
time it takes for water to flow through the wetland; and X' is the removal rate constant.> D

is usually estimated by (A4 x5)/ Q,,, where A is the area of the wetland, and values for K

have been estimated experimentally for a number of water quality constituents of concern
(see Table 4.1). The first-order removal rate equation provides a general relationship
between the size of a wetland, the flow rate of water and pollutant load presented to it, and

the removal efficiency.

Table 4.1 - Removal rate constants for
several important water quality constituents in

treatment wetlands.
Constituent K
[meters/year]
Biological oxygen demand 34
Total suspended solids 1,000
Total nitrogen 22
Total phosphorus 12
Fecal coliform 75

From Kadlec and Knight (1996)

31 The usual units of measurement for the variables that appear in the first-order removal rate equation are: r
(gl Q(m?/yr}, C[g/m?%), D [yr) h[m], and K [g/m?/yr]
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Nartural and restored wetlands can also improve water quality (Whigham et al. 1988;
Johnston et al. 1990; Chambers et al. 1993; Detenbek et al. 1993; Gilliam 1994; Weller et al.
1996), but they will be subject to much higher variability in loading rates and flow rates than
are wetlands constructed for the purpose of treating wastewater from point sources.
Furthermore, the structure of natural and restored wetlands will not necessarily be optimal
for water treatment purposes, simply because they were not designed for that purpose. The
degree to which any particular natural or restored wetland delivers water quality benefits will
depend on a number of factors, including:

1. The size and shape of the wetland, which affect the amount of runoff that the
wetland will intercept and the amount of time water is in contact with the soil and
vegetation within it.

2. The nature of the landsmm upstream of the wetland, which affects the
concentration of pollutants in the inflowing water.

3. The nature of the landscape downstream of the wetland, which affects the fate of the

pollutants in the water leaving the wetland.

These factors are not accounted for in the first-order removal rate equation because it was
developed solely to explain changes in nutrient concentrations between the inlets and outlets
of wetlands. A more comprehensive, landscape-level model would be required to address
questions regarding the importance of the location of wetlands for the water quality benefits
they will provide. This chapter describes one such model, developed for the Central Valley
of California.

4.2 The Central Valley water quality model
This Central Valley water quality model is a spatially distributed hydrologic simulation model
designed to estimate the amount of nitrogen and phosphorus that will enter rivers and

streams from non-point source runoff. The model uses data on land use and agricultural

practices specific to the Central Valley of California, but the approach and methods could be
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transferred to other regions as well. Chapter 6 describes an integrated optimization model
for prioritizing sites for wetlands restoration, which combines the water quality model
described in this chapter, the mallard habitat model described in Chapter 3, and estimates of

the costs of wetlands restoration described in Chapter 5.

4.2.1 Model overview

In the water quality model, the Central Valley of California is represented as a regular grid of
square cells, each of which is defined by its location, land use type, and soil type. The grid is
made up of 1.48 million cells, each 200 meters on a side. Figure 4.1 shows a polygon and
grid representation of a small watershed in the Central Valley. Panel A shows the location of
the watershed; panel B shows the polygon representation of the watershed, which is the raw
form of the land use data; and panel B shows the grid representation, which is used by the
water quality model. The difference in resolution between panels B and C gives an
indication of the information lost when the raw data was converted to grid form. At this
200-meter resolution most of the detail in the raw data was maintained, so the model has the
potential to target restoration activities at the parcel level.*

Within-cell processes are modeled explicitly, and because the model was designed
primarily for investigating the effects of landscape configuration on water quality, the flows
of water and nutrients between cells are also modeled explicitly. The model uses a water
balance approach to estimate flows into and out of each cell. Nitrogen and phosphorus

fluxes are largely driven by water flows, but depend on other factors as well. The model

%2 For example, the average size of parcels offered for enrollment in the Wetlands Reserve Program in
California in the year 2000 was approximately 450 acres, which would be represented by approximately 45 cells
in the water quality model. This is sufficient to maintain the general shape of most parcels. However, this level
of realism comes at a substantial computational cost, as will become apparent in Chapter 6 when the
optimization model is presented.
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e Field and row crops

E Idle agriculture

- Orchards

B R

B D:iry. poultry, and feedlots
Vineyards

- Utban

[ Estuarine wettands

- Palustrine wetlands

_ Lacustrine wetlands

- Riparian and riverine wedands

- Open water

- Native uplands

Figuse 4.1 - Polygon and grid representation of the Central Valley for the water quality
model. Panel A shows the location of the watershed in the Central Valley. Panel B
shows the raw (polygon-based) land use data in the watershed. Panel C shows the grid
representation of the watershed. The entire Central Valley covers 5.86 million hectares;
the example watershed covers 4,148 hectares.
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calculates the water and mass balance for each cell, and for the entire landscape, for each
month in a representative year.

The model distinguishes between 29 types of land use, including ten types of
agriculture and six types of urban land uses (see column 1 of Table 4.2). Because the focus
of this research was on the effects of the landscape position of wetlands, not on site-specific
characteristics that differentiate wetland types, the model treats all wetlands the same. The
structure of the model does not preclude treating wetland types differently, however, and
this is one feature that could be modified for future applications.

The foundation of the model is a set of water and mass balance equations, which are
solved for each cell in each month. Figure 4.2 depicts the basic water balance for a
representative cell. The water and mass balance equations differ across land use types, so
before describing in detail the structure of the model I will describe the land use and other

data required for its implementation.

Precipitation Irrigation

L

Cell ET

|/
N

Cell Runoff ( Cell Leach

Runop——p | —» Total Runoff

Ditch Leach

Figure 4.2 - Basic water balance for a representative cell.
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4.2.2 The data

The data required for each cell include: average monthly rainfall, soil hydrologic group,
population density, and land use type. Rainfall data came from the California Department of
Water Resources.” Locations of the 28 stations in the Central Valley that collect

precipitation data are shown in panel A of Figure 4.3. Data on total precipitation for each

Average monthly
rainfall in inches

Figure 4.3 - Precipitation in the Central Valley. Panel A
shows locations of the precipitation monitoring stations in
the Central Valley, panel B shows interpolated average rainfall
for December, and panel C shows interpolated average
rainfall for May.

% hutp://cdec.water.ca.gov/
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month at each station since 1965 were averaged, and the average monthly values for all cells
in the grid were estimated using distance-weighted interpolation between all 28 stations. The
average total annual rainfall across all 28 stations was 17.1 inches. The minimum total
rainfall in the valley since 1965 was 9.3 inches in 1988-89, and the maximum was 30.7 inches
in 1977-78. Panel B in Figure 4.3 shows interpolated average rainfall for December, and
panel C shows interpolated average rainfall for May. These two panels give an indication of
the temporal (within-year) and spatial variation of precipitation in the valley. The figure
shows a strong north-south gradient, with the Sacramento Valley in the north receiving more
precipitation than the San Joaquin Valley in the south throughout the year, and a less
pronounced east-west gradient in the San Joaquin Valley in the winter, with the eastern half
of the valley receiving more precipitation than the western half.

Data on soil characteristics came from STATSGO, a soils database maintained by
the Natural Resources Conservation Service of the U.S. Department of Agriculture.”* Soil
characteristics relevant for the water quality model were determined by the hydrologic soil
group (HSG) class, of which there are four: A, B, C,and D. A soil’s placement in an HSG
class depends on its permeability, with class A soils being the most permeable and class D
soils being the least permeable (Corbitt 1990, pg. 7.25).

The water quality model uses information on the soil class for each cell to estimate
how much precipitation and applied irrigation water will infiltrate into the groundwater and
how much will run off the cell as surface flow. However, the structure of the STATSGO
database is such that the HSG class for each cell could not be determined definitively.
STATSGO data characteristics are associated with “mapunits,” which are spatially defined

regions on the order of 30,000 hectares each. Each cell in the water quality model grid is 4

34 hutp://dbwww.essc.psu.edu/dbtop/doc/statsgo/statsgo_info.html#constraints
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hectares, so there were many cells in each STATSGO mapunit. The soil characteristics
assigned to each cell were determined by the percent of each HSG class in each mapunit.
For example, if mapunit 500 had 50% class A soils, 25% class B soils, 15% class C soils, and
10% class D soils, then all cells within mapunit 500 were assigned that same mix of soils.
Another way to interpret this is that for each cell in mapunit 500 there is a 50% chance it has
class A soils, a 25% chance it has class B soils, and so on.

Data on population density came from the U.S. Census Bureau’s TIGER/line files,
which is a digital database of geographic features, including census tract boundaries and
attributes, covering the entire United States.”® The population density in each census tract
was assigned to all coincident cells in the water quality model grid. The water quality model
uses the population density estimates to calculate runoff from urban cells (using a model
described in Section 4.2.3.3).

Data on land use came from the combined DWR and NW1 dataset used for the
habitat models in Chapter 3 (see Section 3.2.1). However, instead of the aggregated land use
types used in the habitat models, the water quality model used a more detailed classification
with 29 land use types. Table 4.2 shows the land use types used in the water quality model
and the associated parameter values, which described in detail in the next section. Together,
the estimates of average precipitation by month, percent of each hydrologic soil group class,
population density, and land use type for each cell, provided the primary data on which the
water quality model rests. These characteristics ultimately determine the total amount of
water and nutrients applied to each cell in each month, and how much of each exit the cell

by way of leaching to the groundwater or by way of surface runoff.

35 See http://www.census.gov/geo/wwwi/tiger/tigerua/ua_tgr2k heml, and coverages in
e:/wetlands/masterarcviewproject.prj.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



117

uonipuod tojoaphy pood ‘mor ydiens ‘sdoi moy ARy
e g/| az1s 10] Adesaae ‘spRWSIP [enuapisay 6 06 S8 LL 0c0 100 1¢l°0 [ERUIPISY
uontpuod gy ‘aifues so spueissmd ‘umse] 8 6L 69 oY 00°0¢ ov'sSL SL0 2AANYSse

adeams awos 100, . . .
o1 spuspm 10 136 undo 1oy pasn saquiny oo oy OV 07 OF 0¥ 000 000 090 PUEmsTd
uonipund Jtegj ‘uoneuiquiod ssesd-spooy\ 8 9L G9 Y 000 000 090 GOﬁSuMQw SAREN]
uomipuo> sty 'spoors 6L €L 09 9§ 000 000 090 uenedn aaneN

afeaos awos s . . .
o1 sputpam 30 3mem uado 1oy pasn saqunu oo mey OV 0P O OV 00°0 000 020 323em uado aapeN
vompuo> i1 ‘woneuiquios sseiispooyy 28 9L S9 € 0070 000 090 DSIUI SAREN
uonIpuod ey ‘xiw ssesd ‘poom ‘ysug 1/ 0L 96 G¢ 000 000 090 uaireq sAneN

adesois awos apgas . . .
o1 spuepam 30 e uado 10y pasn soqunu aum morp OV OF OF O 000 000 090 [eiony sumsnary

adeiois awos g . ) . ww
01 spuepam 10 3a1em uado 10) pasn saquinu daind mor| o o¥ OF of 000 000 090 HIUU SUmSnoT]
[wsnpursomspusen €6 16 88 I8 0070 000 0C0 €£200 LLTO [emsnpuj
vonipuoa sood “anpisas dow ‘mope] €6 06 S8 9L 000 000 SL0 e Pl
vontpuod xtdojoipiy pood ‘mos wydens sdomoy 68 68 8L L9 €€0C L9'OF SLO sdo1> h«ﬁ pue urein)
uontpuod Jdojospdy pood ‘mosydrens sdomoy 68 68 8L L9 109 '8 SL0 sdo PRI
uonipuod ndojoipiy pood ‘mosyfienssdomoy 68 68 8L L9 ce o 00°€6 SL'0 » sy mﬂO:ﬁ“@—“
SEAIE ssaUISNQ 3 [EIIdWWOD ‘sjoos pauawaae] QG 86 86 86 000 000 020 86¥yZ0 9620 fenIpwwo))
uonpuod sidojosphy pood ‘mosaydrens ‘sdodmoyy 68 68 8L L9 1L°LS PUCIT  SLO —«u_mObnzm s
(372508 /5q))  [34/250e/5q))
IND IND IND YND aesdde g aescdde N g Y] No
L |
siowesed

;sonduossap saqunu 3an)

s3vwesed japowr ueqin-uoN]

[Ppow ueqan adfy asn pue

‘Ppow fanenb 133em £o[E A [enUS)) 3y wn pasn s1orawered paserdosse pue sadk asn pue — TP IqeL

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



118

‘SEaTe UEG3N 30§ 0Z'0

pue ‘spuEpam pue UONEISTIA FANLY J0J ()9'Q SISN [9POW Y], ‘JJOuns dejans st yored oy SIXD 10 1EMpPUNoIS 3 0} PaYdE3] 321212 ST I9PUTEWDI I} PUE ‘[[EJUTES
10 193em parjdde jo o6 sasn dord ay o1 sads aarumoue e 305 g, sasn spows ay . ‘saddy uonESLI1 1S0W 10§ 9/,06-09 Wwo1y >3uel saUIPYYS uoneSu
(6861) 39pdug pue 1ouseypjon) 03 Surproddy ‘uoneadas o 4q (pasidsuen) pasn st 1e 131em voneSual pandde jo 1uadiad ays Aduanyys uonedusy = gy |

TION
adeiols awos .
123[j21 03 spUEPaM 30 123em UKo 30§ pasn Jaquinu AaNd Mo| oy oy o O 090 sunEmsy
uonipuod sidojosphy pood ‘morydens sdonmoy 68 68 8/ L9 00°SS 00°L9 SLO m—.uuahus A
SEDJE SSIUISNQ 29 [EIDINWIWOD ‘SJOOI 3 JUIWIAT] 86 86 86 86 020 £€000 S0900 ueqIn JuedBA
uonipuod Jrey ‘(210 ‘sised ‘sume)) deds uad() 48 6L 69 6V 09°0 £€¢00°0 S090°0 u&«umﬁCQ— ueqIn)
SEIE SSaUlSNQ 2 EIDWWOD ‘sjoos pawduwaae 86 86 86 86 020 61L00 L1610 ueqin)
uonipund dojoiply pood ‘mos wydens ‘sdoss moy 68 S8 8L L9 rAA %Y 0S'€Ll SLO FUQ £3asmu ¥onug,
sprasuse; 98 28 YL 6S SL0 [eauapidut 2p Je-rusag
adess awos . . . —gdvuok
192]J23 01 SPUERAM 10 13EM U0 30§ PISN SDQWINY JAIND Moy o Oor ov ov 000 000 090 3oddn ULIIATY
adeiors awos . . .
122323 03 SpuEPaM 10 1a1em uado 30§ pasn sdquINy 2aIND Mmor| o oy Or ov 000 000 020 [EpR SULRATY
afesors awos . . . H«.acouo&
130[J23 03 SPUERIM 30 sarem uado 30§ pasn saquinu u?“:u g oy or O OF 000 000 oco I2MO[ JUIIATY
adeors awos . . . IUINUINUT
193}J23 03 SPUERaM 30 3a1EM Uado J0) Pasn saquING 2N Mer| o ov Oy OF 000 000 020 SULIdATY
[asoe/sq  [asoe/sqy S
AGND OND INDYND aesdde g aiesdde N g Yo Np
uondudsap saquinu AN siawered s13wsd adAs asn pue
ot P339 J [opow ueqIN-UON] [9pows ueqin) PU¥T

‘opow Lnenb 193em £oq[e A [EnUIY a3 ut pasn s1apwered pajenosse pue sadfy asn pueT — (panunuod) ZH IqEL

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



119

Information used to estimate the nutrient application rates for each agricultural land
use type, which are shown in columns six and seven of Table 4.2, was taken from Owens et
al. (1998), and Padgjtt et al. (2000). Curve numbers and information used to estimate
irngation application rates for each agricultural land use type were taken from Goldhamer
and Snyder (1989). Information used to estimate combined sewer and stormwater runoff
and nutrient concentrations in runoff for urban land use types was taken from U.S. EPA
(1977). The following sections describe the models that combine all of this information to

estimate water and nutrient inputs and outputs for all cells in the model grid.

4.2.3 Water and mass balance calculations
The basic water balance shown in Figure 4.2 provides the template for water and mass

balance calculations for all cells, but the details differ across agriculture, urban, natural

upland, and wetland cells.

4.2.3.1 Water and mass balance for agriculture cells
The water and mass fluxes for agriculture cells are driven largely by applied irngation water.
The model assumes that farmers apply water according to recommendations made by the
University of California Cooperative Extension (UC Extension) for irrigation scheduling
(Goldhamer and Snyder 1989). The irrigation scheduling model is based on a water budget
approach, which involves monitoring all of the additions and losses of water from a field to
maintain a favorable soil water level (Ibid, pg. 23). The irrigation scheduling model can be
summarized in five steps:

1. Estimate reference evapotranspiration (ET,), the rate of evapotranspiration from a 4-

to 7-inch-tall, unstressed, cool-season grass.

2. Estimate crop water demand by multiplying £7,, by an appropriate correction factor
(Ko, specific to the crop and region.
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3. Estimate effective rainfall (R), the portion of rainfall that infiltrates the soil and
contributes to satisfying crop water demand, using the Curve Number method
(described below).

4. Estimate irrigation application efficiency (A E), the fraction of applied irnigation
water that contributes to satisfying crop water demand. (The remainder either
infiltrates below the root zone or leaves the field as surface runoff.)

5. Apply sufficient irrigation water (/4) to meet crop water demand, accounting for
rainfall and expected losses through less-than-perfect irrigation applications.

The UC Extension recommends maintaining a water balance account on a daily basis in the
growing season (based on weather data that can be obtained from the California Irrigation
Management Information System, another UC Extension service). The Central Valley water
quality model developed for this project estimated total monthly application rates by using
average historical reference ET, values and a simple crop growth function for each
agriculture type (Goldhamer and Snyder 1989, pgs. 30-31). The crop growth functions for
annual and perennial crops are shown in Figure 4.4. ET, values differed across counties and
months, and growth dates and associated K. values differed across crop types and berween
the Sacramento and San Joaquin Valleys. All relevant values for these parameters were

stored in tables that the water quality model referred to when calculating the water balance

for each agriculture cell. The complete set of water balance equations for agriculture cells is:

§ =(1000/CN)-10 (4.2a)

R = minfS, P} (4.2b)

S,=S-R (4.20)

A = max{0,(K.ET, -R)/ AE} (4.3d)

ET =K_ET, (4.2¢)

Runoff= max{0, P - S} + max{0,IA(1- AE)-S, } (4.26)
Leach= max{0,P + IA - K.ET, — Runoff (4.2g)
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Equations 4.2a through 4.2¢ constitute the Curve Number approach to estimating runoff

and groundwater infiltration (Viessman et al. 1989, Corbitt 1990). The parameter CN in

equation 4.2a has been estimated experimentally for a number of hydrologic soil class and

cover type combinations by the Soil Conservation Service (now the Natural Resources

Conservation Service) (Soil Conservation Service 1973). Values used for each land use type

in the water quality model are shown in columns 8 through 11 in Table 4.2; descriptions of

the conditions assumed for each land use type to assign the CN values are given in the last

column of the table.

Crop cocfficient - K,

0.8

0.6

Crop cocffident - K

0.4

0.0

Figure 4.4 - Crop growth models for hypoth

Inital Rapid . Late-
|growth|  growth | Mid-scason | scason |
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Growth Date
Rapud . Late-
|  growth | Mid-scason | scason |
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Growth Date

etical annual crops (panel A)

and perennial crops (panel B). From Goldhamer and Snyder (1989).
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The model applies the water balance equations in sequence to each cell. Equation
4.2a 1s used first to estimate the maximum amount of water (measured in inches) that can
infiltrate into the soil, 5. Equation 4.2b is then used to estimate effective rainfall, R, which is
the maximum of S and the average precipitation for the month, P. If the amount of
precipitation is less than the infiltration capacity (if P < ), then all of the precipitation
contributes to satisfying crop water demand, and none contributes to surface runoff.

Equation 4.2c gives the residual infiltration capacity, S, the infiltration capacity that is not

taken up by precipitation. This residual capacity is then available for (some of) the excess
applied irrigation water to infiltrate. The model uses equation 4.2d to calculate the amount
of irrigation water applied, L4, as per the recommendations for irrigation scheduling given
above. No irrigation water is applied in a given month if the effective rainfall exceeds crop
water demand. Finally, the last three equations determine the fate of the precipitation and
irrigation water. Equation 4.2e says that the amount of water that exits a cell through
evapotranspiration, ET, equals crop water demand (farmers are assumed to always supply
their crops with sufficient water). The amount of water that exits the cell as surface runoff is
estimated using equation 4.2f. Surface runoff could be some combination of water from
precipitation, if the amount of precipitation is greater than the infiltration capacity (i.e.
P> 5), and irrigation water, if the amount of excess water applied is greater than the
residual infiltration capacity (i.e. L4(1— AE)> 5 ). The amount of water that exits the cell
through leaching to the groundwater is estimated using equation 4.2g. The amount of water
that leaches below the root zone is the total amount applied less the amount that exits the
cell through evapotranspiration or surface runoff.

The model performs the mass balance calculations for nutrient fluxes in agriculture

cells in tandem with the water balance calculations. Farmers are assumed to apply fertilizers

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



123

containing nitrogen and phosphorus at rates equal to the average annual application rates in
the U.S. for each crop type (Padgitt et al. 2000). Crop nutrient use efficiences, the fraction
of applied nitrogen and phosphorus taken up by the growing plants, are assumed to be equal
to the average nutrient utilization rates for major U.S. crops (U.S.D.A. 2000).* The total
amount applied iss distributed across months according to the distribution of irrigation water
applications, as determined by the crop growth models and the water balance calculations in
equations 4.2a through 4.2g. Excess nitrogen (the amount not taken up by crops) exits each
cell in proportion to the water fluxes; e.g. if 10% of the applied water exits a cell as leaching
to the groundwater and 5% exits the cell as surface runoff, then the same fractions of excess
nitrogen exit the cell by the same pathways.

Phosphorus is treated slightly differently than nitrogen in the model. Because
phosphorus has low water solubility and easily becomes bound to soil particles, it is
transported largely with suspended sediments (Soranno et al 1996; Carpenter et al. 1998).
Because of its propensity to bind to soil particles, the water quality model assumes that no
phosphorus infiltrates to the groundwater, and only some fraction of the excess phosphorus
is carried off of a cell with surface runoff. The model uses the following equation to

estimate the amount of excess phosphorus that exits the cell with surface runoff, Pg:

P,
ok Runoff + P,

In equation 4.3, P, ..., is the amount of phosphorus applied to the crop, y” is the uptake
efficiency, Rungffis the amount of water that exits the cell as surface runoff (estimated by

equation 4.2f), and /P,/, is the runoff rate at which half of the excess phosphorus would be

% The average nitrogen use efficiency for corn, cotton, potatoes, and winter wheat for 1990 through 1997 was
65%. The average phosphorus use efficiency for corn, cotton, potatoes, soybeans, and winter wheat for 1990
through 1997 was 80%.
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transported with surface runoff. Equation 4.3 implies that phosphorus transport (via
sediment transport) initially increases with Rigff at an increasing rate, and eventually
asymptotes to P, ppl-J(l -yF ) at high flow rates. This functional form was chosen for its

attractive qualitative characteristics: the fraction of phosphorus transported with surface flow
is bounded between zero and one; the fraction transported increases rapidly at low flow rates
and slowly ar high flow rates; and only one parameter had to be estimated. The parameter
P,;, was used to calibrate the phosphorus loading component of the model (as described

later in Section 4.2.6.1).

4.2.3.2 Water and mass balance for natural upland cells

The water and mass balance calculations for natural upland cells differs slightly from those
for the agriculture cells. No irrigation water is applied to natural upland cells; they receive
water inputs only from precipitation and from runoff from other cells higher in the
watershed that drained into them. No fertilizers are applied to natural upland cells either;
they receive nitrogen and phosphorus inputs only from cells that drain into them. With
these inputs, the water and mass balance calculations proceed as described for the agriculture

cells (using equations 4.2a, b, ¢, f and g).

4.2.3.3 Water and mass balance for urban cells

The water and mass balance calculations for urban cells differ substantially from those for
agriculture and natural upland cells in the model. The same water and mass balance
principle is used for the urban cells, but instead of the equations based on crop water

demands, the model uses equations developed by the U.S. EPA (1977) in a cross-sectional
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study of combined sewer overflows and stormwater discharges in 67 metropolitan areas

across the United States. The complete set of water balance equations for urban cells is:

1=96 PD(o.sn—o.mwlog(PD,)) (4_ 4a)

DS =025~ 218731 (4.4b)

AR = (0.15 +ﬂ —5.345DS%%7 (4.40)
100

DWF =1.34PD (4.4d)

Runoff = ARxP, DWF (4.4¢)

P, 12

In equations 4.4a through 4.4e, I is the amount of impervious surface, PD is the population
density, DS is the volume of detention storage, AR is the amount of annual surface runoff

from precipitation, DWF is the annual dry weather flow, and Runoff is the total amount of

surface runoff in month 7. Equations 4.4a through 4.4d were taken directly from U.S. EPA
(1977); the only modification required for the Central Valley water quality model was
equation 4.4e, which distributes the total annual runoff from precipitation across months in
proportion to the temporal distribution of precipitation. The annual dry weather flow
represents aggregate urban water demand, for residential, commercial, and industrial uses,
and is assumed to be constant throughout the year. In the same EPA study, equations were

also developed to estimate the amount of nitrogen and phosphorus in urban runoff. The

general pollutant load function is:
M, =a Pf(PD) (4.5)

In equation 4.5, M; is the pounds of pollutant j generated per acre of land use type i

(industrial, commercial, or residential) per year; @; is a coefficient specific to each pollutant
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and land use type; Pis the total annual precipitation; f(PD) = 0.1412+0.218PD** for
residenuial areas, 1.0 for commercial areas, and 0.142 for industrial areas; and 7 is a function
of the street sweeping interval (which is assumed to be equal for all urban cells in the model).
Values of a for nitrogen and phosphorus used in the water quality model are shown in

columns 3 and 4 of Table 4.2.

4.2.3.4 Water and mass balance for wetland cells

The water and mass balance calculations for wetland cells are the same as those for natural
upland cells, except a first-order nutrient attenuation function is included. As was the case
for the natural upland cells, no irrigation water or nutrients are applied directly to the
wetland cells; they receive water and nutrient inputs only from precipitation and runoff from
other cells that drain into them. All nutrient removal is assumed to occur before leaching to
the groundwater, so the amount of nitrogen in the surface runoff exiting a wetland cell, N,

1s estimated as:

(N -V )Runoff
Ny =12 .6
® " Runofft Leach ()

and the amount of nitrogen leached to the ground water, N, is estimated as:

(N, - 7" )Leach

= 4.
Y Runoffs Leach *7)

In equations 4.6 and 4.7, N, is the amount of nitrogen entering the cell in runoff from other

cells. Again, the model treats phosphorus differently because of its low water solubility. All
phosphorus exits wetland cells by way of surface runoff: P,, = P, —#", and P, = 0. The

model uses the first-order removal rate equation described at the beginning of this chapter

(equation 4.1) to calculate »™ and " for all wetland cells. Average values of the removal
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rate constants, K, for nitrogen and phosphorus from the literature (see Section 4.1 and Table
4.1), were halved for use in the water quality model, to account for the likelihood that natural
and restored wetlands would not perform as well as constructed wetlands engineered

specifically for the purpose of treating wastewater.

4.2.4 Routing runoff through the landscape

The previous section described the water and mass balance calculations for each type of cell
in the Central Valley water quality model. This section describes how the model routes
surface runoff from each cell to other cells and eventually to rivers and streams. This may
be the most important feature of the model. Many large-scale modeling studies of non-point
source pollution from agriculture have used models that predict edge-of-field nutrient loads
and then (implicitly) assumed that all runoff would make it to receiving waters downstream
(e-g Taylor et al. 1992; Coiner et al. 2001). More complex models have been developed (e.g.
Skop and Serensen 1998; Grunwald and Norton 2000), but the model presented in this
chapter is simple enough to be applied to large landscapes at a fairly fine resolution with less
demanding data requirements than the more complex models.

The water quality model does not keep track of water that leaches below the root
zone from each cell; leached water is essentially treated as entering one large groundwater
basin and staying there. To analyze impacts of non-point source pollution on groundwater
quality, or the potential for wetlands to mitigate such impacts, a more detailed model of
groundwater movement would be required.

The routing of surface runoff in the Central Valley water quality model can be
thought of as “ditch flow.” Referring back to the basic water balance pictured in Figure 4.2,

alongside the representative cell there is assumed to be a ditch, which receives “Runon”
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from the left and “Cell Runoff” from the top. Runon is simply the “Total Runoff” from the
ditch associated with the cell immediately uphill of the cell in question, and the direction of
flow (what determines uphill and downhill) is defined by the shortest distance path from
each cell to the closest river cell; see Figure 4.5. The shortest-distance-path routing
algorithm was a necessary simplification. Ideally, the routing of surface runoff would be
based on a detailed description of artificial channels and ditches and natural topographic
relief in the study area. However, a description of the human-made drainage network in the
valley was not available, and topographic relief in the valley is generally smaller than the
resolution of the available digjtal elevation data. Without this more detailed information, the
shortest-distance-path assumption provides the best description available of the likely
direction of surface runoff in the study area.

The ditch-flow concept is used for agriculture and urban cells only. The practical
implication of this convention for agriculture cells is that runoff from uphill cells do not
contribute to precipitation and applied irrigation water, and the nitrogen and phosphorus in
the runoff do not contribute to fertilizer applications for the purposes of plant growth. On-
and between-farm drainage networks are assumed to be constructed to ensure that surface
runoff does not flow from a field onto neighboring fields; it is shunted directly to ditches, to
be carried to canals, and ultimately released to rivers and streams. However, the drainage
network is not assumed to prevent runoff from an agricultural or urban cell from flowing
onto downhill natural uplands or wetlands. If a natural upland or wetland cell is on the
shortest-distance path from an agriculture or urban cell, it receives surface runoff from that

cell on its way to the river.
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Figure 4.5 - Rivers in the Central Valley of California and the direction of
surface runoff flow based on shortest-distance paths to the closest river cells.
The close-up gives a closer view of the runoff surface.

Figure 4.6 shows a simplified depiction of the surface water runoff routing algorithm
used in the water quality model. The shortest-distance path from cell 1, the urban cell, to the
closest river cell passes through cells 2 through 5. The arrows pointing down into the cells
represent water inputs from precipitation, urban water demand, or irrigation applications,
depending on the land use type of the cell. The arrows at the bottom pointing out of the

cells indicate the direction of flow for surface runoff exiting each cell. Surface runoff from
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River
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(Wetland) River
4 Ditch % Ditch Ditch 1+
River

Figure 4.6 - Surface runoff routing in the water quality model.

cells 1 and 2 enter a ditch, which flows directly into cell 3, a natural upland cell. Surface
runoff from cell 3 enters celi 4, a wetland cell. Surface runoff from cells 4 and 5 enter a
ditch, which flows directly into the river. In short, the model assumes that in developed
(urban or agricultural) areas an artificial drainage network is in place that shunts runoff to the
closest un-developed area, be it a natural upland, wetland, or river. The most important
implication of this assumption is that wetlands in the water quality model are fully
connected, in a hydrologic sense, to the rest of the landscape. This means that they have the
opportunity to mitigate non-point source pollution from all cells uphill from them. This is
likely a generous assumption, and one that could be modified to analyze the effect of the
degree of “hydrologic connectivity” on the overall impact that wetlands have on water
quality.

Figure 4.6 also points out the importance of a wetland’s location for its ability to

deliver water quality benefits. All else being equal, a wetland’s impact on water quality will
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increase with the average nutrient concentration in runoff from uphill cells and its proximity
to a niver cell. It should also be clear from Figure 4.6 (and equation 4.1) that a wetland’s
impact on water quality will decrease with the number of wetland cells downhill. To see this,
consider two wetland cells in a row along a surface runoff flow path. According to the first-
order removal rate equation, at any given flow rate a wetland will remove some fixed
proportion of the nutrients from the water flowing through it. If the first wetland removes
one half of the nutrients, then the second will remove one half of the half left over, or one
quarter of the total. Thus the water quality model embodies decreasing returns to wetland
proximity along runoff flow paths. This is different from the spatial structure of the habitat
benefits, as suggested by the results of mallard models in Chapter 3, which implied initially
increasing, then decreasing, then negative returns to contiguity. Furthermore, the direction
of surface runoff flow does not affect habitat benefits at all.

Because the water and mass fluxes for any particular cell (or associated ditch) will
depend on water and mass fluxes from all uphill cells, the model must perform the water
balance calculations in the appropriate order. Before the total runoff from any particular cell
can be calculated, the total runoff from all uphill cells must be known. This means that the
water balance for the cells highest in the landscape, those that receive no runoff from other
cells, must be calculated first. Then the water balance for the cells immediately downhill of
those are calculated, and so on, until all runoff reaches the river. The model performs water
balance calculations for each cell in decreasing order of their distance from the closest river
cell. This convention ensures that when water balance calculations are performed for any

given cell, the total runoff from all uphill cells has already been determined.
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4.2.5 Results

4.2.5.1 Calibration and model fit

To calibrate the model and assess its accuracy, three parameters were adjusted to achieve the
best possible fit between model predictions of total annual nitrogen and phosphorus loads
and average historical loads for a number of river reaches in the Central Valley. Data used to
calculate the average historical loads came from the USGS surface water database, which
includes time-series data that describe stream levels, stream flow, reservoir and lake levels,
surface-water quality, and rainfall from thousands of monitoring stations across the nation.”
There were 194 USGS monitoring stations in the Central Valley, but only 9 and 22 river
reaches had sufficient data to estimate average historical values for nitrogen and phosphorus
loads, respectively. Data were considered sufficient if at the downstream station there was at
least one record for average total nitrogen or total phosphorus concentration for every
month of the year (though not necessarily in the same year).

The locations of the monitoring stations were used to delineate watersheds for
predicting nutrient loads to the river reaches between the stations. The watersheds were
defined by all cells that drain to the river reach between the downstream monitoring station
and the upstream monitoring stations, according to the shortest-distance-path routing
algorithm.” Figure 4.7 shows all watersheds used to calibrate the model, and a close-up

view of one of the watersheds. I computed the average historical loads by applying mass

%7 htp://waterdata.usgs.gov/nwis/sw

3 Note that my use of the term “watershed” is not quite consistent with the way the term is used by
hydrologists. Strictly speaking, a watershed includes all uplands that drain to a particular point in the river
network. In lieu of defining a new term for this particular application, in this chapter and in Chapter 6 I use
the term “watershed” to refer to only those uplands that drain to a particular river reach. I trust that the
meaning will be clear from the context.
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balance to the entire river reach in each watershed. Average historical loads were calculated
as the difference between the total mass of nitrogen and phosphorus passing the

downstream monitoring station and the total mass passing all upstream stations. The USGS

Figure 4.7 - Watersheds used to calibrate the Central Valley
water quality model. The close-up shows the downstream
and upstream monitoring stations for watershed 19.
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surface water database contains measurements of average monthly stream flow and nutrient

concentrations. The total mass of nutrient j, M/, passing a station was computed using the

following equation:

Mi=YcCiQ, 48

mal
In equation 4.8, j refers to total nitrogen or total phosphorus, 7 refers to months, C, is the
average concentration of nutrient j in month m, and Q,, is the average stream flow in month
m. The average historical load, L/, was computed by subtracting all M’’s for the upstream
stations from the M’ for the downstream station. There were nine watersheds with
sufficient data to compute M" for the downstream station, and three of those had
sufficient data to compute M" for the upstream stations. There were 22 watersheds with
sufficient data to compute M for the downstream station, and nine of those had sufficient

data to compute M” for the upstream stations. Missing values for upstream stations were
imputed based on the average areal loading rate for each nutrient across the watersheds for
which both upstream and downstream values were available. The average areal loading rate
for total nitrogen in three watersheds was 2.90 kg/ha/yr,”” and the average areal loading rate
for total phosphorus in nine watersheds was 0.304 kg/ha/yr.®

The nitrogen utilization rate, ™ , was adjusted to calibrate the model for nitrogen

loads, and the surface runoff transport parameter, P,,, and the phosphorus utilization rate,

7" (from equation 4.3), were adjusted to calibrate the model for phosphorus loads. Starting

¥ Compare to 4.88 from Peterjohn and Correll (1984), 19.5 from Kronvang et al. (1995), 22.23 from Skop and
Sorensen (1998), 6.18 from Bhaduri et al. (2000), 20.5 from Brawley et al. (2000), and 5.07 from Castillo et al.
(2000).

4 Compare to 1.29 from Peterjohn and Correll (1984), 0.21 from Kronvang et al. (1995), 0.38 from Bhaduri et
al. (2000), and 0.10 from Castillo et al. (2000).
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values for the nutrient utilization rates were based on average values from nutrient budgets
for major crops in the U.S. (U.S.D.A. 2000); P,,, was set at the arbitrary starting value of
50. The parameters were adjusted manually according to the overall fit of the model
predictions to the average historical loads across the 22 watersheds. The fit of the model
was assessed based on the intercept and slope coefficients and the R? value from a regression
of the average historical loads on the loads predicted by the model. Perfect predictions
would yield an R? = 1.0, an intercept equal to 0.0, and a slope equal to 1.0. The R? values
and intercept estimates did not vary as much across trials as the slope estimates, so the best

parameters were taken to be those that yielded slope estimates as close to 1.0 as possible.

For phosphorus, P, was adjusted until the fit was best, given the starting value for y*, then

" was adjusted until the fit was best, given the calibrated value of P,/,. Table 4.3 shows the
results of the calibration. Combinations of parameter values are listed in the table in the
order in which they were adjusted. The values of ¥, P,/,, and y” used to calculate

baseline results for the entire Central Valley, which are reported in the next section, and for

the optimization model described in Chapter 6, are shown in bold type in the final rows of

the nitrogen and phosphorus calibration sections of Table 4.3. The calibrated value of ¥~

was substantially higher than the starting value, but the calibrated value of y” was essentially
unchanged.

Table 4.4 and Figure 4.8 show the final results from the calibrated model for the 22
watersheds. The average predicted areal loading rates for nitrogen and phosphorus were
1.64 and 0.086 kg/ha. Figure 4.8 shows that the fit of the model was better for nitrogen
than for phosphorus, though there were far fewer observations of average historical loading

rates for the former than for the latter. Also note that watershed 22 was not included in the
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regression for phosphorus shown in Figure 4.8; the average historical loading rate in that
watershed was two orders of magnitude higher than that predicted by the model in all

calibration tnals, so it was considered an outlier.

Table 4.3 - Calibration of the water quality

model.
Nitrogen calibration:
a R? LN =a+H"
a b
0.65 0.702 17,790 0.321
0.50 0.685 19,315 0.220
0.75 0717 15916 0.457
0.80 0.730 14,456 0.576
0.85 0.737 12,523 0.768
0.90 0.713 10,644 1.090
Phosphorus calibration:
Py, r" R? L® =a+H"
a b
50 080 0.352 696 1.529
25 0.80 0.338 761 0.783
37 080 0.347 721 1.141
32 0.80 0.344 735 0.992
32 085 0.344 733 1.322
32 075 0.344 736 0.793
32 0.81 0344 734 1.044
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Average historical nitrogen loads vs.
140,000 predicted nitrogen loads

0 20,000 40,000 60,000 80,000 100,000
Kg/yr
B Average historical phosphorus loads vs.
predicted phosphorus loads
18,000 .
15,000 o

0 3,000 6,000 9,000
Kg/yr

Figure 4.8 - Average historical nutrient loads vs. predicted
loads from the calibrated model.

Errors in predictions from the water quality model could stem from a number of
sources, and Monte Carlo and sensitivity analyses, like those performed on the hypothetical
watershed in Chapter 2, could be used to assess the relative importance of various possible
sources of error. However, the main goal of the calibration exercise was to ensure that the

model generates predictions in a range consistent with average historical values. Figure 4.8
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shows that it does, and that the model explains a fair amount of the variation in average
historical loads across the 22 watersheds; therefore sensitivity analyses and further model
refinements were left for future work. The next section presents baseline results from

application of the water quality model to the entire Central Valley of California.

4.2.5.2 Baseline results for the Central Valley

I applied the water quality model to the entire Central Valley of California to generate
baseline estimates of total annual nitrogen and phosphorus loads from surface runoff to all
nivers and streams in the region. The structure of the model is such that the nutrient loads
to any river cell (.e. any 200-meter stretch of any river or stream) for each month could be
computed separately. Such spatial and temporal detail could be useful for addressing
localized water quality issues in the valley, but this research was not intended to address a
particular problem area. The model was developed to provide a means of estimating the
importance of the spatial distribution of wetlands on the water quality benefits they provide.
The model will be put to just such a use in Chapter 6.

Table 4.5 lists baseline results for a number of key water and mass fluxes in the
Central Valley as a whole. According to the model, approximately twice as much water is
used in the valley for agriculture and urban uses than falls as precipitation.*’ Approximately
67% of the water inputs (in the form of precipitation, irrigation, and urban water demand)
exits the landscape in the form of evapotranspiration, 25% exits as leaching to the
groundwater, and 8% exits as runoff to rivers. Of the more than 350 million kilograms per
year of nitrogen inputs, approximately 90% is taken up by crops for growth, 8.5% leaches to

the groundwater, and 1.5% enters rivers by way of non-point source pollution in surface

41 Most of the remainder (and much more in wet years) comes from runoff from the Sierra Nevada mountain
range to the east. Some also comes from groundwater pumping.
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runoff. Of the nearly 170 million kilograms of phosphorus inputs, approximately 81% is
taken up by crops for growth, 18.8% is bound to soil particles and immobilized, and just
over 0.2% enters rivers by way of non-point source pollution in surface runoff. The amount
of nitrogen and phosphorus attenuated in wetlands is 9.1% and 6.1% of the total loads to
rivers and streams from surface runoff. Figure 4.9 shows the variation in runoff, nutrient
loads, and artenuation rates in wetlands across months. High runoff rates between
November and March are due to precipitation, and high runoff rates in June and July are due
to irrigation runoff. Nutrient loads peak in the growing season; they can be an order of
magnitude higher in July than in November. Nutrient attenuation rates in wetlands vary
much less drastically across months.

The annual nutrient attenuation rates in wetlands are similar in magnitude to the
proportion of wetlands in the landscape, which is 6.9%. However, the existing wetlands are
not necessarily in the locations that would yield the greatest water quality benefits possible.
In Chapter 6 the question of optimal wetlands restoration in the Central Valley for water
quality enhancement will be addressed specifically, using the water quality model described
here. But first, Chapter 5 describes the estimates of wetlands restoration costs that are used

in the integrated optimization model in Chapter 6.
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Table 4.5 - Baseline results from the water quality
model applied to the entire Central Valley.

Total fluxes
[1000 m3/yr]
Precipitation 18,379,348
Imgation + urban water demand 37,202,691
Evapotranspiration 37,140,702
Leaching to groundwater 13,723,558
Runoff to nivers and streams 4,716,129
(Kg/yr]
Nitrogen inputs 352,170,417
Nitrogen uptake 317,458,030
Nitrogen leaching 30,039,317
Nitrogen runoff 4,673,056
Phosphorus inputs 169,163,992
Phosphorus uptake 137,135,411
Phosphorus immobilized 31,617,146
Phosphorus runoff 411,433

Nitrogen attenuated in wetlands 424,870
Phosphorus attenuated in wetlands 25,239
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Figure 4.9 - Runoff, nutrient loads, and attenuation in wetlands across
months in the Central Valley. The units are: surface runoff [10° m*/yr];
nitrogen and phosphorus loads [1,000 kg/yr].
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Chapter 5 - The Costs of Wetlands Restoration

Chapters 3 and 4 focused on two of the public benefits that wetlands can provide. Moving
now to the other side of the benefit-cost equation, this chapter describes estimates of the
private costs of wetlands restoration in the Central Valley of California. The cost of
wetlands restoration on private land is made up of two components: (1) the benefits that
would accrue to the landowner were the land to be used for some other purpose, and (2) the
costs of converting the land from its present state back to, and maintaining it as, a wetland.
The first component is the present value of the entire stream of expected future benefits
from the land in its highest economic use. Absent significant distortions in the market, the
value can be approximated by the market price of the land. The second component is the
combined construction, operation, and maintenance costs of the wetland restoration itself.
Conversion of wetlands to other uses generally involves removing vegetation, draining the
land, and filling and leveling the site. Therefore, restoring wetlands generally requires

excavation, reintroducing water to the site, and replanting native vegetation.*

5.1 Opportunity costs
I estimated land values in the Central Valley using county assessor data. County assessors

are responsible for recording the market value of landholdings for the purposes of

42 There is much discussion in the wetlands ecology literature about the potential for wetlands restoration
success in general. Some researchers are very skeptical that restored wetlands can adequately replace converted
ones, but others are more optimistic; for example, see: National Research Council (1992); Race and Fonseca
(1996); Zedler (1996); and Mitsch and Wilson (1996). I ignore this issue here, but it could be incorporated into
the integrated model presented in Chapter 6 in a crude way by adjusting relevant parameters to reflect the fact
that r&:ltsored wetlands may not provide as suitable habitat, or attenuate nutrients to the same degree, as natural
wetlands.
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determining tax rates for all landowners in their respective counties. Ideally, assessed values
would be based on current market conditions and therefore accurately reflect the likely
selling price of the property. However, in 1978 California voters passed Proposition 13,
which limited to 2% per year the rate at which assessed property values could increase,
unless the property changed ownership. The most recent change in ownership determines
the Proposition 13 base year value, on top of which the 2% increase per year is added, unless
the market value of the land is lower, in which case the property is temporarily reassessed to
account for the drop in value.” The land values used in this study were not corrected for the
effect of Proposition 13. This will likely bias all estimates of land values down, but unless
the average rate at which properties change hands is very different across land use types in
the study area, the relative values should not be much affected.*

I obtained county assessor data for 13 of the 20 counties in the Central Valley; data
were not available for the remaining 7 counties. The land value data covers approximately
57% of the area of the valley; see Figure 5.1. Each county assessor uses their own land use
categorization, and the land use types identified by each assessor generally do not march
across counties. I aggregated each county assessor’s categorization in such a way as to
match, as closely as possible, the categorization in the DWR land use dataset (see Section
3.2.1). Some counties identified more land use types than are in the DWR categorization;

for these counties land use types had to be aggregated. Other counties identified fewer land

43 See http://www.co.sacramento.ca.us/assessor/assess-info/changes-in-ownership.html.
4 If more accurate estimates of land values were required, assessed values could be adjusted by the average rate

C'TrT—r
. 0.02™*"
the Proposition 13 base year for property i, C,; is the adjusted current property value, Cis the current

assessed value, and r is the average rate of inflation in the land market between tand 7. This would essentially
remove the effect of the 2% per year increase in assessed value and replace it with the actual rate of inflation in
land values, which should provide a better estimate of the current market value of the land.

of inflation in the land market in the study area as follows: C; =

where T'is the current year, 4 is
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use types; for these counties single values were used for multiple types in the DWR
categorization. Missing values for land use types within counties were estimated using an
equation of the form:
A C,
C;= cf X —% (5.1)

ol
In equation 5.1, é,i is the estimated average per acre value for land use type : in county j,
C¥ is the average per acre value for residential parcels in county j, C, is the average value

for land use type i across all counties for which data were available, and C* is the average
value for residential parcels across all counties. Equation 5.1 was used for those counties
where data were sufficient to estimate residential land values. For other counties the average
per acre value for orchard lands was used in an equation similar to equation 5.1 to estimate
the values for the missing land use types. Values for land use types in the seven counties
where no data were available were estimated by the average values for all surrounding
counties (or the nearest county).

Table 5.1 shows the estimates of average per acre land values for all counties in the
Central Valley. There were many county-land use type combinations for which average
values had to be imputed using the conventions described above. Nevertheless, the data
were sufficient to capture the general nature of the variability in land values across the study
area. The last column in Table 5.1 shows the average values for each land use type across all
counties with data. The most valuable land use type, commercial, was over $500,000 per
acre, more than two orders of magnitude greater than the least valuable type, rice, which was
less than $5,000 per acre. Variation across counties was significant as well. In Solano
County (and apparently Sacramento County), commercial land was worth over $1 million

per acre, nearly twice the average across all counties. In Yuba and Madera counties, rice was
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worth approximately $2,100 and $1,700 per acre, less than half of the average across all

counties.

1. Tehama

2. Glenn

3. Butte

4. Colusa

5. Sutter

6. Yuba

7. Yolo

8. Placer

9. Sacramento
10. Solano

11. Contra Costa
12. San Joaquin
13. Alameda
14. Stanislaus
15. Merced
16. Madera
17. Fresno
18. Kings

19. Tulare
20. Kern

Fi3wkl| Assessor data was available
for these counties.

Figure 5.1 - Counties in the Central Valley and land value data availability.
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The land value estimates should be representative of the variation in opportunity
costs between land use types across the entire study area, but they were not detailed enough
to describe variations in costs within counties. Other researchers have used more detailed,
parcel level data to analyze variations in property values due to site characteristics and
landscape characteristics, including proximity to wetlands. Key results from two such
studies are worth briefly reviewing here because they have implications for spatial effects on
the cost side of the benefits-cost equation.

Geoghegan et al. (1997) used a hedonic framework to estimate implicit prices for
landscape configuration in the Washington D.C. metropolitan area. In addition to the house
and property characteristics usually found in standard hedonic models (lot area, number of
bathrooms, living area, lake view, age of the house, etc.), they included several measures of
landscape heterogeneity at two scales: a diversity index, a fragmentation index, and percent
open space, each measured within a 0.1 km buffer and a 1 km buffer. None of the
landscape heterogeneity indices were significant individually in the baseline model, except
percent open space. However, a varying parameters model was also estimated, to assess
differences in the effects of landscape heterogeneity across spatial scales. The parameters
associated with the landscape variables were allowed to vary linearly and quadratically with
distance, and in this model most of the landscape variables were statistically significant.
Even though Geoghegan et al. (1997) did not focus on wetlands, their results are still
relevant because they suggest that people have preferences for particular configurations of
land use in the vicinity of their homes, and that the intensity of these preferences can be
inferred through differences in housing prices.

Doss and Taff (1996) did focus on wetlands. They investigated preferences for

proximity to four different types of wetlands - forested, scrub-shrub, emergent vegetation,
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and open water wetlands - in one county in Minnesota. County assessor data (without the
Proposition 13 problem) and NW1 data for Ramsey County were used in a hedonic model,
which included measures of the distance to each wetland type and distance squared, along
with a standard set of housing price variables. The results suggested that a lake view was
worth $46,000 on average, and that being 200 meters closer to three of the four wetland
types was worth up to $2,900.°

The results of these studies suggest that people have preferences for landscape
configuration in general, and for proximity to wetlands in paricular. Therefore, a general
model of land use decision-making would account for the endogeneity of the costs as well as
the benefits of wetlands conservation. Restoring a wetland in a particular location could
have the effect of increasing nearby property values, thereby making future restoration in the
area more expensive. The wetlands restoration case studies described in Chapter 6 focused
on parcels of agricultural land fairly distant from urban areas, so ignoring this issue for the
present study was not likely to significantly affect the results. Nevertheless, this is an issue

that warrants future research.

5.2 The costs of constructing restored wetlands

[ estimated the costs of constructing restored wetlands in the Central Valley using cost
projections for potential Wetlands Reserve Program (WRP) sites in California for the year
2000. The WRRP is a voluntary federal program, run by the Natural Resources Conservation
Service of the U.S. Department of Agriculture, which offers landowners the opportunity to
receive payments for restoring and maintaining wetlands on their property. In California,

the program operates by soliciting offers from landowners (mostly farmers) for parcels to be

4 Proximity to forested wetlands was apparently a disamenity. The authors did not speculate on the reason for
this result.
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enrolled in the program, then selecting from the offered parcels those that are: (1) expected
to have a high probability of restoration success, (2) expected to deliver high levels of
“biological benefits” - mostly for migratory birds and threatened and endangered species,
and (3) relatively inexpensive to purchase an easement for and restore.* All of the factors
used in the site selection process must be estimated before embarking on the projects, so the
cost projections are based on engineering estimates and past experience from the program.
There were 87 sites offered for enrollment in the program in the year 2000. Figure 5.2
shows a plot of the projected costs versus the area of each site, and the results of a
regression using 83 of the points (four outliers were excluded). The estimated regression
equation was:

Projectedcost[$]= 14,057 + 2052 (Parcelacres) R’ = 0.96 (5.2
The intercept in equation 5.2 can be interpreted as a fixed cost, which must be paid no
matter the size of the site, and the slope as a (per acre) variable cost.

There is one important component of wetlands restoration costs that was not
accounted for here: the cost of securing rights to, and delivering, sufficient water to wetlands
restoration sites in the valley. Wetlands in the Central Valley require approximately 5.75 ft of
water per year to maintain normal functions, and largely due to the cost of water the
operation and maintenance costs of private wetlands in the region average between $75-150
per acre per year (CVPIA 2000). At an interest rate of 5%, that is a net present value of
$1,500-3,000 per acre. If the cost of water were constant throughout the study area, then
these figures could just be added to the variable costs in equation 5.2, but in fact water costs
vary across water districts in the valley. However, there is evidence to suggest that in

California water is quantity constrained, so that the crucial issue for wetlands restoration will

4 See the Appendix for a discussion of the California WRP site selection process.
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generally be the availability of water, not the price of water (Kanazawa 1993; Moore and
Dinar 1995). There is also evidence to suggest that that the availability of water and price
differentials (e.g., as a consequence of federal water subsidies) are capitalized into land values
(Huffaker and Gardner 1986). Therefore, adding water costs to the estimates of land values
based on county assessor data could double-count the cost of water. The specifics of the
water costs could be important for case-specific management applications, but that

extension was left for future work.

700,000
600,000 -
500,000 -
400,000 -
300,000

200,000 -

Projected construction costs |$]

100,000 -

0 ® o ° . ° . .
0 500 1,000 1,500 2,000 2,500 3,000 3,500
Parcel acres

Figure 5.2 - Projected restoration costs versus area for sites offered for inclusion in the
WRP in California in the year 2000. Empty circles are outliers, which were excluded from
the regression.
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Chapter 6 - An Integrated Model for Prioritizing
Wetlands Restoration Activities

This chapter describes an integrated optimization model for prioritizing sites for wetlands
restoration, and presents results from applications of the model to two case studies in the
Central Valley of California. To develop the integrated model, the production function for
habitat benefits from Chapter 3, the production function for water quality benefits from
Chapter 4, and the estimates of restoration costs from Chapter 5, were all combined into a
numerical optimization framework, similar to the one described in Chapter 2. Before
describing the integrated model and presenting the results, it will be useful to briefly revisit
the standard reserve site selection problem introduced in Chapter 1, to highlight some of the

contributions of this research.

6.1 The reserve site selection problem revisited

The reserve site selection literature demonstrates that in a world of limited conservation
resources systematic approaches to site selection problems can have important implications
for environmental policies. However, to date the reserve site selection literature has largely
ignored a number of important features of the general problem of targeting conservation
activities cost-effectively. Four important features that have often been ignored in reserve
site selection applications, but were addressed in this research, are: (1) variation in costs
across sites, (2) land use changes, (3) spatial effects, and (4) tradeoffs between multiple

objectives.
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Recall that the standard reserve site selection problem is to maximize the number of
spectes protected in a reserve network that can contain only a limited number of sites.
Because the constraint in the standard problem is on the number of sites (or area) that can
be included in the network, the implicit assumption is that all sites are of equal cost (or equal
cost per area). Several researchers have pointed out that more effective methods would
account for differences in costs across sites and maximize species protection subject to a
budget constraint. In a reserve site selection application for endangered species in the
continental United States, Ando et al. (1998) estimated that the cost of protecting half of the
species in their dataset in a budget constrained reserve network would be approximately one
third the cost of a site constrained network. Polasky et al. (2001a) estimated that the cost of
protecting up to 85% of the terrestrial vertebrates in Oregon in a budget constrained reserve
network would be less than 10% of the cost of a site constrained network.

In addition to ignoring variations in costs across sites, most reserve site selection
applications have ignored the effects of land use changes on species persistence. Land use
changes are apparently presumed imminent outside of the reserve network, but these
changes are left unspecified. ¥ The only management option considered is the establishment
of a “reserve” on the selected sites, which would entail protecting the sites in their current
condition and prohibiting any incompatible uses on them. Because the species are assumed
present, no changes on the sites are envisaged aside from their legal status - thus the
“reserve” site selection problem, not the “management” site selection problem or the

“restoration” site selection problem. A more general model would allow for enhancement

4 The motivation of the problem seems to be based on the idea that all land outside of the reserve network will
be completely unsuitable as habitat (at least eventually). Those portions of the landscape that cannot be
protected are assumed to contribute nothing to species persistence. This simplification has some appeal in that
it seems to be a prudent use of the “precautionary principle.” On the other hand, it could be grossly inefficient
because it would promote the use of scarce conservation resources to ensure the protection, wholly within
reserves, of species that could find suitable habitat both inside and outside of reserves.
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or restoration, where the selected sites could be modified to provide habitat for species that
do not currently occur there. An even more general model would account for both
endogenous land use changes (influenced by the manager directly) and exogenous land use
changes (influenced by forces outside of the manager’s control). The model described in
this chapter incorporates the former generalization; the latter was left for future work.

As discussed in Section 1.4, most reserve site selection applications also have ignored
spatial interactions that could affect species persistence. In lieu of models of species-habitat
relationships, many reserve site selection applications have relied on large-scale species range
maps, and a species was considered protected if it occurred on at least some threshold
number of sites in the network (refer back to expressions 1.2a-c). As Polasky et al. (2001)
pointed out, species persistence is generally a complex function of the amount and type of
land set aside, as well as its spatial configuration. In the ecology literature, spatially
sophisticated treatments of species behavior, population dynamics, and habitat preferences
are common (see Tilman and Kereiva (1997) for a survey), but spatially explicit models have
yet to find wide use in applications of terrestrial reserve site selection.** If spatial interactions
do affect species abundances, then the benefits of including a site in the network would be a
function of the size and location of other protected sites, because these would affect the
configuration of the surrounding landscape. Therefore, the benefits of management on each
site would be endogenous with respect to the decisions to manage other sites. Accounting
for this endogeneity requires spatial models of species-habitat relationships, in addition to an
explicit treatment of land use changes. The model presented in this chapter can account for

such spatial effects.

‘¢ They are not so uncommon in research on marine reserves. In particular, Sanchirico and Wilen (1999 and
2001) used spatial bioeconomic models to investigate questions of marine reserve design.
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Another feature that most reserve site selection applications have ignored is the
possibility that protected land will deliver public benefits other than those associated with
the protection of species. Beyond merely defining benefits in terms of the number of
species included in the reserve network, Polasky et al. (2001) discussed the possibility of
attaching weights to each species to represent their relative values to society, and the
possibility of using a measure of taxonomic diversity as the objective. However, there has
been virtually no consideration in the literature of other types of public benefits from
protected areas, such as opportunities for recreation, amenity values provided by proximity
to natural areas, water quality maintenance, or flood control benefits, to name but a few
possibilities. And because multiple benefits are rarely considered, tradeoffs between
competing objectives are not often addressed in the reserve site selection literature (but see
Calkin et al. 2002). The model presented in this chapter accounts for both habitat and water
quality benefits of wetlands restoration, and it can assess tradeoffs between the two.

To sum up, this chapter addresses a site selection problem where (1) the variation in
costs across sites were accounted for, (2) sites were restored instead of protected, so land use
changes from management decisions were modeled directly, (3) spatially explicit models of
the production functions for ecosystem services were used in the objective function, and (4)
two classes of environmental benefits were considered and the tradeoffs between them

assessed.

6.2 The integrated model

As in Chapter 2, the modeling approach taken here presumes a manager charged with the
task of choosing sites for wetlands restoration with a limited budget. The manager would
like to provide both habitat and water quality benefits, but does not know their relative
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values and therefore wants to consider the set of solutions that maximize all possible
combinations of weights on the two benefits. Chapter 2 discussed the utility of the
production possibility frontier, and I will use that concept in this chapter as well.

The integrated optimization model used to investigate tradeoffs between habitat and
water quality benefits of wetlands and to prionitize sites for restoration in the Central Valley,
can be summarized as follows:

Max|W, f, e )+ W, fir )] (6.1a)
Subject to:
fe(x )< Budger (6.1b)

I will refer to this as “the wetlands restoration problem.” In expression 6.1a, x is a vector of

binary choice variables where x, is 1 if site i is restored and O otherwise; f;,(x ) is the

expected habitat improvement if wetlands are restored in locations represented by x, which
is based on the regression model of habitat selection by breeding mallards described in

Chapter 3 (version 6 of the negative binomial model); and f,,(x) is the expected water

.quality improvement via reductions in nutrient loads, which is based on the spatially
distributed hydrologic simulation model described in Chapter 4 (using calibrated parameter

values shown in Table 4.3). W,, and W, are weights applied to the ecosystem services
from wetlands, and in expression 6.1b, f..(x) is the total cost, which is based on the

estimates of wetlands restoration costs described in Chapter 5.

* One limitation of the model in its current form is that it does not include information on the distribution of
hydric soils in the study area. In practice, wetlands restoration activities are usually limited to areas that have
hydric soils because these are the areas that were most likely wetlands in the past. Hydric soils are common in
the Central Valley, but without information on their exact distribution the site selection model described here
f:alﬁg idetxllltify :e;te?mion sites that are not on hydric soils. This is one of the first extension that should be

to the model.
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6.3 Solving the wetlands restoration problem
The integrated optimization model is based on the grid described in Chapter 4 for the water
quality model, which means that in the extreme case there would be 1.48 million decision
variables; each cell could be considered for wetlands restoration independently. Due to the
large number of decision variables, the complexity of the production functions for
ecosystem services, and the fact that restoration benefits are endogenous, solving this
extreme case is not feasible. Operations researchers have developed a number of heuristics
for large combinatorial optimization problems, but their performance generally depends on
the nature of the problem to which they are applied (Reeves 1993, Michalewicz and Fogel
2000). The best that can be done for the wetlands restoration problem is to generate good
candidate solutions by using a heuristic designed to account for the endogeneity of benefits
as much as possible.* I used a simple heuristic to solve the wetlands restoration problem,
but one that took advantage of the structure of the production functions for ecosystem
services to make the problem tractable. The heuristic used to solve the optimization
problems can be summarized as follows:

Step 1: Calculate the baseline habitat and water quality conditions in the study area.

Step 2: Simulate restoration of each site independently and measure benefits and

Step 3: gzls:; the site with the highest benefit-cost ratio.

Step 4: Re-calculate the benefits and costs of all sites that interact with the last site

Step 5: g::;ﬁ:.Steps 3 and 4 until the budget is exhausted.
This is a greedy algorithm, and it is similar to the iterative algorithm used in the stylized

wetlands restoration scenario in Chapter 2. Under certain conditions an algorithm that

* From now on I will refer to “generating good candidate solutions™ to the problem as “solving” the problem.
It should be understood, however, that better solutions may exist, and future work on more efficient
algorithms for these types of problems is warranted.
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excludes Step 4 would guarantee the globally optimal solution, but one of those conditions is
that the benefits and costs of restoring the sites must be independent, which is not the case
for the wetlands restoration problem. The reason that Step 4 is necessary is that the benefits
and costs of restoring any particular cell are endogenous with respect to the decisions to
restore other cells. If the heuristic described above is thought of as a walk down the
marginal benefits curve, then the endogeneity due to spatial effects means that the marginal
benefits curve can néi be traced out by calculating the benefits and costs of restoring each
cell alone. All relevant combinations must be considered. The key is to consider ay the
relevant combinations. By taking advantage of the spatial structure of the production
functions for ecosystem services, the heuristic focuses in each iteration on only those sites
that can possibly be affected by other sites chosen for restoration. A closer look at each
production function will make this clear.

In the water quality production function, wetlands attenuate nitrogen from surface
water runoff as it flows through them from land higher in the watershed on its way to the
river, so the amount of nitrogen that a wetland attenuates depends on whether or not
another wetland is restored uphill from it. The wetland higher in the watershed would
intercept and attenuate some of the nitrogen in the runoff before it reached the wetland
lower in the watershed. Two wetlands in a row, along a single overland flow path, do not do
twice the work of a single wetland. In Step 2 of the heuristic, benefits are computed as if no
other sites will be restored, which means tha after the first site is selected the benefits for
(some) other sites must be re-calculated to account for the change in the landscape. To
make the heuristic as efficient as possible, the watershed was divided into its constituent
drainsheds, which are those sets of upland cells that drain to the river through a single cell.
Figure 6.1 shows the drainsheds for watershed 17. In Step 4 of the heuristic, only the sites
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Figure 6.1 - The drainsheds in watershed 17.

that share the same drainshed as the site selected for restoration in the previous iteration
must be re-calculated.

An even more efficient shortcut was available for the production function for habitat
quality. The integrated optimization model uses version 6 of the negative binomial
regression model from Chapter 3 to calculate the average mallard abundance, / , within 400
meters of the center of each cell. The percent of each land use type is calculated in the

neighborhood of the cell as shown in Figure 6.2. The average abundance on the cell is

1x200°

estimated as 100 and f,,(x) was calculated as the sum of the average abundances
T

over all cells in the study area. Given the structure of the mallard model, the habitat benefits
of restoring a particular site are endogenous with respect to the decisions to restore nearby
sites - the abundance on any given cell can be affected only if it or another cell within 400
meters is restored to wetlands. So, in Step 4 of the heuristic only those sites within 400
meters of the site selected in the previous iteration must be re-calculated. Because the model

considers both ecosystem services simultaneously, the sites that require re-calculating in each
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iteration include those in the drainshed and any extra sites not in the drainshed but stll

within 400 meters of the last site selected.

A5

Yy N

°
A y.
\b _%/
Figure 6.2 - The grid neighborhood used to calculate the

percent of all land use types within 400 meters of the center
of each cell.

6.4 Two case studies

I applied the integrated model to two case studies of wetlands restoration in the Central
Valley. The first case study considered wetlands restoration in four small watersheds. Each
watershed was treated separately, but within each watershed all dry land agriculture cells were
treated as “sites,” i.e. considered available for purchase and restoration to wetlands. The
second case study considered wetlands restoration in the entire Central Valley, but only a
limited number of sites (contiguous groups of cells in this case) were treated as available for
purchase and restoration to wetlands. The optimization problem was solved for each case
study to determine the optimal locations for wetlands restoration and the levels of each
ecosystem service expected from the modified landscapes. The following sections describe

the case studies in more detail and present results from each.
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6.4.1 The watersheds case study

In the first case study the integrated model was applied to four of the watersheds used to
calibrate the water quality model (refer back to Section 4.2.5.1 and Figure 4.7). Watersheds
13, 16, 17, and 18 were chosen because they were the largest watersheds for which the model
could be solved in a reasonable amount of time. The baseline land use configurations for
the four watersheds are shown in Figure 6.3. To make comparisons across watersheds as
meaningful as possible, the budget for each was set proportional to the area of the
watershed; specifically: Budget= ${50x Hectaresin watershed. I investigated the effects of
changing the budget in watershed 18.

The results for watershed 13 are shown in Table 6.1 and Figure 6.4. Table 6.1 lists
the baseline conditions in the watershed, the restoration budget, and the results from solving
the optimization problem at six different levels of W, and W},. Other combinations of
weights did not produce different results. Figure 6.4 shows the PPF for the watershed and
the restoration activities associated with each point on the PPF (the numbers next to the
points that make up the PPF correspond to the numbered panels that show the cells selected
for restoration). There were only three points on the PPF, and they were all close to the
origin, which suggests that the few opportunities for wetlands restoration in the watershed
would lead to only small improvements in water quality and habitat quality. Given $68,200
for wetlands restoration, the greatest possible improvement in water quality is an 11%
decrease in nitrogen loads from surface runoff and the greatest possible improvement in
habitat quality is a 3% increase in total mallard abundance in the breeding season. Note that
restoration activity always occurred on pasture cells, which were the least expensive dry land

agriculture cells in the watershed. The solution that maximized mallard abundance consisted
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of the two pasture cells that were farthest from orchards (recall the negative effect of
orchards on mallard abundances from the regression models in Chapter 3). The solution
that maximized water quality consists of the two pasture cells that were closest to the river,
and the intermediate solution consisted of one cell far from orchards and one cell close to
the river. The results for this watershed show clearly that the model generates solutions
consistent with the spatial effects built into the production functions for ecosystem services,
and that differences in costs exert a strong influence on the results as well.

The results for watershed 16 are shown in Table 6.2 and Figure 6.5. There were
more opportunities for wetlands restoration in this watershed than in watershed 13,
especially for water quality, and there were stark tradeoffs between improvements in the two
ecosystem services. Given $413,800 for wetlands restoration, the greatest possible
improvement in water quality is a 45% decrease in nitrogen loads from surface runoff and
the greatest possible improvement in habitat quality is a 21% increase in total mallard
abundance in the breeding season. The solutions that resulted in large improvements in
water quality (points 2, 3, and 4) yielded small improvements in habitat quality, and the
solution that resulted in the largest improvement in habitat quality (point 1) yielded virtually
no improvement in water quality. There was also no overlap spatially between the solutions
that maximized habitat quality and water quality. The solution that maximized habitat
quality was completely in a pasture, in the upper left portion of the watershed, and near rice
cells, maintaining a mix of wet and dry land in the vicinity. The solutions that delivered large
improvements in water quality were on the other side of the river - the side with most of the
contributing area in the watershed. The best cells for improving water quality bordered the
river, but the solutions that delivered large improvements in water quality also included some

pasture cells higher in the watershed because they were relatively inexpensive.
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The results for watershed 17 are shown in Table 6.3 and Figure 6.6. In this
watershed there were relatively large gains in habitat quality possible, and lower gains in
water quality possible, which was the reverse of the situation in watershed 16. Given
$198,200 for wetlands restoration, the greatest possible improvement in water quality is a
20% decrease in nitrogen loads from surface runoff and the greatest possible improvement
in habitat quality is a 51% increase in total mallard abundance in the breeding season. Again,
the solution that maximized habitat quality consisted entirely of pasture cells near rice cells,
maintaining a mix of wet and dry land in the vicinity, and again the solution that maximized
water quality consisted of some cells near the river and some pasture cells higher in the
watershed.

The results for watershed 18 are shown in Table 6.4 and Figure 6.7. Given $457,600
for wetlands restoration, the greatest possible improvement in water quality is a 35%
decrease in nitrogen loads from surface runoff and the greatest possible improvement in
habitat quality is a 26% increase in total mallard abundance in the breeding season. In this
watershed the PPF looked more like a smoothly concave text book version of the curve, but
there was still a pronounced gap between the solutions that resulted in large water quality
improvements and those that resulted in large habitat quality improvements. Unlike in
watersheds 16 and 17, in this watershed the solutions were very close to each other spatially,
and the solution that maximized water quality was on the side of the river with the smallest
area. This was because the larger side was dominated by natural uplands and therefore
contributed a lower nutrient load than the smaller side of the watershed. Restoration again
occurred mostly on pasture cells, but there was a surprisingly large amount of variation in
benefits possible from different configurations of restoration activities within the single

pasture.
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Figure 6.3 — Baseline land use configurations in the four watersheds in

which the integrated model was solved.
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Table 6.1 ~ Results from watershed 13.

WATERSHED AREA: 1,364 ha

INITIAL CONDITIONS:
% Urban 27.32
% Agriculture 44.30
% Rice 0.27

% Native uplands  3.45
% Open water 0.00
% Wetlands 24.67

Baseline nitrogen load 2354.0 kg/yr

Baseline mallard abundance 80.3 individuals

BUDGET: $68,200

Predicted  Predicted

W Wi m::oaﬁen abundance
reduction  increase

fkg/yr] {individuals)
0.0000 1.0000 445 23
0.0110 0.9890 445 23
0.0115 0.9885 2159 1.1
0.0210 0.9790 2159 1.1
0.0215 0.9785 2579 0.22
1.0000 0.9785 2579 0.22
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Table 6.2 - Results from watershed 16.

WATERSHED AREA: 8,276 ha

INITIAL CONDITIONS:
% Urban 5.8
% Agriculure 177
% Rice 100

% Native uplands  63.6
% Open water 20
% Wetlands 038

Baseline nitrogen load 5,117.7 kg/yr
Baseline mallard abundance  133.6 individuals

BUDGET: $413,800

Predicted Predicted

nitrogen  mallard
W W load abundance

reduction  increase

(kg/yr]  [individuals]

0.0000 1.0000 54.9 277
0.0050 0.9950 54.9 27.7
0.0100 0.9900 1,905.8 4.37
0.0150 0.9850 2,1825 2.65

0.0200 0.9800 2,309.7 0.527
0.0250 0.9750 2,309.7 0.527
0.0750 0.9250 2,310.5 0.527
1.0000 0.0000 2,310.5 0.527
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Figure 6.5 - The PPF and associated restoration activities for watershed 16.
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Table 6.3 - Results from watershed 17.

WATERSHED AREA: 3,964 ha

INITIAL CONDITIONS:
% Urban 11.5
% Agriculture 515
% Rice 16.3

% Native uplands  17.6
% Open water 0.5
% Wetlands 27

Baseline nitrogen load 9,370.6 kg/yr
Baseline mallard abundance  62.9 individuals

BUDGET: $198,200

Predicted Ptr:fniact;d
nitrogen
W W loagl abundance
reduction  increase
[ke/yr]  [individuals]
0.0000 1.0000 162.6 31.66
0.0050 0.9950 162.6 31.66
0.0075 0.9925 178.5 28.19
0.0100 0.9900 651.6 23.39
0.0250 0.9750 651.6 23.39
0.0400 0.9600 1,083.3 14.73
0.0500 0.9500 1,795.0 3.07
0.10C0 0.9000 1,795.0 3.07
0.1500 0.8500 1,799.4 2.50
0.1250 0.8750 1,799.4 2.50
1.0000 0.0000 1,858.0 0.01
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Figure 6.6 - The PPF and associated restoration activities for watershed 17.
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Table 6.4 - Results from watershed 18.

WATERSHED AREA: 9,152 ha

INITIAL CONDITIONS:
% Urban 56
% Agriculure 183
% Rice 0.0
% Native uplands 0.3
% Open water 29
% Wetlands 69.2
Baseline nitrogen load 4,507.2 kg/yr
Baseline mallard abundance  149.2 individuals
BUDGET: $457,600
Predicted P:::]]i::ld
nitrogen
W W loa%i abundance
reduction  increase
(kg/yr] [individuals]
0.0000 1.0000 41.07 39.67
0.0010 0.9990 41.07 39.67
0.0020 0.9980 196.82 39.45
0.0031 0.9970 196.82 39.45
0.0031 0.9969 1,289.93 23.54
0.0150 0.9850 1,312.12 23.79
0.0200 0.9800 1,343.85 22.09
0.0400 0.9600 1,347.55 22.09
0.0500 0.9500 1,386.88 17.74
0.1250 0.8750 1,510.39 12.82
0.2000 0.8000 1,505.09 13.98
0.2500 0.7500 1,524.63 8.83
0.3000 0.7000 1,524.63 8.83
0.3750 0.6250 1,515.83 12.62
0.5000 0.5000 1,515.83 12.62
1.0000 0.0000 1,517.12 10.60
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Figure 6.7 - The PPF and associated restoration activities for watershed 18.
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As a final exercise for the watersheds case study, I varied the restoration budget in
watershed 18 to assess its effect on the PPF. Increasing the budget should shift the PPF out
and decreasing it should shift it in, but it is not clear a priori how far it will shift and whether
or not some portions of the curve will shift more than others. The increments of the shifts
and the shapes of the shifted PPFs will provide an indication of the “returns to scale” in the
watershed, where “scale” is with respect to the total funds available for wetlands restoration
activities in general. Two more sets of optimization problems were solved for watershed 18,
one with a budget of $915,200 and one with a budget of $228,800 (twice and half that used
to generate the results in Table 6.4 and Figure 6.7). The results of this exercise are given in
Figure 6.8, which shows that water quality improvements initially increased rapidly then

flattened out, while habitat quality improvements remained high for a greater range of the
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Figure 6.8 - Shift of the PPF with a change in the restoration budget.
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budget. The results suggest that up to a 35% reduction in nitrogen loads from surface
runoff can be achieved by restoring wetlands in a few strategic locations, but achieving

removal rates greater than 35% will be difficult.

6.4.2 The WRP case study

In the second case study the integrated model was applied to the entire Central Valley. In
this case, however, the decision variables did not correspond to individual cells. Instead, a
set of “sites” (varying numbers of contiguous agriculture cells) was constructed randomly, in
an effort to mimic as closely as possible the set of parcels offered for inclusion in the WRP
in California in the year 2000. In that year, 83 of the 87 parcels offered for inclusion in the
WRP were in counties that overlap the Central Valley. Detailed information on the locations
of the offered parcels was not available. However, the number of parcels offered in each
county and the area of each parcel was known. To simulate the set of parcels offered for
inclusion in the WRP, I chose 83 sets of contiguous agriculture cells at random according to
the county-level distribution of the parcels offered in 2000. The number and the size range
of the parcels offered in 2000 were replicated for each county. For example, in Tulare
County ten parcels were offered, the smallest of which was 20 hectares and the largest 453
hectares. Therefore, I chose 10 sets of contiguous agriculture cells totaling between 20 and
453 hectares at random from Tulare County and treated them as offerings to be considered
by a hypothetical WRP manager. Sites were constructed in a similar manner for other
counties, and the entire set served as the basis of the optimization problem. The wetlands

restoration problem was then solved for a range of W}, and W, to delineate the production
possibilities frontier, as in the watersheds case study. In this case the decision variable x

where i = 1,2,... 83, referred to whether or not site i (each of which consisted of multiple
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contiguous cells) was chosen for inclusion in the WRP. This process was repeated multiple
times to generate a distribution of possible outcomes, all loosely analogous to the situation in
California in the year 2000.

I used the same optimization heuristic for the WRP case study as for the watersheds
case study, but in this case finding the globally optimal solution was virtually guaranteed
because the offered sites generally only interacted with each other weakly. The water quality
benefits of restoring a particular site could only be affected by restoration of other sites that
happened to be in the same drainshed, an unlikely occurrence given the small number of
sites considered and the large study area. Similarly, the habitat benefits of restoring a
particular site could only be affected by restoration of other sites that happened to be within
400 meters. As a result, Step 4 of the optimization algorithm was greatly simplified in this
scenario.

Table 6.5 presents summary output for 50 repetitions of the WRP scenario. For
simplicity I focused only on the endpoints of the PPFs - the maximum habitat and water
quality benefits attainable and the water quality and habitat benefits associated with those
solutions. The results were quite consistent across the repetitions, in spite of the wide
latitude inherent in the randomization algorithm for defining the locations of the sites. In
aggregate, the results in Table 6.5 suggest that at current funding levels (about $11,000,000
per year), the WRP in California could restore approximately 1,000 hectares of wetlands, or
increase the abundance of mallards in the breeding season by approximately 650 individuals,

or decrease nitrogen loads to rivers and streams from surface runoff by approximately
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12,000 kg per year.”' However, not all of these improvements can be made simultaneously;
there are significant tradeoffs to consider.

In all repetitions the area of wetlands restored to maximize water quality was less
than the area restored to maximize habitat quality, a result that can be attributed to the
strong spatial effects embodied in the production function for water quality. The structure
of the production function for water quality was such that the benefits of restoring wetlands
in very specific locations - close to the river and in those drainsheds with a large amount of

contributing area — were much higher than other locations. This was due to the

Table 6.5 - Results from the WRP case study.

Average Coefﬁ.cignt
of Variation
Kg/yr]
Baseline nitrogen load 4,673,056 NA
) 2t 12,377 0.226
W| B> 3,691 0.281
W| Area™ 7,889 0327
[individuals]
Baseline mallard abundance 77,000 NA
H™= 655.5 0.111
H| W= 324.1 0.358
H| Area™ 4547 0.168
[Hectares]
Baseline wetland area 317,908 NA
Ared™ 1,016 0.075
Area| W™ 702.2 0.130
Avrea| H™ 867.6 0.110

heterogeneity in the spatial distribution of surface runoff and associated pollutant loads

across the landscape. In the water quality model nonpoint source pollution is diffuse, but far

51 The numbers in Table 6.5 are likely underestimates because most WRP participants accept easement
payments that are well below the market value of their land. This is because the landowner retains the title to
the land and the right to use it in ways compatible with maintaining it as a wetland. Therefore, the landowner
does not forego all of the private benefits of the land.
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from uniform. The production function for habitat quality, on the other hand, implies that
mallard abundances are less influenced by the spatial arrangement of wetlands. Because only

cells within 400 meters of each other interacted, there were many arrangements of restored

cells that could lead to similar levels of habitat benefits. This can be understood by

imagining the production functions for habitat and water quality as general functions of the
amount (A4) and configuration (C) of wetlands: H =h(A,C) and W = w(A4,C). The

marginal rate of substitution between the two “inputs,” — ZA—é , is larger for the water quality

production function than the habitat quality production function.

The average nitrogen attenuation rate on restored cells points to the increase in
effectiveness possible from spatial targeting. The average attenuation rate in the restored
wetlands in the WRP case study was approximately 18.1 kg/ha, which was much higher than
the average of 1.2 kg/yr in existing wetlands (according to baseline outputs from the water
quality model), but much lower than the 68.9 kg/ha in restored wetlands from the
watersheds case study. In the only other cost-effectiveness study of the water quality
benefits of wetlands restoration that I am aware of, Ribaudo et al. (2001) assumed an average
attenuation rate of 200 kg/ha in an analysis in the Mississippi Basin. The results presented
here imply that the average rate will depend crucially on the spatial arrangement of the
restored wetlands. The difference between the average attenuation rates in restored wetlands
in the watersheds case study and the WRP case study arises because the manager in the
watershed scenario had a completely free hand to spatially target restoration activities; all
cells were treated as available for purchase and restoration. In the WRP scenario the

manager was constrained by the initial set of offered sites.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



179

The average increase in abundance of mallards on restored sites in the WRP case
study was 0.76 individuals/ha, and for the watersheds case study it was 1.1 individuals/ha.
Again, because the marginal rate of substitution between wetland area and configuration was
lower for the habitat function, it follows that there would be lower gains in effectiveness
from spatial targeting possible, and therefore a less pronounced difference between the two
case studies.

The watersheds and WRP case studies were not intended to answer definitively the
question of where wetlands should be restored in the Central Valley (though they were a
start in that direction). They were intended to estimate, in a general way, the potential gains
in effectiveness possible form a spatially targeted approach to selecting sites for wetlands
restoration, and the magnitude of the tradeoffs between water quality and habitat quality
improvements that managers should expect to face. The results from both the watersheds
case study and the WRP case study suggest that significant gains in effectiveness could be
possible through a spatially targeted approach, and that there could be significant tradeoffs
berween objectives to consider. Wetlands policies (in the aggregate) and wetlands
management activities (in particular instances) could be more effectively evaluated and

designed with these issues in mind, and with the tools described in this dissertation at hand.
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Chapter 7 - Conclusions

The research described in this dissertation was predicated on the notion that the goal - or at
least one important goal - of public policy related to wetlands is to maximize the net
benefits they deliver to society. From that perspective, measuring the public and private
benefits and costs of alternative wetlands conservation strategies is an important endeavor.
Our ability to measure these benefits and costs depends largely on our understanding of the
determinants of wetland ecosystem services, which is where the research described in this
dissertation fits into the overall public policy debate regarding wetlands conservation.

This dissertation described several semi-independent pieces of research, but all were
executed with the two broad objectives first mentioned in Chapter 1 in mind: (1) to further
our understanding of the role that landscape configuration plays in the provision of
ecosystem services from wetlands, and (2) to enhance our practical ability to account for
spatial effects and tradeoffs between competing environmental objectives when evaluating,
designing, and implementing wetlands policies. Section 7.1 reviews some of the main results
from the research, and Section 7.2 concludes the dissertation with a brief discussion of

potential improvements to suggest directions for future work.

7.1  Summary of the main results

1.4 saofzmegrataiopnrmzaamnxddsuusdezd@dtbatwpmdea useful framework for analyzing
and prioritizing wetlands restoration actruties.

Chapter 2 presented a general numerical framework for analyzing land use decisions when

spatial effects and multiple objectives are important. The framework provides a useful way
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to organize our thinking about land use decision-making, and it provides a means to measure
the importance of spatial effects and to compare the effectiveness of different site selection
strategies. Results from the optimization exercises in Chapter 2 suggested that site selection
heuristics that account for spatial effects could deliver near-optimal solutions to site selection
problems. This is important because optimizing algorithms will not be feasible for many
real-world problems. Results from the cases studies in Chapter 6 showed that the
framework could be implemented in large landscapes using readily available data. It should
also be clear that this approach requires a multi-disciplinary effort. The framework provides
a rational way to combine models and methods from ecology, hydrology, economics, and

operations research, to more effectively analyze and design wetlands conservation strategies.

2. Regression models using GIS land use data and bird abvendance data from the North A menican Breadig
Bird Surcey suggested that breeding mallards in the Coural Valley of Califoria exhibit a preference for
areas with a mix of wet and dry land use types.

Results from the regression models of mallard habitat selection in Chapter 3 showed that in
the Central Valley mallards have a preference for locations with a mix of wet (wetlands or
rice) and dry land use types in the breeding season. Too few wetlands are sub-optimal, but
too many are sub-optimal as well. Specifically, the results suggest that an optimal landscape
for breeding mallards would consist of 71% of each 50-hectare scene in wetlands. This
result is consistent with the fact that mallards require upland areas for nesting and wetlands

for foraging and brood rearing.

3. Using regression models to predict changes in total population size from daanges in land use is valid only
wnder special ciraenstances.  If indriduals are distributed according to an ideal free distribution, then the

J;rezrzzmmltscm be used, alongwith same extra information, to predict daanges i carryeng capacity from

Using regression models to predict changes in total population size from changes in the
landscape is not strictly valid because the estimated parameters are conditional on the

-
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current population size. If data are collected when the population is not at carrying capacity,
then inferences regarding the effects of wetlands restoration based on such data will be
biased. In Section 3.4, I described a supplemental model that allows a more ecologically
coherent interpretation of the parameters in a standard regression model of species
abundances, and with some extra information and a few key assumptions the model could
be used to estimate the equilibrium population size that the landscape can support. The
model must ultimately be judged on its predictive capabilities, but the fact that it offers a
more theoretically consistent means of predicting population-level impacts of land use
change certainly warrants further research along these lines.

4. A large-scale hydrologic simudation moded that uses an explicit nooff routing algorithm was developed.
The madel can estimate ruatrient loads to rivers and streams fram non-pomt sovrce nenoff, and can be used to

the prioitization of weelands estonation actviies for mprovivg ater qualiy,
The hydrologic simulation model described in Chapter 4 can be used to estimate average

nutrient loading rates to each 200-meter stretch of all rivers and streams in the Central
Valley, and to predict changes in loading rates from wetlands restoration activities anywhere
in the valley. According to the baseline results 4,670,000 kg of nitrogen and 410,000 kg of
phosphorus enter rivers and streams from non-point source surface runoff, and wetlands
attenuate approximately 425,000 kg of nitrogen and 25,200 kg of phosphorus in the Central
Valley in an average year. The Central Valley water quality model represents a compromise
between simpler models that estimate edge-of-field nutrient loads only, and more complex

models that require detailed data that is often unavailable.

5. Differences in restoration aosts can exert a strong influence an the solution to the wetlands restoration
problem.

Chapter 5 presented estimates of wetlands restoration costs in the Central Valley. County

assessor data was used to estimate the opportunity costs of wetlands restoration, based on
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average per acre values for each land use type in each county. Projected costs for potential
WRP projects in California in the year 2000 were used to estimate wetlands construction
costs. The estimated land values varied substantially across land use types and across
counties, but the land value data were not detailed enough to characterize costs at the parcel
level. Results from the watersheds case study presented in Chapter 6 suggested that
restoration costs could have a strong influence on the optimal configuration of wetlands
restoration activities. The solutions to the wetlands restoration problem often consisted
largely of pasture cells, which were the least expensive to restore, even if those cells were not
otherwise ideal for delivering habitat or water quality benefits. Because both the nature of
the benefits and the costs were seen to have a large influence on the solutions, analyses that
focus exclusively on the benefits side of the equation would be incomplete. Many reserve
site selection applications have ignored the variation in costs of setting aside nature reserves.
A few researchers have shown that such an omission can lead to substantially less effective

conservation prescriptions, and the results of the present research support their findings.

6. Tradeoffs between habitat andwater quality benefits fram wetlands restoration can be severe.

Results from the watersheds case study and the WRP case study in Chapter 6 suggested that
decision-makers could face significant tradeoffs between competing environmental
objectives when designing wetlands conservation policies. The results from the watersheds
case study suggested that the tradeoffs could be especially severe when a manager has a
completely free hand to target restoration activities in a watershed. The solutions that
maximized water quality benefits delivered very little habitat benefits, and vice versa. The
results from the WRP case study suggested that the tradeoffs could be less severe, but still

substantial, when a manager must choose from a limited set of sites offered for enrollment
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in an easement program. The solutions that maximized water quality delivered about half of
the maximum possible habitat benefits, and solutions that maximized habitat benefits
delivered less than one third of the maximum possible water quality benefits. This research
is among the first applications of reserve site selection methods to focus on tradeoffs
between competing environmental objectives.

7. The tntegrated optimization model can be used to estimate the levels of evvironmental benefits possible from
et conseration prograns (s s the WRP) rderdifrent s o i

The results from the WRP case study suggested that at current funding levels the Wetlands
Reserve Program in California could decrease nitrogen loads to rivers and streams in the
Central Valley by approximately 12,000 kg per year, or increase mallard abundances in the
breeding season by approximately 650 individuals per year. The model could also be used to
estimate the expected levels of environmental benefits from alternative levels of funding.
The figures presented in Chapter 6 likely underestimate the benefits that the WRP can
deliver, however, because the costs of purchasing easements is generally lower than the cost
of purchasing land outright, which is what the costs estimates based on county assessor data
used in the model imply. Nevertheless, this research is among the first to estimate actual
levels of ecosystem services from wetlands. The standard approach in the wetlands
assessment literature uses relative values and indices of functions, which cannot be readily
converted to actual levels.

8. A spatially targeted approach to wetlands conservation can deliver substantially bigher levels of

The simulation exercises presented in Chapter 2 showed that when spatial effects are
important a spatially targeted approach to prioritizing wetlands restoration activities could
deliver higher levels of environmental benefits than a non-targeted approach. The
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optimization exercise in Chapter 4 showed that the spatial habitat preferences of mallards in
the breeding season in the Central Valley could be sufficient to support a spatially targeted
approach to restoring wetlands for waterfowl habitat in the region. A simulated 50%
increase in the area of wetlands near BBS route-stops was predicted to lead to an increase in
total mallard counts of over 300%. The results from the WRP case study in Chapter 6
suggested that a spatially targeted approach to wetlands restoration in the Central Valley -
even when a manager must choose from a limited set of sites - could yield an approximately
55% greater decrease in nitrogen load from non-point source runoff and an approximately
45% greater increase in mallard abundances, compared to an approach that maximizes the
total area of wetlands restored. The results from the watersheds case study also suggested
that there could be significant differences in benefits from restoration activities that are
spatially very similar. In watershed 18 in particular, all solutions to the wetlands restoration
problem consisted of cells within a single pasture, but the differences in water quality and
habitat benefits between the alternative solutions were substantial.

In all, this research has demonstrated that spatial effects can have a strong influence
on the level of ecosystem services that wetlands deliver to society, and that there can be
significant tradeoffs to consider when designing and implementing wetlands policies. But
beyond merely calling attention to these issues, the models developed in this research can be
used to measure the magnitude of spatial effects and tradeoffs and ultimately to make more

effective environmental policy decisions in their presence.

7.2 Potential improvements and directions for future research
Most of the limitations of the models were discussed in the relevant chapters, but it will be

useful to review the major ones here to suggest directions for future work. First, the
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regression models in Chapter 3 are limited in the scope of their applicability. They cannot
be used alone to make predictions about population-level effects of land use changes.
However, the model sketched out in Section 3.4 has the potential to ameliorate this
shortcoming. Another limitation of the regression models in Chapter 3 was their inability to
distinguish between effects of land use near and far. Better model specifications may
produce better results, but due to the inherently high level of spatial autocorrelation it will
always be difficult to separate these effects. Better data (e.g., from radio telemetry studies of
species movements) may be required to address the more difficult questions of spatial
habitar preferences of birds and other species in a satisfactory way. Another limitation of
the mallard model is its exclusive focus on the breeding season. A more complete model of
mallard population dynamics would account for annual migration between, and the
conditions on, both the breeding and wintering grounds.

The water quality model could be improved by addressing the following limitations:
(1) the paucity of data for calibration, (2) the disparate and mismatched nature of the data
used to parameterize the model, and (3) the simplified functional forms used as the
foundation of the model. These limitations have been listed in decreasing order of
importance; the first improvement that should be made is to gather more data for
calibration, and only after the calibration data and input data are sufficiently improved
should the model be made any more complex. A limitation that was not discussed in detail
in Chapter 4, and one that could go under the third category listed above, is the purely static
nature of the model. One of the dynamic processes that is ignored, and one that pertains to
the ability of wetlands to perform water quality services in particular, is the possibility that
wetlands could become effectively saturated with nitrogen or phosphorus (or other water

quality constituents of concern), such that over time their ability to artenuate these pollutants
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would diminish. The water quality model described in Chapter 4 could provide the
foundation for addressing issues of this nature, where the timing as well as the location of
management decisions are important, but substantial extensions of the model would be
required.

The cost estimates used for this research could be improved by collecting more data
to fill the gaps in estimated land values. Data on land values were available for only 13 of
the 20 counties in the Central Valley, and many land use types in those 13 counties were not
recorded separately by county assessors. The estimates of restoration costs were also
incomplete because they excluded the cost of delivering water to the sites. Another
limitation of the costs data was that they were not detailed enough to estimate a hedonic
model to describe the influence of wetland proximity on land values, which would be
necessary to account for the potentially endogenous nature of the costs of wetlands
restoration.

Large problems are difficult to solve with the numerical optimization framework
used for this research, so heuristics tailored specifically to the problem at hand must be
employed. Much of the research described in this dissertation was aimed at developing
useful heuristics for the particular problem of wetlands restoration in agricultural landscapes.
Nevertheless, even the simple optimization heuristics used here were able to delineate sets of
restoration sites that yielded much larger improvements in habitat and water quality than the
set that yielded the largest increase in wetland area. Therefore, analyses of the effectiveness
of spatial targeting and tradeoffs between different objectives need not be hampered by an
inability to apply optimizing algorithms. The integrated optimization model used for the
case studies in Chapter 6 could be improved by making it faster and easier to implement. It

could be made faster by decreasing the resolution of the model grid, from 200-meter cells to
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400-meter cells for example. This would decrease the resolution at which restoration
activities could be targeted, but it would allow case studies in larger watersheds, and it would
allow more sites to be considered when prioritizing restoration activities throughout the

valley.
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Appendix - Benefits and costs, optimization, and the
Wetlands Reserve Program

The Wetlands Reserve Program (WRP) is a voluntary federal program run by the Natural
Resources Conservation Service of the U.S. Department of Agriculture. The WRP offers
landowners the opportunity to receive payments for restoring and maintaining wetlands on
their property.” Implementation of the WRP is the responsibility of the states, and in
California it generally involves selecting from among parcels offered for enrollment in the
program those that are expected to yield the greatest “biological benefits” possible. The
expected biological benefits of purchasing and easement for and restoring an offered parcel
to wetlands are estimated during field visits by WRP staff with the aid of a “biological
ranking criteria worksheet” (see Figure A.1°). In brief, the WRP site selection strategy
works as follows:

1. A raw biological score is calculated for each site being considered for inclusion in the
WRP, based on the biological ranking criteria worksheet.

2. To account for differences in costs of the land, the raw biological score is adjusted
by how much it differs from $3,000/acre. It is adjusted up if it is less expensive, and
down if it is more expensive. This is then the biological score.

3. Contributions from partnerships are taken into account by adjusting the biological
score by the percent decrease in total NRCS costs that would result from partnership
contributions. This is then the adjusted score.

4. Sites are chosen in decreasing order of the adjusted score until the budget for the
year is exhausted.

If the goal of the program is to maximize the biological benefits from wetlands
restoration, and if the raw biological score is assumed to be the best available indicator of the

expected biological benefits from restoring each parcel, then the site selection strategy

32 hutp://www.wi.nrcs.usda.gov/programs/wrp.asp
* The biological ranking criteria worksheet reproduced here is not exactly the same as the one currently in use
in California. It has recently been changed slightly, bu it is still very similar to the one in Figure A.1.
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should be designed to choose the set of sites that will yield the greatest possible total
biological benefits, subject to the limited annual budget. The current strategy is apparently
intended to do this, by choosing sites that have high biological benefits but low costs.
However, it turns out that the strategy described below would perform better than the
strategy currently in use. The alternative strategy would work as follows:

1. Calculate the raw biological score for each prospective site.
2. Calculate the expected costs of restoring each prospective site (accounting here for

partnership contributions).

3. Divide the raw biological score by the expected cost to get a biological benefit-cost
ratio.

4. Choose sites in decreasing order of the biological benefit-cost ratio until the budget
is exhausted.

To estimate how much better the alternative strategy would perform compared to
the current strategy, I applied it to data on all 87 parcels offered for inclusion in the WRP in
California in the year 2000, which are listed in Table A.1 in increasing order of their final
rank based on the current selection strategy.** The budget for the WRP in California in the
year 2000 was approximately $10 million >

In the year 2000 the first 15 parcels listed in Table A.1 were selected. The sum of
the raw biological scores for the first 15 parcels, i.e. the “total biological benefit,” was 2,799.
If parcels were chosen in decreasing order of the adjusted score, then the total biological
benefit would have been 1,677. If the parcels were chosen in decreasing order of the correct

adjusted score (based on an adjustment to the biological score, as called for by the scoring

* To maintain confidentiality, all information associated with each offered parcel that could potentially be used
to identify the landowners has been omitted from the table.

* There is some confusion regarding how sites were actually selected in 2000. According to data on which
Table A1.1 was based, parcels were selected in increasing order of their final rank (column 1). However, there
is a discrepancy between the rank and the adjusted score (column 11), which is the result of the currently used
site selection strategy as described in the main text. This suggests that some other (unknown to me) criteria
went into determining the final rank. Furthermore, the adjusted score was apparently calculated incorrectly.
Contrary to what the scoring strategy calls for, it appears to have been based on an adjustment to the raw
biological score, instead of the adjusted biological score. However, this confusion does not affect the
conclusions I draw here regarding the effectiveness of the current site selection strategy.
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strategy), then the total biological benefit would have been 2,072. If the parcels were chosen
in decreasing order of the biological benefit-cost ratio, as suggested by the alternative site
selection strategy outlined above, then the total biological benefit would have been 6,714.
The alternative strategy substantially outperforms (any of the plausible versions of) the
current strategy. In fact, a randomization experiment suggested that a purely random site
selection strategy would be nearly as effective on average as the current strategy. I ranked
the offered parcels randomly 100 times, and each time chose parcels in decreasing order of
the random rank until the budget was exhausted. The average total biological benefit from
these trials was 2,445, and the standard deviation was 524. In 91 of the trials the total
biological benefit was greater than 2,072, which is what the total biological benefits in the
year 2000 would have been if parcels were chosen based on the correct adjusted score.*

The WRP is perhaps a prototypical example of a government program designed to
provide incentives to landowners to take marginal farmland out of production and restore it
to natural habitat. If the goals of the WRP and other state and federal programs like it are to
deliver the maximum possible level of environmental benefits, then thoughtful design of the

strategy used to select sites for enrollment in the programs is crucial for cost-effectiveness.

% I brought these results to the attention of an acquaintance at NRCS who is involved in implementation of
the WRP in California. His response was that the raw biological score is not intended as a measure of expected
biological benefits alone. It also includes measures of expected restoration success, based on the current and
past hydrologic conditions at the site, among other things. Nevertheless, the point I make here regarding the
sub-optimal performance of site selection strategjes that are not based on a rationally constructed benefit-cost
ratio remains valid.
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Figure A.1 - The California Wetlands Reserve Program biological ranking criteria worksheet.

RATING SCORE

Estimated Percentage of Hydric Soils in Offered Acres
Acreage Offered for Restoration

Present Land Use Type (ac)

Ag Type

Client Name: Date

Address: Application No.
Evaluators:

Check WRP Option: Perpetual 30-Year 10-Year Restoration Agreement

Total Acres

Proposed Land Use Types (ac)

Wetlands

\Woody Ripanian

27 o,

T SRS FACTORoRS

Vo B L

Maximum Points
FACTOR 1. RESTORED HYDROLOGY (Present Condition) 25
FACTOR 2. RESTORED HYDROLOGY (Future Condition) 25
FACTOR 3. SPECIES UTILIZATION 30
FACTOR 4. HABITAT DIVERSITY 20
FACTOR 5. GEOGRAPHIC LOCATION 15
FACTOR 6. ADJACENT PROTECTED HABITAT 15
FACTOR 7. SURROUNDING HABITAT 15
FACTOR 8. RESTORED HYDROLOGY: Soil Factors 40
FACTOR 9. SIZE OF OFFERING 15
SUBTOTAL SCORE 200
COST RANKING SCORE 40
PARTNERSHIP POINTS 20
TOTAL 260
Signature - FWS Representative Date
Signature - Technical Team Leader Date
Signature - District Conservationist Date
I[Landowner Review Date
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Figure A.1 (continued)

4 TT" T
5 RESEORRERS

*Hydrology Functions Absent (Example. PC,

does not Pond or Flood for 15 Consecutive Days (25 Points)
*Hydrology Functions Degraded (Example: FW

or Wetlands Farmed Under Natural Conditions,

still Ponds or Floods for 15 days or more) (20 Points)

Cropland that has been restored to wetland voluntarily,

will be scored according to its prior condition.

*Formetly PC (25 Points)
*Formetly FW or Wetlands Farmed
Under Natural Conditions (20 Points)

NOTE: If more than one situation, making up 25% or more
of the offered acreage, calculate the weighted average.
Total

(max - 25 pts)
Field Notes: (describe the natural and supplemental hydrology, type and source of water,
and dependability of supplemental sources).

‘ngh Probablhty of Restoranon on at least 50% or
Supplemental Water readily available during the

growing season. Vernal Pool Complex > 15%. (25 Points)
*High Probability of Restoration on 25-50% or

Supplemental Water available during growing season (20 Points)
*Probability of Restoration on < 25% (10 Points)

NOTE: If more than one situation, making up 25% or more
of the offered acreage, calculate the weighted average.
Total
(max - 25 pts)
Field Notes: (describe restorable hydrology, ponding/flooding probability, source and
reliability of supplemental water).

-Listed Federal & State T&E Species 5 points each

-Species of Concern: Proposed/Candidate T&E Species 3 points each
Total
(max - 30 pts)
SCORE SPECIES HABITAT SEASON
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Figure A.1 (continued)

All (15 points)
All but One (10 points)
All but Two (5 points)
Three or More Absent (1 point)
Wetland Types*/
Habitat Elements**
Forested/Scrub Shrub Vemal Pools
— Open Water (>3 ft deep) —_Mud Flat
Submergents Submergents
— Shrubs/Trees _ Emergents
——Associated Uplands Associated Uplands
—_ Seasonal Herbaceous — Semi-permanent Herbaceous
Mud Flat ____Mud Flat
___Open Water —_Open Water
— Emergents —_ Submergents
__ Shrubs/Trees*** __ Trees/Shrubs***
Associated Uplands Associated Uplands
Coastal/Tidal
Mudflats
——Open Water
____Submergents***
_ Emergents***
___ Shrubs/Trees***
Associated Uplands
FOOTNOTES:

* Check appropriate wetland type evaluated and the Habitat Elements present.

** The Habitat Elements listed above must occupy at least 10% of the specific associated
Wetland Type to be considered present.

“** Considered in this Wetland Type only if present historically and will occupy at least
5% of the restored wetland.

NOTE: ADD 5 ADDITIONAL POINTS FOR > 1 WETLAND TYPE
Total
(maximum - 20 points)
Field Notes:
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(Check appropnate basin)
_____American Basin... v vee vee e cernnas (15 points)
___ Great Basm/ Intermounmn Valleys
___ Tulare Basin
____Sutter Basin
____ Butte Basin... vone or ee vue sas ane wes ess sus sen aen s (10 points)
Yolo Basm
___ Delta Basin
____NorthCoast... ot vee see nee me sue sun ee ven s (5 points)
Ccntral Coast

San Joaquin Basin
Colusa Basin

Southern California... ... ... ... cce cee vee cee vee cee ven vee ven vrn e (1 point)

}Field Notes:

.Q:zi—" 5 A Y - DR *__‘_ "’.:~ 7 o
m&;l NGIRLC) monn.{ux SEEAT  EASORWIT Ju’lv m(mﬁ ;

*Adjacent to Existing Easement, Refuge or other
Protected Area... ... ... ... oo ee et tan et cae cae e et cae et ere ae en eee eas ene bee sae sen aoe

*Protected Habitat within 1 mile... ...... .. cc. cev e cee cer veeven e e et e v e e e
*Protected Habitat greater than I mile... ... ... coe cee ven e ee vee cne e e

*Critically Limited: Greater than 10 miles... ... ... .. .. ceu cer vee vee vee can en eee s

(max - 15 pts)
Field Notes: Document type and size of protected area and distance from Proposed Esaement.
TYPE OF PROTECTED AREA DISTANCE
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Figure A.1 (continued)

4;~

R RABNEN G A REARDIR ECIRCADT)

Adjacent Habitats
* 3 Types, or Wetlands, making up greater than 75%
of the adjacent land use types. (15 points)
* 2 Types, or Wetlands making up greater than 50%
of the adjacent land use types. (10 points)
* 1 Type, or Wetlands, making up greater than 25%
of the adjacent land use types. (5 points)
* 1 Type, or Wetlands, making up less than 25%
of the adjacent land use types. (1 point)
Grassland ——Grain Crops
Woodland __ Irrigated Pasture
——— Brush/Scrubland Woody Riparian
Wetlands Total ____ |
(max - 15 pts)
Field Notes:

207

"Floodmg Potentml Temporaty lnundauon by Flowmg Watet
Frequent (>50 events in 100 years)
Occasional (5-50 events in 100 years)
Rare (1-5 events in 100 years)
*Ponding: (Determined by Permeability)
Very Slow
Slow
Moderate
Moderately Rapid
Excessive

*Saturation: (Depth to Water Table)
0 to 1foot
1 to 3feet
Greater than 3 fect

INOTE: Refer to local soil survey data for specific categories related to flooding,
permeability and depth to water table. Points for a high water table may be
considered even though the water table is seasonal.

Field Notes:

(15 points)
(5 points)
(1 point)

(15 points)
(10 points)
(5 points)
(3 points)
(1 point)

(10 points)
(5 points)
(1 point)

Total
{max - 40 pts)
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Figure A.1 (continued)

100 to 500 acres (15 points)

0 to 100 acres, or 500 to 1000 acres (10 points)

Greater than 1000 acres (5 points)
Total

(maximum - 15 points)
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