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Neuroimmune signals within the brain have a dual role in modulating neurophysiology 

both at baseline and in response to injury and infection. The primary focus of existing 

literature is on how inflammatory cascades affect network excitability following injury or 

in disease states. In these studies, we focus on the innate immune receptor, Toll-Like 

Receptor 4 (TLR4), and identify its novel neurophysiological roles in regulating 

hippocampal dentate excitatory and inhibitory networks under basal conditions and after 

fluid percussion injury (FPI) which impact working memory and behavior. Using CLI-095, 

a specific TLR4 antagonist, and a combination of local field potential recordings in the 

presence of glial metabolic inhibitors and whole cell voltage clamp recordings, we 

demonstrate a constitutive role of TLR4 in the uninjured dentate gyrus. This basal TLR4 

signaling is absent in the presence of glial metabolic inhibitors and selectively modulates 

granule cell GABAergic inhibitory currents. In uninjured mice, blocking TLR4 decreased 

input driven evoked inhibitory post synaptic currents (eIPSCs) and impaired both working 
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memory function in a Morris Water Maze task and spatial pattern separation in a Novel 

Object Location Task. In contrast, glial signaling is not required for TLR4 modulation of 

dentate excitability after brain injury. Specifically, neuronal expression of TLR4 enhances 

excitatory calcium permeable AMPA currents and reduces inhibitory GABA currents one 

week after brain injury. FPI resulted in early hilar somatostatin (SST) neuron loss, 

decreased eIPSC amplitude, and impaired working memory and spatial pattern separation 

at one week. Consistent with our finding that TLR4 is expressed on SST, but not 

parvalbumin interneurons, cell-type specific deletion of TLR4 in SST neurons identified 

that TLR4 expression in SST neurons as crucial for the injury-induced decrease in dentate 

eIPSC and behavioral deficits. These results indicate a differential role for cell-type 

specific TLR4 signaling in modulating of synaptic currents in granule cells from control 

and FPI mice. These studies demonstrate a novel role of TLR4 in modulating inhibitory 

synapses at baseline as well as after injury and provides promising therapeutic potential 

whereby acute targeting of TLR4 signaling after brain injury may limit post-injury 

increases in dentate excitability by augmenting synaptic inhibition. 
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INTRODUCTION 

 

Immunology and neuroscience have traditionally been studied as separate systems, with 

communication between the two initially thought to be mediated solely through circulating 

immune signals via the vascular system (Dantzer, 2018). Decades of research in the field 

of neuroimmunology have propelled the understanding that innate immune cells within the 

brain also produce the same cytokines locally as in the periphery (Dantzer, 2018). As our 

knowledge of neuroimmune signaling evolved, initial studies targeted the immune 

response in relation to disease and injury and demonstrated that neuroinflammation can 

contribute to acute and long-term changes within neuronal networks (Vezzani et al., 2011). 

Focus on immune receptors, ligands, and released cytokine signals, also revealed that these 

neuroimmune mediators are not only involved in an inflammatory response but are also 

constitutively expressed in low levels within in the brain and play a fundamental role in 

synaptic physiology and plasticity (Beattie et al., 2002; Pribiag & Stellwagen, 2014; 

Stellwagen & Malenka, 2006). As such, these innate immune receptors and their signaling 

molecules can affect both basal functions of neuronal networks, mediating developmental 

and homeostatic regulation of cellular and neuronal processes, and responses to 

neurological insult by initiating and mediating an inflammatory response. 

Traumatic brain injury (TBI) is a bump, blow, or jolt to the head that results in disruption 

of normal function in the brain. TBI results in initial mechanical damage to cells within the 

brain, as well as a secondary injury through inflammatory responses that can lead to edema, 

hyperexcitability, and further cell death (Bramlett & Dietrich, 2007). TBI sequelae include 
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increased inflammatory response, involving activation of microglia, recruitment of 

macrophages, and the release of inflammatory mediators (Amor & Woodroofe, 2014). 

Mild to moderate fluid percussion injury (FPI)  leads to acute cell death and results in an 

increase in the innate immune receptor Toll-like receptor 4 (TLR4) expression in the 

hippocampal dentate gyrus, which is correlated with increased seizure susceptibility and 

severity (Li et al., 2015). Initial studies blocking TLR4 signaling using specific 

pharmacological antagonists show that suppressing this signaling pathway early after 

injury may result in improved neurological and behavioral outcomes, however the same 

treatment in uninjured control animals led to opposing effects and poorer outcomes 

(Korgaonkar, Li, et al., 2020; Li et al., 2015). These contrasting effects may be explained 

by the dual role of inflammatory signaling molecules in mediating an immune response 

after cellular damage and their role in synaptic physiology at baseline. As such, elucidating 

any underlying differences between TLR4 regulation of neuronal activity in the injured 

and uninjured brain is crucial for therapeutic targeting. 

 

Toll-Like Receptors 

Toll-like receptors (TLRs) are an innate pattern recognition receptor involved in 

recognizing and mediating an immune response due to injury or infection. Mammalian 

TLRs were first identified based on their similarity to the Drosophila Toll that is involved 

in mediating immune responses in the fly. A mutation in a TLR gene was initially studied 

to investigate development of dorsal-ventral patterning in the fly, but it was found that a 

mutation in this gene also resulted in increased prevalence of fungal infections (Lemaitre 
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et al., 1996), leading to the discovery that TLR genes were involved in innate immunity. 

Since this initial discovery, a total of 13 TLRs have been identified in mice, with ten 

homologs found in humans. 

TLRs are receptors that are expressed on immune cells such as macrophages and dendritic 

cells in the periphery, as well as in microglia, astrocytes, and neurons in the brain (Kleen 

& Holmes, 2010). As part of the innate immune system, TLRs participate in the first line 

of defense for protection against pathogens and cellular injuries. TLRs bind to pathogen 

associated molecular patterns (PAMPs), signals with highly conserved motifs expressed 

by various classes of micro-organisms, as well as danger-associated molecular patterns 

(DAMPs), endogenous ligands that are typically released during cellular injury (Matzinger, 

2002). TLR1, TLR2, TLR4, TLR5, and TLR6 are expressed on extracellular membranes, 

whereas TLR3, TLR7, TLR8, and TLR9 are expressed in intracellular endosomes (Trotta 

et al., 2014). 

Each TLR is activated by specific PAMPs and DAMPs, with some overlap in ligand 

specificity. Binding of TLRs with its specific ligand results in the recruitment of one of 

two different pathways within the cell, a MyD88-dependent pathway and a MyD88-

independent pathway, named for the involvement of myeloid differentiation primary 

response gene 88. There are slight variations in the signaling pathways in some TLRs, 

however generally, most TLRs recruit a MyD88-dependent pathway, whereas TLR3 

recruits a MyD88-independent pathway. TLR4 is unique in that it results in the recruitment 

of both a MyD88-dependent pathway and a MyD88-independent pathway (Akira & 

Takeda, 2004) (Figure I.1). 
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Figure I.1: Simplified overview of LPS/TLR4 signaling pathway. TLR4 signaling can be 

MyD88-dependent and MyD88-independent, leading to the production of proinflammatory 

cytokines and Type I interferons. Adapted from Lu et al. (2008). 

 

Lipopolysaccharide (LPS) is a common activator for TLR4 on monocytes and 

macrophages. This process requires LPS to bind to an LPS binding protein (LBP), forming 

a complex that associates with a protein called cluster of differentiation 14 (CD14) located 

on the membrane, and recruiting an extracellular myeloid differentiation factor 2 protein 

(MD2). In the TLR4 MyD88-dependent pathway, MyD88 recruits interleukin-1 (IL-1) 

receptor associated kinases (IRAKs) and tumor necrosis factor (TNF) receptor-associated 

factors (TRAF6) that result in activation of transforming growth factor-b-activated kinase 
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1 (TAK1). This, in turn, activates mitogen-activated protein kinases (MAPK) and IKK, 

which leads to the induction of the transcription factor nuclear factor-kappaB (NF-ĸB), 

while MAPK kinases lead to the activation of other transcription factors such as AP1. 

Together with NF-ĸB, these transcription factors lead to the production of proinflammatory 

cytokines including interleukin 12 (IL-12), TNFα, and IL-1β (Akira & Takeda, 2004, 2004; 

Lu et al., 2008). 

The MyD88-independent pathway involves the recruitment of adaptor proteins TIR-

domain-containing adaptor protein inducing interferon-B (TRIF) and TRIF-related 

Adaptor Molecule (TRAM). This TRIF-TRAM interaction results in the activation of the 

transcription factor Interferon Regulatory Factor-3 (IRF3) through TRAF3. This signaling 

pathway ultimately leads to the production of type 1 interferons(Lu et al., 2008; Takeda & 

Akira, 2004, 2004). 

TLR4 ligands also include some viral proteins, polysaccharide, and endogenous proteins 

including high-mobility group box 1, or HMGB1. HMGB1 similarly interacts with TLR4 

and MD2, requiring the coreceptor CD14 to initiate the signaling pathway. TLR4 signaling 

is required for HMGB1 mediated TNFα release, as it is not increased in TLR4 or CD14 

knockout models. HMGB1 also leads to the release of MCP-1, IP-10, and MIP1α and has 

been shown to activate the TLR4 NF-ĸB pathway in epilepsy models (Maroso et al., 2010; 

Shi et al., 2019). 

Cytokines produced through this pathway act as signals that trigger several inflammatory 

processes including changes in vascular permeability or activation of lymphocytes. 

However, under basal conditions in the naïve brain and during development, cytokines 
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such as TNFα have been shown to impact neurophysiology and synaptic plasticity (Beattie 

et al., 2002; Pribiag & Stellwagen, 2014; Stellwagen & Malenka, 2006). 

Hippocampal Circuitry and Inhibition in the Dentate 

The hippocampus is one of the most well studied areas of the brain due to its well-defined 

laminar structure and important role in learning and memory, as first discovered in the 

landmark case study of the patient known as H.M (Eichenbaum, 2013). The hippocampus 

has also been of interest in epilepsy research, having the lowest seizure threshold of any 

comparable brain region. The structure and networks within the hippocampus predispose 

its susceptibility to seizure activity. 

Generally, the hippocampus forms the “trisynaptic circuit,” consisting of three major 

synaptic areas from projection neurons. Neurons from the entorhinal cortex (EC) project 

to cells in the dentate gyrus (DG), which then project to the hippocampal area Cornu 

Ammonis 3 (CA3), and onward to pyramidal cells in the CA1 region. More specifically, 

afferent inputs into the hippocampus arise from layer II of the entorhinal cortex and project 

through the subiculum onto dentate granule cells via perforant path fibers. These perforant 

path (PP) fibers terminate onto the dendrites of granule cells within the outer and middle 

molecular layers, depending on where they originate. PP fibers that originate from the 

medial EC terminate onto dendrites in the middle molecular layer, whereas PP fibers 

originating from the lateral EC terminate onto dendrites in the outer molecular layer. A 

subset of layer II EC afferents also project directly to CA3, and neurons from layer III of 

the EC project to CA1 (Figure I.2a) and the subiculum. Dentate granule cells then project 

their axons, known as mossy fibers (MF) onto the proximal dendrites of CA3 pyramidal 
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cells. Dentate GCs and their MF projections also synapse onto cells within the hilus. These 

cells include excitatory mossy cells (MCs) as well as several different types of inhibitory 

interneurons. CA3 pyramidal cells project their axons, Schaffer collaterals, onto the 

dendrites of CA1 pyramidal cells. The pyramidal cells in CA1 then project back to both 

the subiculum and deeper layers of the entorhinal cortex. As such, information entering the 

EC from other cortical areas can project through the entire hippocampal circuit and return 

to where it originated. This circuit, and any underlying transformation of signaling across 

this circuit, is believed to be critical for the encoding of information for long-term memory, 

novelty, and pattern separation (Yassa & Stark, 2011). However, this reentering loop is 

also proposed to underlie the suscepticility of the circuit for recurrent seizure activity. 

 

Figure I.2: a) Simplified schematic of hippocampal “trisynaptic circuit” showing perforant 

path fibers (blue) from the entorhinal cortex to the dentate gyrus, the mossy fibers (orange) 

from the dentate to CA3, and Schaffer collaterals (green) from CA3 to CA2. b) Voltage-

sensitive calcium images (left) and %ΔF/F (right). Under normal conditions, input from 

the PP is filtered by the dentate (top) however with 5μM picrotoxin (bottom), the dentate 

is unable to filter EC input, leading to increased activity in the hilus and CA3. From 

Coulter DA and Carlson GC (2007). 
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The dentate region of the hippocampus is of particular interest in the formation of memory 

as well as for its susceptibility to hyperexcitability and epileptogenesis. The DG is 

considered the “functional gate” of the hippocampus, whereby initial input from the EC is 

filtered and sparsed or separated out as it passes through the DG and sent onwards towards 

CA3. Calcium imaging studies of the hippocampal circuit demonstrate that though high 

levels of activity in the EC, which project towards the DG, while the dentate granule cells 

(GCs) exhibit relatively low levels activity  with sparse firing) (Piatti et al., 2013). 

Additionally, voltage-sensitive dye imaging studies found that stimulation of the PP 

afferents showed high levels of activity in the molecular layer of the dentate that failed to 

traverse through the granule cell layer (GCL) to the hilus and CA3(Coulter & Carlson, 

2007). In the presence of a low dose of the GABAA receptor antagonist, picrotoxin, PP 

stimulation results in high throughput of activity to the DG, hilus, and CA3 regions, 

indicating that this sparse firing is mediated by GABAergic signaling within the dentate 

(Coulter & Carlson, 2007) (Figure I.2b). 

The diverse population and number of inhibitory interneurons within the DG are crucial in 

maintaining the blanket of inhibition necessary for sparse firing of dentate GCs. Initial 

morphological studies have identified at least 21 different interneuron types in the hilus 

(Houser, 2007). These interneurons can be recruited directly through EC inputs to provide 

feedforward inhibition onto GCs or through GC or MC synapses providing feedback 

inhibition back onto GCs. 

Interneuron types can be classified by their location and terminal fields as well as their 

neurochemical identity (Figure I.3). Because of their complexities, typically a 
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combination of both classification levels are used to identify more specific subtypes of 

interneurons and their projections (Houser, 2007). All interneurons within the DG use 

GABA as their primary neurotransmitter, and thus can be identified using GAD65 and 

GAD67 staining. 

 

Figure I.3: Diversity of interneuron subtypes within the dentate gyrus. Interneurons within 

the dentate can be classified by the location of their cell bodies and terminal projections 

(top) or by their neurochemical identity (bottom). The dentate gyrus has numerous different 

types of interneurons that all use GABA as their primary neurotransmitter, providing 

powerful inhibition onto granule cells at various locations. Image from Cappaert et al. in 

The Rat Nervous System, 4th Ed. 

 

Although there are neurochemically diverse interneurons, including those expressing 

parvalbumin (PV), cholecystokinin (CCK), somatostatin (SST), calretinin, and 
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neuropeptide Y (NPY) in the DG, this project will focus on PV and SST expressing 

interneurons. 

Parvalbumin is a calcium-binding protein that is expressed in interneuron subtypes 

characterized by fast and sustained firing, the basket cells and axo-axonic cells. PV basket 

cells typically project perisomatically, or around the cell body of neurons, and are mostly 

fast-spiking interneurons. PV interneurons receive excitatory inputs from mossy fibers of 

GCs as well as direct afferent input from the EC, providing strong feedback and feed-

forward inhibition onto GCs. Basket cells are the most prominent subtype of PV 

interneurons in the DG. Their cell bodies are typically located at the border of the granule 

cell layer (GCL) and hilus, though some can be found within the GCL. Basket cell 

projections form a plexus that surround and synapse onto GC bodies. Basket cells have a 

wide distribution and can synapse with as many as 10,000 GCs. 

Axoaxonic cells are a second class of PV interneurons whose cell bodies are located at the 

outer border of the granule cell layer as well as inside the inner molecular layer and the 

hilus. Their axons form an extensive branch and provide a series of en passant synapses 

along the axon initial segment (AIS) of GCs. Along with basket cells, these PV-expressing 

interneurons can exert powerful inhibition to GC outputs due to their perisomatic and AIS 

projections.  

Somatostatin is a neuropeptide that is expressed in a subpopulation of dentate hilar 

interneurons. SST interneurons are the most abundant type of interneuron found in the DG. 

Many SST interneurons are considered HIPP (Hilar-Perforant Path) cells, as their cell 

bodies are located in the hilus and their axons project through the GCL to terminate onto 
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distal dendrites of GCs located in the outer molecular layer, where PP fibers from lateral 

EC terminate (Figure I.3). MFs from granule cells synapse heavily onto SST interneurons 

in the hilus, and these interneurons are in an ideal position to modulate PP inputs in 

response to GC activity. SST interneurons are sensitive to excitotoxicity, making them 

especially vulnerable to damage in epilepsy and traumatic brain injury (Frankowski et al., 

2019; Lowenstein et al., 1992; Toth et al., 1997). Studies have also shown that SST neuron 

integrity within the dentate gyrus is critical for pattern separation performance in mice 

(Morales et al., 2020). 

 

Pattern Separation 

Pattern separation is the ability to discriminate between similar experiences and is vital for 

episodic memory (Yassa & Stark, 2011). Recording and imaging data across the 

hippocampus have demonstrated that the dentate gyrus serves a functional role in pattern 

separation (Leutgeb et al., 2007). Lesion studies were the first to demonstrate that the DG 

is required for spatial pattern separation in rats. In one study, Hunsaker et al. (2008) used 

a novel object location task in which animals were initially (training phase) placed in an 

experimental field with two objects located 60cm apart. Later in a testing phase, animals 

were placed back into the same environment, however the objects were shifted and placed 

40cm apart. DG-lesioned animals spent less time exploring the objects, indicating that they 

were unable to recognize the novel locations of the shifted objects, or unable to 

discriminate the difference between the training and test phases of the experiment 
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(Hunsaker et al., 2008) (Figure I.4a). Kahn et al (2019) also demonstrated that increasing 

or decreasing dentate granule cell activity, using excitatory and inhibitory chemogenetic 

DREADDs (designer receptors exclusively activated by designer drugs), can impact 

performance on spatial object location, indicating that the precise tuning of granule cell 

activity is critical for pattern separation performance (Kahn et al., 2019) (Figure I.4b). 

Furthermore, in a study using optogenetic halorhodopsin to suppress SST neurons 

specifically in the dentate, Morales et al (2020) demonstrated that dentate SST cells 

regulate pattern separation behavior by modulating GC activity (Morales et al., 2020). 

Electrophysiological recordings and fMRI data indicate that pattern separation in the DG 

is largely dependent on the degree of input similarity (Leutgeb et al., 2007). When the 

inputs are more similar, or that there are fewer differences between input signals, the DG 

produces a more robust difference in outputs. These studies looked at visual or spatial input 

similarities and their respective activity levels within the dentate circuit, however a recent 

study by Madar et al. (2019) demonstrated this ability within dentate granule cells. The 

authors used hippocampal slice recordings in mice and provided artificial input spiketrains 

with known levels of similarity, generated by varying the spike timing, to the perforant 

path and recorded the output spiketrain from GCs. In their study, they found that GC 

outputs firing were more dissimilar than the input spiketrains, indicating that single dentate 

granule cells within the circuit perform temporal pattern separation of spiketrain inputs 

from the perforant path (Madar et al., 2019a, 2019b). 
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Figure I.4: Pattern separation performance is dependent on DG activity a) Object location 

task paradigm (top), shows that lesions in the dentate gyrus lead to impairments in 

performance compared to control and lesions in other hippocampal areas. adapted from 

Huntsaker et al (2008). b) Similar object location task paradigm, demonstrating effect of 

activating and inhibiting the DG using chemogenetic DREDDs on pattern separation 

performance. adapted from Kahn et al (2019) 

 

Several studies have proposed that the robust inhibition of the dentate is critical for pattern 

separation (Braganza et al., 2020; Cayco-Gajic & Silver, 2019).  Studies demonstrate that 

the feedback inhibitory circuits within the dentate are crucial for pattern separation, and 

that the sparse firing resultant of this robust inhibitory network underlies GC ability to 

perform pattern separation (Senzai & Buzsáki, 2017). Lastly, though some studies have 

demonstrated that pattern separation is impaired in injury models (Ngwenya & Danzer, 

2019), no studies to date have looked at correlation between cellular pattern separation and 

behavioral pattern separation and the effect of traumatic brain injury and role of immune 

receptors in these dynamics. 
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Innate Immune Signaling in Regulating Baseline Network Function 

Recent studies have started to identify the importance of immune signaling molecules in 

neuronal development, synaptic plasticity, and function. In fact, several immune molecules 

have been found to be expressed in both neurons and immune cells and play a role in both 

the central nervous system and the immune system (Morimoto & Nakajima, 2019). Key 

inflammatory and anti-inflammatory cytokines including IL-1β, IL-6, TNFα, and TGF-β 

have been shown to be expressed in neurons, microglia, and astrocytes within the central 

nervous system and be involved in the regulation of cell proliferation, cell survival, as well 

as synapse development (Bauer et al., 2007; Knuesel et al., 2014).  Although immune cells 

and signaling molecules have been demonstrated to be involved in the development and 

maintenance of synapses, their impact on neurophysiology has only recently been explored. 

Maintenance of neuronal activity is crucial for proper functioning of brain networks and 

any disruptions in baseline activity can adversely impact memory and behavior. As such, 

the cells and molecules involved in maintaining neural states are essential for normal 

functioning of the brain. 

Recent studies have examined how immune signaling molecules and their receptors are 

directly involved in modulating neuronal activity. However, the vast majority of these 

studies focus on a disruption in network balance due to disease or injury (Vezzani et al., 

2011; Villasana-Salazar & Vezzani, 2023). A few studies have shown, however, that 

cytokines such as TNFα and IL-17a, and IL-4 also have important roles in baseline 

neuromodulation (Yang et al., 2023). TNFα, of particular interest, is a cytokine produced 

downstream in the TLR4 pathway, and has been shown to regulate neuronal circuit 
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plasticity and homeostasis by modulating AMPA and GABA receptor trafficking at 

excitatory and inhibitory synapses, respectively (Pribiag & Stellwagen, 2013; Stellwagen 

et al., 2005; Stellwagen & Malenka, 2006) (Figure I.5). Recent studies have also shown 

that TLR4 plays a role in neurogenesis, cell proliferation, cell survival, and neurite 

development (Barak et al., 2014). 

 

Figure I.5: TNFα decreases the surface expression of GABAA receptors. A) 

Representative micrographs and group data from cells double labeled for surface GluR1 

and the β2/3 subunit of the GABAA receptors (GABAR). In cells showing a robust increase 

in GluR1 after TNFα treatment, there was a small but significant decrease in surface 

expression of GABAR compared with cells from untreated sister cultures. B) Sample 

images and composite data from cells labeled for endocytosed GluR1 or GABAR. TNF 

treatment (black bars) increased the endocytosis of GABAR but not GluR1 relative to cells 

from untreated cultures (gray bars). From Stellwagen et al (2007). 
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Additionally, our lab has shown that blocking TLR4 at baseline reduces local field potential 

population spike amplitude in the hippocampal dentate network and increases kainic acid 

induced seizure susceptibility and severity (Korgaonkar, Li, et al., 2020; Li et al., 2015). 

These studies demonstrated that immune receptors may also play a role in maintaining 

network homeostasis under basal conditions, in the absence of an inflammatory insult. 

Furthermore, investigation into the underlying mechanism of how TLR4 modulates 

network excitability revealed that, unlike after brain injury, granule cell AMPA currents 

and receptor expression are not affected by blocking TLR4 at baseline (Korgaonkar, Li, et 

al., 2020). This emphasizes that though the same immune modulators may contribute to 

both constitutive and injury-induced modulation of network excitability, their underlying 

mechanisms are likely distinct. 

 

Neuro-Immune Signaling Following Brain Injury 

As previously mentioned, traumatic brain injuries are a result of primary mechanical and 

physical damage to cells within the brain as well as secondary inflammatory responses that 

may include the recruitment of macrophages and lymphocytes and activation of local 

microglia and astrocytes (Gyoneva & Ransohoff, 2015). These secondary effects of injury 

can lead to edema, network hyperexcitability, and additional cell death. Mechanical 

damage to cells also release endogenous factors that serve as DAMPs, and can include both 

protein DAMPs such as heat shock proteins or high-mobility group box 1 (HMGB1) 

proteins and non-protein DAMPs such as ATP, RNA, and DNA (Shi et al., 2019). TLRs 

that recognize these DAMPs have been shown to play an important role in mediating the 
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inflammatory responses following brain injury (Feldman et al., 2015). TLRs have been 

identified in different cell types within the brain including microglia, astrocytes, 

oligodendrocytes, neurons, and endothelial cells (Kleen & Holmes, 2010), and activation 

of these TLRs during injury may underlie the inflammatory responses after brain injury. In 

a study using RT-PCR, Hua et al (2011) found that mRNA levels of TLR1, TLR2, and 

TLR4 were upregulated in brain tissue 24 hours after TBI (Hua et al., 2011). Protein levels 

of TLR2 and TLR4 have also been shown to reach maximal at 24 hours after brain injury, 

reducing back to baseline levels after one to two weeks (Mao et al., 2012; Z. Zhang et al., 

2012; Zhu et al., 2014). Furthermore, HMGB1 has been shown to stimulate the release of 

TNFα, MCP-1, IP-10, and MIP-1a through its interaction with TLR4, as release of these 

factors from administration of HMGB1 failed in TLR4 knockout animals (Kim et al., 

2013). 

Though many studies have focused on the release of cytokines and activation of immune 

cells following brain injury, relatively few have focused on how this immune response 

affects network excitability and the underlying mechanism that may lead to increased 

seizure susceptibility and the development of post traumatic epilepsy (PTE). Specifically, 

how TLR signaling pathways may be directly involved in regulating synaptic activity both 

before and after injury remains to be elucidated. Although protein levels of both TLR2 and 

TLR4 have been found to increase around the injured area following brain injury (Mao et 

al., 2012; Z. Zhang et al., 2012), the vast majority of trauma studies have focused on TLR4 

signaling, potentially due to paucity of selective tools to study TLR2. TLR4, however, has 

been found to be expressed in hippocampal neurons and astrocytes (Feng et al., 2017). 
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Using western blot analyses of protein levels, our lab has shown a significant increase in 

TLR4 expression in the hippocampus as early as four hours after FPI, peaking at 24 hours, 

and returning to baseline levels within 7 days post injury (Li et al., 2015). Immunostaining 

studies have co-localized TLR4 expression with the neuronal marker, NeuN (Y. Li et al., 

2015). This localization of TLR4 on neurons provides an exciting avenue to examine the 

potential effects of TLR4 on neuronal excitability and epileptogenesis. 

 

Figure I.6: TLR4 antagonism in vivo modulates dentate network excitability and seizure 

susceptibility. A) Dentate population responses and summary data evoked by a 4mA 

stimulus to the perforant path in slices from sham (above) and brain-injured (below) rats 

treated in vivo with saline (left) and CLI-095 (0.5mg/kg, right), demonstrating the effect 

of CLI-095 on perforant path–evoked GC population spike amplitude in slices. B) 
Summary of latency to kainic acid (KA; 5mg/kg)–induced seizures in sham and fluid 

percussion injury (FPI) rats 1 month post injury obtained using hippocampal depth 

electrodes. Adapted from Korgaonkar et al 2020. 

 

Initial studies in our lab found an increase in hippocampal dentate excitability both using 

local field potential recordings of population spike amplitude as well as in susceptibility to 

seizures following a chemoconvulsant challenge following fluid percussion injury (FPI) 

(Y. Li et al., 2015) (Figure I.6). Treatment with specific TLR4 antagonists, reduced dentate 

excitability in brain injured rats and prevented the development of seizures after kainic acid 
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injection, demonstrating a role of TLR4 signaling in modulating neuronal excitability 

following injury (Figure I.6B). Studies in hippocampal cultures identified that TLR4 

signaling enhances calcium entry through NMDA receptors (Balosso et al., 2014), leading 

to initial investigations isolating NMDA currents in dentate granule cells. Surprisingly, 

studies isolating NMDA currents by pharmacological blocking of AMPA/Kainate and 

GABA receptors revealed no TLR4-dependent changes in NMDA currents (Y. Li et al., 

2015). Further studies in our lab isolated another ionotropic glutamate receptor, AMPA, 

and demonstrated an increase in overall granule cell excitation mediated by calcium 

permeable AMPA currents after FPI (Korgaonkar, Li, et al., 2020). These studies clearly 

indicate TLR4 signaling in increased dentate excitability and seizure susceptibility after 

injury, however whether TLR4 signaling also affects inhibitory networks within the 

dentate, show cell-type specific expression and function, and whether this TLR4 

modulation of neuronal networks result in behavioral consequences in working memory 

and pattern separation has remained unanswered. Elucidating the role of TLR4 signaling 

in modulating dentate network circuits and its effect on memory and behavior, both at 

baseline and following concussive brain injury, is the focus of the following studies. 

Understanding the dual role of TLR4 signaling is critical not only in furthering the 

knowledge of immune modulation of neurophysiology in health and disease and may also 

lead to more specific therapeutic targets for treatments following brain injury if their 

underlying mechanisms prove to indeed be distinct. 
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Abstract 

The mechanisms by which the neurophysiological and inflammatory responses to brain 

injury contribute to memory impairments are not fully understood. Recently, we reported 

that the innate immune receptor, toll-like receptor 4 (TLR4) enhances AMPA receptor 

(AMPAR) currents and excitability in the dentate gyrus after fluid percussion brain injury 

(FPI) while limiting excitability in controls. Here, we examine the cellular mediators 

underlying TLR4 regulation of dentate excitability and its impact on memory performance. 

In ex vivo slices, astrocytic and microglial metabolic inhibitors selectively abolished TLR4 

antagonist modulation of excitability in controls, but not in rats after FPI, demonstrating 

that glial signaling contributes to TLR4 regulation of excitability in controls. In glia-

depleted neuronal cultures from naïve mice, TLR4 ligands bidirectionally modulated 

AMPAR charge transfer consistent with neuronal TLR4 regulation of excitability, as 

observed after brain injury. In vivo TLR4 antagonism reduced early post-injury increases 

in mediators of MyD88-dependent and independent TLR4 signaling without altering 

expression in controls. Blocking TNFα, a downstream effector of TLR4, mimicked effects 

of TLR4 antagonist and occluded TLR4 agonist modulation of excitability in slices from 

both control and FPI rats. Functionally, transiently blocking TLR4 in vivo improved 

impairments in working memory observed one week and one month after FPI, while the 

same treatment impaired memory function in uninjured controls. Together these data 

identify that distinct cellular signaling mechanisms converge on TNFα to mediate TLR4 

modulation of network excitability in the uninjured and injured brain and demonstrate a 

role for TLR4 in regulation of working memory function. 
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Introduction 

A growing number of studies suggest that immune signaling can modulate nervous system 

function and plasticity (Pribiag & Stellwagen, 2014; Van Vliet et al., 2018). Activation of 

glial inflammatory signals, including TNFα and purinergic receptors, have been shown to 

impact synaptic plasticity and hippocampal memory function (Beattie et al., 2002; Belarbi 

et al., 2012; Pascual et al., 2012; Pribiag & Stellwagen, 2014). Increases in neuronal 

excitability and immune activation are hallmarks of traumatic brain injury and present a 

condition in which neuroimmune interactions are potentially accentuated (Chiu et al., 2016; 

Neuberger et al., 2017). While posttraumatic inflammatory responses are implicated in 

neurodegeneration, and immunosuppressants can improve neurological outcomes after 

brain injury (Saletti et al., 2019), mechanisms underlying immune regulation of neuronal 

function and behaviors are not fully understood. Among the immune pathways activated 

by brain injury, Toll-like receptor 4 (TLR4), an innate immune Pattern Recognition 

Receptor, has been shown to contribute to sterile inflammatory responses (Laird et al., 

2014; Vezzani et al., 2011; Zhu et al., 2014). Although TLR4 is traditionally recruited in 

defense against microbial pathogens, it can be activated by endogenous ligands released 

from injured tissue and dying cells, making it a critical link between brain injury and the 

ensuing inflammatory response (Kielian, 2006). While TLR4 upregulation after brain 

injury is well documented (Ahmad et al., 2013; Laird et al., 2014; Ye et al., 2014), we 

recently demonstrated a preferential localization of TLR4 in hippocampal dentate granule 

cell layer and hilar neurons rather than in glia (Y. Li et al., 2015). Our results revealed that 

TLR4 signaling reduced excitability in ex vivo slices from sham injured animals while 
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enhancing excitability after brain injury (Y. Li et al., 2015). Moreover, we recently reported 

that brief in vivo antagonism of TLR4 reduced posttraumatic increases in seizure 

susceptibility one to three months after injury, while augmenting risk for seizures in 

controls (Korgaonkar, Li, et al., 2020), indicating that brain injury and changes in TLR4 

signaling have lasting effects on dentate network excitability. The potential contribution of 

glial signaling and behavioral consequences of this differential TLR4 regulation of dentate 

network excitability are currently unknown. 

TLR4 is known to be expressed in both neurons and glia (Okun et al., 2012). However, a 

majority of the established functional effects of TLR4 in the CNS involve glial signaling 

and little is known about the role of neuronal TLR4. Consequently, signaling downstream 

of TLR4 has been elucidated primarily in glia. Activation of microglial and astrocytic 

TLR4 is known to engage two distinct signaling cascades, the pathway dependent on the 

Myeloid Differentiation factor 88 (MyD88) and the MyD88independent pathway which 

activates the TIR-domain-containing adapter-inducing interferon-β (TRIF) (Kawai & 

Akira, 2007). Recruitment of the MyD88-dependent pathway in astrocytes and microglia 

leads to transcription of nuclear factor-kappa B (NF-κB) and production of the pro-

inflammatory cytokine Tumor Necrosis Factor α (TNFα). Glia-derived TNFα has been 

shown to activate neuronal TNF receptor 1 (TNFR1) and mediate increases in NMDA 

receptor-dependent synaptic plasticity and AMPA receptor (AMPAR) surface expression 

(Stellwagen et al., 2005). The MyD88-independent pathway involves the recruitment of 

TRIF to activate Interferon regulatory factor 3 (IRF3), which in turn causes the production 

of interferon-β. Whether these or other signaling pathways are recruited by neuronal TLR4 
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remains unknown. A second aspect of interest concerns the functional consequences of 

TLR4 regulation in hippocampal dentate excitability. Sparse granule cell activity is critical 

for dentate spatial working memory function (Dengler & Coulter, 2016). Conditions that 

enhance dentate excitability or impair inhibition compromise memory function (Kahn et 

al., 2019). Indeed, brain injury leads to both increased dentate excitability and impairments 

in memory performance (Gupta et al., 2012; Hamm et al., 1996; Santhakumar et al., 2001; 

Semple et al., 2020). Several lines of evidence suggest a role for TLR4 in hippocampal 

memory processing. Mice lacking TLR4 show enhanced memory processing and 

mutations that alter TLR4 signaling impact hippocampal long-term potentiation and spatial 

reference memory (Costello et al., 2011; Okun et al., 2012). Changes in hippocampal 

memory processing in mice lacking TLR4 have been associated with increases in cells 

expressing the immediate early gene Arc, which is consistent with enhanced excitability. 

These findings suggest that TLR4 modulation of dentate excitability could impact memory 

performance (Jeltsch et al., 2001). The current study was conducted to determine the 

signaling mechanisms underlying TLR4 regulation of network excitability in the injured 

brain and its impact on behavioral outcomes. 

 

Materials and Methods 

All procedures were performed under protocols approved by the Institutional Animal Care 

and Use Committee of the Rutgers New Jersey Medical School, Newark, New Jersey and 

University of California, Riverside, California and are consistent with the ARRIVE 

guidelines. 
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Fluid percussion injury 

Juvenile male Wistar rats (25–27 days old) were subject to moderate (2–2.2 atm) lateral 

fluid percussion injury (FPI) or sham-injury using standard methods (Y. Li et al., 2015; 

Neuberger et al., 2017). Studies were restricted to males to avoid confounds due to cyclical 

changes in immune responses and behavioral effects of injury in females(Potter et al., 2019; 

Roof & Hall, 2000). Briefly, under ketamine (80 mg/kg)-xylazine (10 mg/kg) anesthesia 

(i.p.), rats underwent stereotaxic craniotomy (3 mm dia, −3mm bregma, and 3.5 mm lateral 

to sagittal suture) to expose the dura and bond a Luer-Lock syringe hub. The next day, 

randomly selected animals received a brief (20 ms) impact on the intact dura using the FPI 

device (Virginia Commonwealth University, VA) under isoflurane anesthesia. Sham rats 

underwent all procedures except delivery of the pressure wave. Animals with implants 

dislodged during impact and those with < 10 sec apnea following injury or injuries in which 

the pressure waveforms were jagged were excluded. 

Field electrophysiology 

One week after FPI or sham-injury rats were euthanized under isoflurane and horizontal 

brain slices (400 μm for field recordings and 300 μm for patch recordings) were prepared 

in ice-cold sucrose-artificial cerebrospinal fluid (ACSF) containing (in mM) 85 NaCl, 75 

sucrose, 24 NaHCO3, 25 glucose, 4 MgCl2, 2.5 KCl, 1.25 NaH2PO4, and 0.5 CaCl2 (Li 

et al., 2015; Yu et al., 2016). Recordings were restricted to the side of injury (ipsilateral). 

Field recordings were obtained in an interface recording chamber (BSC2, Automate 

Scientific, Berkeley, CA) perfused with ACSF containing (in mM) 126 NaCl, 2.5 KCl, 2 

CaCl2, 2 MgCl2, 1.25 NaH2PO4, 26 NaHCO3 and 10 D-glucose at 32–33 °C. Granule cell 
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population responses were recorded using patch pipettes with ACSF, in response to stimuli 

delivered through bipolar tungsten stimulating electrodes in the perforant path. Population 

spike amplitude was measured as the amplitude of the first negative deflection overriding 

the field EPSP waveform, as described previously (Neuberger et al., 2014). In all drug 

incubation experiments, pre and post drug recordings were conducted in the same slices 

with a 45 min incubation between recordings. Slices were recorded in control ACSF and 

transferred to incubation chambers containing ACSF or one of the following drug cocktails 

(a) CLI-095, (b) CLI-095 + fluoroacetate + minocycline (c) fluoroacetate + minocycline 

(d) HMGB1 (e) anti-TNFα or (f) HMGB1 + anti-TNFα for 45 min before returning slices 

back to the recording chamber. The drugs were used at the following concentrations: CLI-

095, 10 ng/ml; fluoroacetate, 1 mM; minocycline, 50 nM; HMGB1, 10 ng/ml and anti-

TNFα, 1 μg/ml. The drugs and their concentrations are listed in Supplemental Table 1. 

Electrode positions were maintained during pre and post incubation recordings. Control 

incubations in ACSF between recordings confirmed that perforant path evoked dentate 

population spike amplitude was stable during experimental manipulations (Suppl. Fig. 1). 

All electrophysiology data were low pass filtered at 3 kHz, digitized using DigiData 

1440A, acquired using pClamp10 at 10 kHz sampling frequency, and analyzed using 

ClampFit 10. In experiments in which the percent change in population spike was analyzed, 

data from recordings in which no population spikes were observed in ACSF were excluded 

from analysis. For whole cell patch clamp recordings, slices were visualized using infrared 

differential interference contrast techniques (IR-DIC) with a Nikon Eclipse FN-1 

microscope and a 40X water-immersion objective. A MultiClamp 700B amplifier 
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(Molecular Devices) was used to perform voltage clamp recordings from granule cells at 

32–33 °C using borosilicate microelectrodes (4–6 MΩ) containing (in mM) 140 

CsMethanesulfonate, 10 HEPES, 2 MgCl2, 0.2 EGTA, 2Na-ATP, 0.5NaGTP, 10 

phosphocreatine and 0.2% biocytin. Currents were evoked using a tungsten stimulating 

electrode located in the perforant path. Afferent evoked excitatory postsynaptic currents 

(eEPSCs) were recorded at −60 mV and data from slices incubated in ACSF or drugs were 

compared. Data were low pass filtered at 3 kHz, digitized using DigiData 1440A, and 

acquired using pClamp10 at 10 kHz sampling frequency. Recordings were rejected if the 

cell had more than a 20% change in series resistance over time. ClampFit 10 and Sigma 

Plot 12.3 were used to analyze the data. 

Neuronal cultures 

Primary hippocampal neurons were obtained from the hippocampi of E17–18 C57Bl/6J 

mouse embryos of both sexes. Hippocampi were transferred to 15 ml tissue culture tubes 

and the volume was adjusted to 10 ml with Hanks balanced salt solution (HBSS) and were 

then gently centrifuged at 1000 rpm for 1 min. HBSS was then removed from the tube and 

tissue was digested in 5 ml of 0.25% trypsin and 75 μl of DNase (200Units/mg) solution 

for 20 min at 37 °C. Trypsin/DNase mix was then removed from tissue and the tissue was 

washed with characterized fetal bovine serum. Tissue was transferred to Neurobasal plating 

media-A (NB-A) and mechanically dissociated by trituration with a Pasteur pipet. Cells 

were pelleted by centrifugation at 1500 rpm for 5 min. Cells were taken up in 20 μl of NB-

A plating medium and counted in a hemocytometer. Approximately 0.5–1.0 × 106 cells 

per well were plated on Poly-D-Lysine (PDL) coated 15 mm coverslips in NB-A medium 
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containing B27 and L-glutamine and cultured at 37 °C in 5% C02/95% air. Medium was 

changed every 3–4 days. Ara-C was added to media on day 3 for complete removal of glia. 

Cultured coverslips were stained for GFAP and IBA-1 for confirmation of complete 

absence of glia. 11- to 13-day old cultures were used for physiological recordings. 

Recordings were obtained from independent culture plates obtained from embryos from 3 

to 4 pregnant dams. Cultured neurons were visualized under IR-DIC using a Nikon Eclipse 

FN-1 microscope and a 40X, 0.8NA water-immersion objective. Whole cell recordings 

were obtained using MultiClamp 700B (Molecular Devices) at 32–33 °C. Voltage clamp 

recordings of AMPAR currents were performed using borosilicate microelectrodes (4–6 

MΩ) containing (in mM) 140 Cs-gluconate, 10 HEPES, 2 MgCl2, 0.2 EGTA, 2Na-ATP, 

0.5Na-GTP, 10 phosphocreatine and 0.2% biocytin in the presence of SR95531 (10 μM) 

to block GABAA receptors and D-APV (50 μM) to block NMDA receptors. Recordings 

were rejected if the cell had more than a 20% change in series resistance over time. 

Drug administration 

One day after injury, a randomly assigned cohort of FPI and sham rats received either 

vehicle (saline) or a synthetic TLR4 antagonist, CLI095 (0.5 mg/kg, s.c.) for 3 doses at 8–

12 h intervals starting 8–12. after injury. A second group underwent stereotaxic injection 

(Hamilton syringe-26 G) of 5 μl of saline or the highly selective TLR4 antagonist LPSRS 

Ultrapure (LPS-RSU, 2 mg/ml) in the hippocampus on the side of injury. Injections were 

delivered through the implanted syringe hub (AP: 2.5–3.0 mm, ML: 2.5–3.5 mm, DV: 3–

3.5 mm). Drugs were delivered one day after injury at a rate of 1 μl/5 mins under isoflurane 

anesthesia (2% in 95% O2, 5% CO2) delivered through a nose cone. 2.5. Western blotting 
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Western blots of protein from fresh hippocampal tissue were obtained from rats perfused 

with cold ACSF (4 °C) 3 days and 1 week after FPI or sham-injury as described 

previously(Y. Li et al., 2015) using antibodies listed in Table 1. Protein concentration of 

the sample lysates was measured using BCA assay (Santa Cruz). Equal amounts of protein 

samples were diluted at a ratio of 1:1 in Laemmli sample buffer (Sigma) and separated on 

pre-cast gel (4–12% Tris–glycineBio-Rad). Chemiluminescent detection was performed 

with ECL western blotting detection reagent (Westdura, Thermo Scientific) using 

FluoroChem 8800. Densitometric quantification was determined using Image-J software 

(NIH) and normalized to β-actin density. 

Spatial working memory test 

A delayed match to position working memory task was conducted using a Morris Water 

Maze (Pang et al., 2015). Rats were trained to locate a hidden escape platform (10 × 10 

cm) located below the water surface in a pool (1.5 m diameter). The working memory 

procedure consisted of 6 trials in one day; each trial had a sample and a choice phase. 

During the sample phase, rats began from a predetermined location in a zone without the 

platform and had 60 sec to locate a randomly placed escape platform in the pool. Rats 

which failed to locate the platform were manually led to the platform. The choice phase 

commenced 60 s after the sample phase and was identical in procedure to the sample phase. 

Rats spent a minimum of 30 min in a holding cage between trials. In each session, the start 

and the escape platform locations were distributed to equally throughout the pool (3 zones 

X 2 trials each for a total of 6 trials). Swim paths were recorded for offline analysis of path 

efficiency (defined as ratio of the straight-line distance between the start and the escape 
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platform location and total distance traveled by a rat; a value of 1 indicates the most 

efficient path) using ANYmaze software. Rats were tested for spatial working memory 

performance prior to injury, rats with matched pre-injury path efficiency scores were 

assigned to either sham or FPI groups such that the average pre-injury path efficiency 

scores were not different between rats receiving sham or FPI. Rats in each stratum were 

randomly assigned to an injury group (Sham or FPI) and treatment (saline, LPS-RSU, CLI-

095) groups. Rats had one session of testing at 1 week (early phase) and 1 month and/or 3 

months (late phase) after injury. 

Statistical analysis 

Statistical analyses were performed using GraphPad Prism 8. A total of 140 rats and 6 mice 

(pregnant dams) were used in the study. All independent samples were tested for normality 

and homogeneity of variance in GraphPad Prism 8 using descriptive statistics from 

Levene’s test. Post-hoc Tukey’s test was used to assess statistical significance of between-

group differences. In behavioral studies (Figs. 1.7 and 1.8), data from sample and choice 

phases were analyzed separately using mixeddesign ANOVA or two-way repeated 

measures ANOVA with time as repeated measure variable. Appropriate tests were selected 

depending upon the samples and their distribution for each experiment and on consultation 

with the Rutgers Biostatistics core. The significance level was set to p < 0.05. Data are 

shown as mean ± s.e.m. All data and statistical results are presented in Supplemental Tables 

2 and 3 respectively.  
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Results 

Differential contribution of glial signaling to TLR4 modulation of excitability in sham and 

injured rats. 

The sterile inflammatory response after brain injury is known to enhance TLR4 signaling 

in the hippocampus (Ahmad et al., 2013; Laird et al., 2014). Brain injury results in dentate 

hilar neuronal loss and increases in expression of microglia and reactive astrocytes (Gupta 

et al., 2012; Y. Li et al., 2015; Neuberger et al., 2017). Our earlier studies identified that 

TLR4 is expressed in neurons in the hippocampal dentate gyrus and has divergent effects 

on hippocampal dentate excitability; reducing excitability in controls while enhancing 

excitability early after brain injury (Korgaonkar, Li, et al., 2020; Y. Li et al., 2015). 

However, prior studies have attributed TLR4 regulation of glutamatergic currents to 

recruitment of glial TLR4 signaling (Balosso et al., 2014). To specifically test the 

contribution of glial signaling to TLR4 modulation of dentate excitability in sham and FPI 

rats, we adopted a pharmacological cocktail of fluoroacetate (1mM) and minocycline 

(50nM) to acutely suppress astrocytes and microglia respectively. Fluoroacetate and its 

derivative flurocitrate are preferentially taken up by astrocytes and inhibit their metabolic 

function by blocking a critical Krebs cycle enzyme(Paulsen et al., 1987; Swanson & 

Graham, 1994). Minocycline, a tetracycline antibiotic and a potent inhibitor of microglial 

activation, has been shown to effectively suppress microglial TLR4 signaling (X. Li et al., 

2014; Zhou et al., 2006). If glial signaling contributes to the effects of TLR4 on dentate 

excitability a cocktail of fluoroacetate (1 mM) and minocycline (50 nM), referred hereafter 

as glial metabolic inhibitors (GMI), should occlude TLR4 modulation of dentate afferent 
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evoked excitability. Alternatively, if neuronal TLR4 is solely responsible for modulating 

dentate excitability, glial metabolic inhibitors should not alter the TLR4 modulation. As in 

prior studies, we used two mechanistically distinct TLR4 antagonists CLI-095 (also known 

as TAK-242/Resatorvid, 10 ng/ml) and LPS-RS Ultrapure (LPS-RSU, 50 μg/ml) which 

have similar effects on dentate excitability (Korgaonkar, Li, et al., 2020; Y. Li et al., 2015). 

CLI-095 is a small molecule inhibitor of TLR4 signaling that acts on the intracellular 

domain to block both ligand dependent and independent TLR4 signaling and is approved 

for clinical trial in sepsis. LPSRSU is a competitive TLR4 antagonist acting on the 

extracellular binding site. As reported previously, CLI-095 increased granule cell 

population spike amplitude in slices from rats one week after sham injury (Fig. 1.1A, Note: 

the CLI-095 data, previously reported in Korgaonkar et al., 2020, are shown for 

comparison). In contrast, CLI095 failed to alter granule cell population spike amplitude 

when the slices from sham rats were incubated for 45 min in GMI (Fig. 1.1B, summarized 

in sham plots in Fig. 1.1E, population spike amplitude in mV in response to a 4 mA 

stimulation, sham in ACSF: 0.39 ± 0.08, n = 8 slices, 3 rats, and sham incubated in CLI-

095 and GMI: 0.28 ± 0.06, n = 8 slices, 3 rats, p > 0.05 by two-way ANOVA followed by 

post-hoc Tukey’s test; sham-CLI095: 1.04 ± 0.17, n = 5 slices, 3 rats, reported in 

Korgaonkar et. al., 2020). Similarly, LPS-RSU did not increase granule cell population 

spike amplitude in the presence of GMI (population spike amplitude in mV in response to 

a 4 mA stimulation, sham in ACSF: 0.33 ± 0.05; sham in LPS-RSU and GMI: 0.28 ± 0.08, 

n = 6 slices, 3 rats, p > 0.05 by two-way ANOVA followed by post-hoc Tukey’s test). 
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These data indicate a critical role for glia in CLI-095 and LPS-RSU mediated increases in 

population spike amplitude in sham controls (Fig. 1.1F, sham plots). 

One week after brain injury, CLI-095 reduced perforant path-evoked dentate population 

spike amplitude (Fig. 1.1C) indicating that TLR4 signaling enhances network excitability 

after FPI (Korgaonkar, Li, et al., 2020; Y. Li et al., 2015). Unlike the findings in sham 

controls, the reduction in population spike amplitude with CLI-095 treatment persisted in 

the presence of GMI (Fig. 1.1D-E FPI data, population spike amplitude in mV in response 

to a 4 mA stimulation, FPI in ACSF: 1.646 ± 0.12, n = 8 slices, 3 rats, and FPI in CLI-095 

and GMI: 0.40 ± 0.13, n = 8 slices, 3 rats, p > 0.05 by two-way ANOVA followed by post-

hoc Tukey’s test; FPI-CLI095: 0.14 ± 0.11, n = 6 slices, 3 rats, reported in Korgaonkar et. 

al., 2020). Once again, effects of LPS-RSU paralleled those of CLI-095, with LPS-RSU 

reducing dentate population spike amplitude even in the presence of GMI (population spike 

amplitude in mV in response to a 4 mA stimulation, FPI in ACSF: 1.61 ± 0.30; FPI in LPS-

RSU and GMI: 0.38 ± 0.14, n = 9 slices, 3 rats, p > 0.05 by two-way ANOVA followed by 

post-hoc Tukey’s test). These data indicate glial signaling is unlikely to mediate TLR4 

enhancement of dentate excitability after brain injury (Fig. 1.1F, FPI plots). 
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Figure 1.1. Differential role for glial signaling in TLR4 modulation of dentate 

excitability in sham and injured rats. (A-D). Granule cell population responses evoked 

by a 4mA stimulus to the perforant path in slices from sham rats before and after CLI-095 

(10ng/ml) in A and before and after incubation in CLI-095+Fluororoacetate (1mM) 

+Minocycline (50nM) in B. Responses in slices from FPI rats before and after CLI-095 

(10ng/ml) in C and before and after incubation in CLI-095+Fluororoacetate (1mM) 

+Minocycline (50nM) in D. Arrows indicate stimulus artifact. (E-F) Summary plots of 

population spike amplitude (E) and % change in population spike amplitude compared to 

corresponding ACSF treatment condition (F). *indicates p<0.05 compared to 

corresponding recordings in sham, # indicates p<0.05 and n.s. indicates p>0.05 for pairwise 

comparison with corresponding control drug incubation by TW-ANOVA followed by 

pairwise Tukey’s test. Note: CLI-095 data in panel E was previously reported in 

Korgaonkar et al., 2020 and included for comparison with effect of GMI. (Data generated 

by co-authors) 
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Next we examined whether GMI could directly impact network excitability. While the 

population spike amplitude in slices from FPI rats was greater than in sham rats, treatment 

with GMI alone did not directly alter network excitability in slices from either sham or FPI 

rats (Fig. 1.2A-C, sham in ACSF: 0.29 ± 0.05; sham in GMI: 0.23 ± 0.06, −18.33 ± 12.11% 

change in n = 5 slices, 3 rats each; FPI in ACSF: 1.67 ± 0.13, and FPI in GMI: 1.68 ± 0.12, 

1.30 ± 3.46% change, n = 5 slices, 3 rats each ; p < 0.0001 for effect of injury F(1,8) = 

101.8). 

We previously reported that TLR4 signaling enhances granule cell AMPA currents after 

FPI (Y. Li et al., 2015). To further verify whether glial signaling contributes to 

posttraumatic increase in granule cell EPSCs, we examine whether incubation in GMI 

altered perforant path evoked excitatory postsynaptic currents (eEPSCs) after FPI. 

Consistent with our prior data (Li et al., 2015), granule cell eEPSC amplitude was 

significantly increased one week after FPI (Amplitude in pA, sham-ACSF: 749.1 ± 139.5, 

n = 7 cells and FPI-acsf 1296 ± 146.2, n = 6 cells, p < 0.05 by t-test). We previously 

demonstrated that TLR4 antagonist selectively reduced post-injury increases in perforant 

path evoked granule cell eEPSCs one week after FPI without altering eEPSCs in sham 

injured controls (Li et al., 2015). Granule cell eEPSC amplitude in slices from sham rats 

showed a small increase following incubation in GMI which failed to reach statistical 

significance (Fig. 1.2D, Amplitude in pA, sham-ACSF: 749.1 ± 139.5, n = 7 cells and 

sham- GMI: 1044 ± 116.1, n = 6 cells, p > 0.05 by t-test). Importantly, in slices from FPI 

rats, eEPSC amplitude was not altered by incubation in GMI (FPI-ACSF: 1296 ± 146.2, n 

= 6 cells and FPI-GMI 920 ± 180.7, n = 8 cells, p > 0.05 by t-test) indicating the lack of 
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direct effect of GMI on granule cell eEPSCs amplitude after injury. These data further 

suggest that glial signaling does not underlie TLR4 regulation of eEPSC amplitude after 

FPI. 

 
 

Figure 1.2. Effect of glial metabolic inhibitors on dentate excitability. (A). Granule cell 

population responses evoked by a 4mA stimulus to the perforant path in slices from the 

various experimental conditions. Arrows indicate stimulus artifact. (B-C) Summary plots 

of population spike amplitude (B) and pairwise comparison of population spike amplitude 

compared to corresponding ACSF treatment condition (C). *indicates p<0.05 by TW-

ANOVA followed by pairwise Tukey’s test. (D, E) Representative eEPSC traces from 

granule cells recorded following incubation (45 minute) in ACSF (above) or GMI (below). 

Responses were elicited by a 2mA stimulus to the perforant path in slices prepared one 

week after sham-injury (D) and FPI (E). Corresponding summary plots are presented in the 

panels to the right. (Data generated by candidate) 
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Neuronal signaling underlies TLR4 modulation of AMPAR currents. 

To further examine the role for neuronal signaling in TLR4 modulation of excitability we 

established pure neuronal cultures from wildtype embryonic mouse hippocampi (Fig. 

1.3A). Cultured cells were confirmed to be purely neuronal by the presence of the 

microtubule associate protein (MAP2) and absence astrocytic (GFAP) or microglial (Iba1) 

markers (Fig. 1.3B). In neuronal cultures, stimulation of neuropil evoked synaptic AMPAR 

currents, which were enhanced in cultures treated with the TLR4 agonist HMGB1 (10 

ng/ml) (Fig. 3C-D, AMPAR charge transfer in pA.sec: ACSF: 152.3 ± 6.80, 7 cells from 4 

different repeats, HMGB-1: 254.4 ± 15.57, 7 cells from 4 replicates, p < 0.05 by one-way 

ANOVA followed by a Tukey’s multiple comparison test). The ability of TLR4 agonist to 

increase excitability is the opposite of what is observed in slices from control rats and 

similar to observations in ex vivo slices from the injured brain (Li et al., 2015). Similarly, 

when neuronal cultures in vitro were treated with the TLR4 antagonist LPSRSU (1 μg/ml) 

the AMPAR current charge transfer was reduced (Fig. 1.3C-D, AMPAR charge transfer in 

pA.sec: cultures incubated in LPSRSU: 93.4 ± 13.75, 6 cells from 4 replicates, p < 0.05 

versus ACSF by one-way ANOVA followed by a Tukey’s multiple comparison test) as 

reported in granule cells in ex vivo slices from brain injured rats (Li et al., 2015). Note that, 

since LPS-RSU and CLI-095 have similar effects on AMPA currents in hippocampal slices 

(Korgaonkar et al., 2020; Li et al., 2015), we restricted the in vitro analysis to a single 

TLR4 antagonist. Once again, these data show that the response of cultured neurons to 

TLR4 ligands is similar to that observed in granule cells from slices one week after FPI, 

suggesting that the trauma of dissociation may confer an injury-like phenotype to TLR4 
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effects in neuronal cultures. The ability of TLR4 ligands to bidirectionally modulate 

AMPAR currents in the absence of glia, and in a direction similar to that observed in slices 

after brain injury, is consistent with our finding (Fig. 1.1) that glial TLR4 signaling is not 

central to TLR4-dependent enhancement of excitability after brain injury. 

 

 

Figure 1.3. TLR4 modulation of AMPAR currents in hippocampal neurons in vitro. 

(A). Schematic of experimental design shows timeline for preparation of cultures followed 

by drug treatments and whole cell recordings. (B). Example maximum intensity projection 

of confocal image stacks from a hippocampal neuronal culture plated at embryonic day 17 

and stained for MAP2 at 12 days in vitro (DIV) to reveal neurites. (C). Overlay of sample 

AMPAR current traces recorded in response to neuropil stimulation in neuronal cultures. 

Neurons were held at −60 mV to obtain recordings in ACSF, TLR4 agonist HMGB1 and 

TLR4 antagonist LPS-RSU. (D). Summary plot of AMPAR current charge transfer. * and 

# indicates p<0.05 compared to ACSF by One Way ANOVA followed by post-hoc Tukey’s 

test. (Data generated by co-authors) 
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TLR4 antagonist treatment in vivo reduces post-injury increases in inflammatory signaling 

downstream of TLR4 

Earlier studies have shown that anti-inflammatory agents can limit cell death after brain 

trauma by suppressing the inflammatory responses mediated downstream of TLR4 

signaling (Dong et al., 2011). Our data show that TLR4 signaling reduces excitability in 

shams and increases excitability after brain injury. Moreover, we recently demonstrated 

that blocking TLR4 signaling in vivo reduced posttraumatic increases in hippocampal 

cellular inflammation observed three days after FPI without altering the inflammatory 

milieu in controls (Korgaonkar et al., 2020). However, whether blocking TLR4 signaling 

causes opposite changes in signaling pathways downstream of TLR4 in the uninjured and 

injured brain, which could contribute to the differing effects TLR4 signaling on excitability 

in sham and FPI rats, is not known. To test this possibility, we examined western blots 

from hippocampal tissue ipsilateral to injury for the endogenous TLR4 ligand, HMGB1, 

and downstream signaling elements of the MyD88-dependent and independent pathways. 

Fresh hippocampal tissue for western blot analysis was obtained from rats that had 

undergone sham or FPI followed by treatment with saline or CLI-095 treatment (0.5 mg/kg, 

3 doses at 8–12 h intervals starting 8–12 hrs after injury). Since TLR4 expression peaks at 

24 h, this dosing strategy was based on reported biological availability of CLI-095 in rat 

(Jinno et al., 2011) and was designed to antagonize the brief increase in TLR4 which peaks 

24 h after injury. 
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Figure 1.4. TLR4 antagonism in vivo suppresses increases in TLR4 signaling after 

brain injury. Representative western blots of HMGB1 (A) MyD88, IkBα, and NFκB, (C) 

and, TICAM2, IRF3 and TNFα (G) in hippocampal samples from the injured side obtained 

3 days after vehicle/CLI-095 treatment. Treatments were started 24 hours after injury. 

Corresponding β-actin bands are illustrated. (A, C and G) Summary histograms of 

expression of HMGB1 (B), MyD88 (D), IkBα (E), NFκB (F), TICAM2 (H), IRF3 (I) and 

TNFα (J), normalized to the expression levels in sham-vehicle treated controls. * indicates 

p<0.05 compared to sham and # indicates p<0.05 compared to corresponding ACSF by 

TW ANOVA followed by post-hoc Tukey’s test. (Data generated by co-authors) 
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In a cohort of rats examined one week after FPI or sham injury, hippocampal expression 

of TLR4 was not different between groups (Sham saline: 1.00 ± 0 , Sham-CLI095: 1.04 ± 

0.10, FPI- Saline: 1.13 ± 0.12 and FPI-CLI095: 0.946 ± 0.083, n = 4 each, no group 

differences by TW-ANOVA) which is consistent with the recovery of TLR4 levels back to 

those observed in controls one week after injury (Li et al., 2015). Therefore we decided to 

evaluate TLR4 signaling in hippocampal tissue 3 days after FPI, a time point at which we 

have reported a significant post traumatic increase in TLR4 expression which is suppressed 

by CLI-095 treatment in vivo (Korgaonkar et al., 2020; Li et al., 2015). In saline treated 

rats, hippocampal expression of HMGB1 was significantly enhanced three days after FPI 

compared to sham rats (Fig. 1.4A-B, p = 0.02 by TW ANOVA test, followed by post-hoc 

pairwise Tukey’s test). While CLI-095 treatment failed to enhance HMGB1 levels in sham 

controls (p = 0.99 for sham-saline vs. sham-CLI), HMGB1 levels in FPI rats treated with 

CLI095 trended towards a decrease when compared to saline-treated FPI rats (p = 0.065 

for FPI-saline vs. FPI-CLI by pairwise Tukey’s test) and was not different from saline-

treated sham rats. Next we examined the pathways downstream of MyD88-dependent 

TLR4 signaling: MyD88, IkBα, and NFκB. Levels of the three proteins downstream of the 

MyD88-dependent TLR4 pathway were enhanced in saline-treated FPI rats compared to 

saline-treated sham rats. (Fig. 1.4C-F). Compared to saline, CLI-095 treatment reduced 

the level of all three proteins in FPI rats without altering their levels in sham (Fig. 1.4C-

F). Similarly, proteins downstream of the MyD88-independent pathway, TICAM2 and 

IRF3 were also enhanced in saline-treated FPI rats than in sham controls (Fig. 1.4G-I;). 
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CLI-095 treatment returned TICAM2 and IRF3 levels in FPI rats back to levels comparable 

to sham controls without altering their levels in sham rats (Fig. 1.4G-I;). Moreover, TNFα, 

which is downstream of both MyD88 dependent and independent pathways was also 

enhanced in saline treated FPI rats and decreased to sham levels after CLI-095 treatment 

(Fig. 1.4G, J). However, CLI-095 did not alter TNFα levels in sham rats (Fig. 1.4G, J). 

Thus, in vivo CLI-095 treatment significantly reduced hippocampal expression of TLR4 

effectors examined in the injured brain while the treatment failed to alter expression of any 

of the TLR4 effectors tested in sham rats. These findings confirm the ability of in vivo 

treatment with CLI-095 to reduce early injury-induced increases in TLR4 signaling in the 

hippocampus, possibly by reducing the activation glial and cellular inflammatory 

responses to brain injury (Korgaonkar et al., 2020), without altering inflammatory 

signaling in controls. 

 

Role of TNF-α in TLR4 effects on network excitability 

Since TNFα is a direct downstream effector of the MyD88-dependent pathway and is also 

recruited by MyD88-independent pathways (Akira & Takeda, 2004), we examined whether 

blocking basal TNFα signaling impacts network excitability in the absence of the TLR4 

ligand. In ex vivo slices from sham rats, incubation in the TNFα antibody (anti-TNFα, 1 

μg/ml, 1hr) increased dentate population spike amplitude (Fig. 1.5A-B, population spike 

amplitude evoked by a 4 mA stimulus, in mV, sham: before anti-TNFα 0.02 ± 0.01; after 

anti-TNFα: 0.33 ± 0.22, n = 8 slices from 4 rats, p = 0.028 by paired t-test). This increase 

in population spike amplitude in anti-TNFα is similar to what is observed in slices from 
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sham injured rats treated with TLR4 antagonist (Fig. 1.1A and Li et al., 2015). In contrast 

to findings from sham rats, incubation in anti-TNFα significantly reduced perforant path 

evoked population spike amplitude in slices from FPI rats (Fig. 1.5C-D, population spike 

amplitude in mV at 4 mA stimulation, FPI before anti-TNFα: 1.43 ± 0.22, FPI after anti-

TNFα incubation: 0.422 ± 0.19, n = 14 slices from 5 rats, p < 0.0001 by paired t-test). 

Blocking TNFα which is elevated after brain injury (Fig. 1.4J and (Atkins et al., 2007; 

Sinha et al., 2017)), reduced network excitability, consistent with the effect of TLR4 

antagonist application in slices from rats after FPI. 
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Figure 1.5. Effect TNFα signaling on network excitability in sham and injured rats. 

(A) Representative dentate population responses evoked by a 4mA stimulus to the 

perforant path in a slice from a sham rat before (above) and after (below) incubation in 

anti-TNFα (1μg/ml). Arrows indicate stimulus artifact. (B) Summary data of effect of anti-

TNFα (1μg/ml) on perforant path-evoked granule cell population spike amplitude in slices 

from sham rats. (C) Example dentate population responses perforant path stimulation at 4 

mA in slices from FPI rats before (above) and after (below) incubation in anti-TNFα 

(1μg/ml). Arrows indicate stimulus artifact. (D) Summary data of effect of anti-TNFα 

(1μg/ml) on perforant path-evoked granule cell population spike amplitude in slices from 

sham rats. *indicates p<0.05 by paired Student’s t-test. (Data generated by co-authors) 
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Since the effects of anti-TNFα on excitability paralleled that of TLR4 antagonists, we 

examined the potential ability of anti-TNFα to occlude the effects of the TLR4 agonist 

HMGB1. We previously reported that HMGB1 (10 ng/ml) reduced dentate population 

spike amplitude in slices from sham rats (Fig. 1.6A-B, Li et al., 2015, HMGB1 data from 

prior study were used to determine % change data in Fig. 1.6A-B). The ability of HMGB1 

to reduce dentate population spike amplitude in slices from sham rats was decreased in the 

presence of anti-TNFα (1 μg/ml) (Fig. 1.6A-B, % change in population spike amplitude 

compared to corresponding ACSF, sham-HMGB1: −55.01 ± 9.45 and sham HMGB1 + 

anti-TNFα: −27.81 ± 2.59, n = 8 slices from 3 rats, p = 0.045 by Students t-test). In contrast 

to the increase in dentate population spike amplitude following HMGB1 treatment reported 

in slices from FPI rats (Fig. 1.6C-D, Li et al., 2015, HMGB1 data from prior study were 

used to determine % change data in Fig. 1.6C-D), co-treatment with anti-TNFα and 

HMGB1 decreased dentate population spike amplitude in slices from FPI rats (Fig. 1.6c, 

% change in population spike amplitude compared to ACSF, FPI-HMGB1: 77.32 ± 21.59 

and FPI HMGB1 + anti-TNFα: −47.51 ± 3.89 , n = 11 slices from 4 rats, p = 0.001 by 

Students t-test). These results suggest that, in spite of the opposite functional effects and 

differential neuro-glial involvement in TLR4 signaling in sham and FPI rats, TNFα 

signaling contributes to TLR4 regulation of excitability in both the uninjured brain and 

after brain injury. 
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Figure 1.6. Contribution of TNFα signaling toTLR4 effects on network excitability in 

sham and injured rats. (A) Representative dentate population responses evoked by a 4mA 

stimulus to the perforant path in slices from sham rats before and after HMGB1 (10ng/ml) 

in upper panel and before and after incubation in HMGB1+ anti-TNFα (1μg/ml) in lower 

panel. Arrows indicate stimulus artifact. (B) Summary of % change in population spike 

amplitude in the drug(s) compared to corresponding ACSF treatment condition in slices 

from sham rats (C) Dentate population spike traces evoked by a 4mA stimulus to the 

perforant path in slices from FPI rats before and after HMGB1 in upper panel and before 

and after incubation in HMGB1+ anti-TNFα) in lower panel. (D) Summary of % change 

in population spike amplitude in the drug(s) compared to corresponding ACSF treatment 

condition in slices from sham rats. Error bars indicate s.e.m. * indicates p<0.05 by unpaired 

Student’s t-test. (E) Representative eEPSC traces from granule cells from FPI rats recorded 

following incubation (45 minute) in HMGB1 and GMI with and without anti-TNFα. 

Responses were elicited by a 2mA stimulus to the performant path in slices prepared one 

week. (F) Summary plot of granule cell eEPSC peak amplitude in rats one week after FPI 

under various recording conditions. (Panels E and F generated by candidate) 
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To further examine the involvement of glial signaling in TNFα modulation of granule cell 

eEPSCs after FPI, we incubated hippocampal slices from rats one week after FPI in GMI 

and HMGB1 (10 ng/ml, 45 min) and examined the effect of anti-TNFα on eEPSC 

amplitude. Even in the presence of GMI, anti-TNFα (1 μg/ml) significantly reduced the 

peak amplitude of granule cell eEPSCs recorded in the presence of HMGB1 (Fig. 1.6E-F). 

These findings support a role for neuronal TNFα in mediating TLR4 induced increases in 

eEPSC amplitude. 

TLR4 modulation of network excitability alters working memory function. 

Recent studies have identified that optimal activity in the dentate is crucial for its role in 

memory processing and that both increases and decreases in excitability can impair 

memory function (Kahn et al., 2019). Brain injury is associated with early increase in 

dentate excitability (Gupta et al., 2012; Neuberger et al., 2017) and is known to affect 

dentate and hippocampus-dependent memory function (D’Ambrosio et al., 1998; Hamm et 

al., 1996; Pang et al., 2015; Smith et al., 2015). Moreover, there is persistent enhancement 

in seizure susceptibility and development of epilepsy several months after FPI which is 

consistent with a chronic increase in network excitability (Kharatishvili et al., 2006; 

Korgaonkar, Li, et al., 2020; Neuberger et al., 2017; Santhakumar et al., 2001). 

Interestingly, TLR4 antagonist treatment leads to opposing changes in early dentate 

excitability in injured and uninjured rats which influences long-term seizure susceptibility 

(Korgaonkar et al., 2020). Moreover, in vivo treatment with TLR4 antagonist induces hilar 

neuronal loss in sham injured rats while reducing loss of hilar neurons after FPI 

(Korgaonkar et al., 2020). Therefore, we reasoned that blocking TLR4 signaling would 
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differentially impact memory processing in the uninjured and injured brain. We focused 

on a short-term spatial working memory task dependent on dentate function to examine 

whether FPI, and the associated network alterations, impairs memory processing. Rats 

were assessed for spatial working memory on a modified Morris Water Maze (MWM) task 

before injury, at 1 week (Early phase), and at 1 and 3 months (Late phase) after injury. Path 

efficiency (Fig. 1.7A, see methods), a measure independent of distances between start and 

escape platform locations and swimming speed of rats, was used to quantify performance 

(Pang et al., 2015). Rats with matched pre-injury path efficiency scores were assigned to 

either sham or FPI groups such that the average pre-injury path efficiency scores were not 

different between rats receiving sham or FPI. Path efficiency on the sample phase increased 

as training proceeded, but did not show any significant differences between FPI and sham 

rats (Fig. 1.7B-C, path efficiency, sham: pre:0.16 ± 0.01; 1 week: 0.166 ± 0.02; 1 month: 

0.21 ± 0.03; 3 month: 0.25 ± 0.03; FPI: pre: 0.17 ± 0.01; 1 week: 0.151 ± 0.02; 1 month: 

0.22 ± 0.03; 3 month: 0.21 ± 0.02, n = 8 rats each, F(1,14) = 0.026 and p = 0.87 for effect 

of Injury; F(3,14) = 3.15 and p = 0.057 for effect time and F(3,14) = 0.215 and p = 0.8 for 

interaction by Mixed design ANOVA). Path efficiency during the choice phase after a 60 

sec retention interval was not different between sham and FPI rats prior to injury (Fig. 

1.7C, pre-injury path efficiency, sham: 0.310 ± 0.04, FPI: 0.312 ± 0.03, n = 8 rats, p = 0.96 

by Mixed design ANOVA followed by post hoc Tukey’s test). However, injured rats 

demonstrated a significant reduction in path efficiency 1 week and 1 month (Fig. 1.7B-C, 

path efficiency, sham-1wk: 0.41 ± 0.03; FPI-1wk: 0.183 ± 0.028; sham-1mo: 0.40 ± 0.04; 

FPI-1mo: 0.21 ± 0.01, n = 8 rats/group, p < 0.001 for FPI vs. sham at same time point by 
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Mixed design ANOVA followed by post hoc Tukey’s test) which recovered by 3 months 

(Fig. 1.7C. Sham 3mo; 0.364 ± 0.05, n = 4 rats; FPI-3mo 0.34 ± 0.04, n = 4 rats, p > 0.99 

by Mixed design ANOVA followed by post hoc Tukey’s test). These data identify a 

transient deficit in memory function 1 week and 1 month after FPI. 

 
 

Figure 1.7. Brain injury impairs working memory function. (A). Schematic of 

experimental design shows timeline for working memory testing pre and post injury using 

Morris Water Maze. (B) Representative heatmaps of time spent at each location as the rat 

traced the path to the platform during sample and choice phase of a delayed match to 

position task in sham and FPI rats 1 week, after injury. Arrows indicate insertion point in 

pool. (C) Summary of path efficiency during sample and choice phases, *p<0.05 by mixed 

design ANOVA followed by pairwise Tukey’s test. (Data generated by co-authors) 
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Next, we examined whether treatment with a TLR4 antagonist could improve deficits in 

working memory performance in brain injured rats. Based on the initial findings (Fig. 1.7), 

we chose to focus on one week and one month after injury to test the effects of 

pharmacologic treatment (Schematic in Fig. 1.8A). As before, rats were matched and 

stratified within the four experimental groups based on pre-injury path efficiency scores. 

Path efficiency on the sample phase did not show any significant effect of injury/drug or 

time (Fig. 1.8B, n = 9 rats per group, F(3,32) = 0.36 and p = 0.78 for effect of Injury/Drug; 

F(2,32) = 0.3 and p = 0.74 for effect time and F(6,32) = 0.23 and p = 0.95 for interaction 

by TW RM ANOVA). In pre-injury trials, path efficiency during choice phase following a 

60 sec retention interval was not different between groups (Fig. 1.8B, n = 9 rats per group, 

p > 0.99 by TW RM ANOVA followed by post-hoc pairwise Tukey’s test). As expected, 

saline-treated brain injured rats showed an impairment in path efficiency during choice 

phase compared to sham-saline rats one week and one month after FPI. Consistent with 

our prediction based on changes in dentate excitability, CLI-095-treatment improved path 

efficiency in FPI rats compared to saline treated counterparts both one week and one month 

after injury (Fig. 1.8B, FPI-saline: 1 week after injury 0.152 ± 0.008 and FPI-CLI-095: 1 

week after injury 0.41 ± 0.03, n = 9 rats, p < 0.001 and FPI-saline: 1 month after injury 

0.24 ± 0.020, n = 9 rats and FPICLI-095 1 month after injury 0.49 ± 0.014, n = 9 rats, p < 

0.005 by TW-RM ANOVA followed by pairwise Tukey’s test). In contrast, sham rats 

treated with systemic CLI-095 showed a reduction in path efficiency compared to sham-

saline rats one week and one month after sham-injury/treatment (Fig. 1.8B sham-saline: 1 

week after injury 0.44 ± 0.04 and Sham-CLI-095: 1 week after injury 0.332 ± 0.007n = 9 
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rats, p = 0.04 by post hoc Tukey’s test and sham-saline: 1 month after injury 0.60 ± 0.029, 

n = 9 rats and Sham-CLI-095 1 month after injury 0.349 ± 0.03, n = 9 rats, p < 0.005 by 

TW-RM ANOVA followed by pairwise Tukey’s test). While the impairment in memory 

performance following TLR4 antagonist treatment in uninjured rats is surprising, it is 

consistent with the ability of CLI-095 to enhance network excitability which would impair 

dentate memory function. 
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Figure 1.8. TLR4 antagonist treatment early after FPI improves working memory 

function. (A) Schematic of experimental design shows timeline for working memory 

testing pre and post injury using Morris Water Maze. (B) Summary of path efficiency 

during sample and choice phases of a delayed match to position task in vehicle or CLI-095 

treated (systemic) sham and preinjury, 1 week and 1 month after FPI. (C) Summary of path 

efficiency during sample and choice phases of a delayed match to position task in vehicle 

or LPS-RSU treated (systemic) sham and pre-injury, 1 week and 1 month after FPI. 

*indicates p<0.05 compared to sham and # indicates p<0.05 compared to corresponding 

vehicle treatment by TW-RM ANOVA followed by pairwise Tukey’s test, n= 9 rats each 

group (Data generated by co-authors) 
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Focal and transient hippocampal TLR4 antagonism alters working memory function. 

Systemic administration of CLI-095 can potentially alter central and peripheral immune 

responses, which raises the possibility that the suppression of global immune responses 

may underlie the efficacy of TLR4 modulation on neurobehavioral outcomes after FPI. To 

limit the potential contribution of systemic effects of TLR4 antagonism, we examined 

whether local, unilateral hippocampal injection of LPS-RSU (5 μl of a 2 mg/ml solution, 

intrahippocampal injection 24 hrs after FPI/sham) on the injured side would reduce the 

working memory impairment following FPI, as observed after systemic treatment. Similar 

to what was observed after systemic CLI-095 treatment, path efficiency on the sample 

phase and during pre-injury trials did not show any significant effect of injury/drug or time 

(Fig. 1.8C). Focal TLR4 antagonist treatment reduced path efficiency in uninjured controls 

at one month (Fig. 1.8C, sham-saline: 1 month after injury 0.57 ± 0.034, n = 9 rats and 

Sham-LPS-RSU 1 month after injury 0.338 ± 0.04, n = 9 rats, p = 0.028 by TW-RM 

ANOVA followed by pairwise Tukey’s test). Additionally, there was a trend for the 

treatment to decrease path efficiency one week after sham injury which did not reach 

statistical significance (Fig. 1.8C sham-saline: 1 week after injury 0.36 ± 0.033 and Sham-

LPS-RSU: 1 week after injury 0.29 ± 0.020 n = 9 rats, p = 0.074 by TW-RM ANOVA 

followed by pairwise Tukey’s test). In contrast, LPS-RSU-treatment improved path 

efficiency in brain injured FPI rats compared to saline treated counterparts both one week 

and one month after injury (Fig. 1.8C, FPI-saline: 1 week after injury 0.162 ± 0.008 and 

FPI-LPS-RSU: 1 week after injury 0.426 ± 0.04n = 9 rats, p < 0.001 and FPI-saline: 1 

month after injury 0.173 ± 0.011, n = 9 rats and FPI-LPS-RSU 1 month after injury 0.482 
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± 0.015, n = 9 rats, p < 0.005 by TW-RM ANOVA followed by pairwise Tukey’s test). 

Thus, as with systemic CLI-095, focal LPS-RSU improved memory performance one week 

and one month after FPI while impairing path efficiency at the one-month time point in 

sham controls (Fig. 1.8C). Together, these data support our hypothesis that early changes 

in dentate excitability and TLR4 modulation of dentate excitability contribute to 

neurological deficits including impaired working memory performance after brain injury. 

 

Discussion 

Janus faced effects of TLR4 signaling on excitability and memory function. 

This study identifies that distinct cellular mediators contribute to the divergent effects of 

TLR4 on dentate excitability in the normal and injured brain which have a lasting impact 

on behavioral outcomes. The data show that the ‘Janus faced’ effects of TLR4 on 

excitability are likely determined by differential recruitment of glial versus neuronal TLR4 

signaling. It has long been recognized that sparse firing is an essential functional feature of 

the dentate gyrus and its ability to ‘gate’ activity is critical for memory processing and for 

limiting pathology (Acsady and Kali, 2007; Dengler and Coulter, 2016; Kahn et al., 2019; 

Lothman et al., 1992). TLR4 activation enhances dentate network excitability after brain 

injury (Korgaonkar et al., 2020; Li et al., 2015) which would compromise the dentate gate. 

Consequently, TLR4 antagonists reduce dentate excitability after brain injury and improve 

working memory function in vivo. Simultaneously, TLR4 antagonist treatment in vivo 

reduces injury-induced increases in molecular signals associated with both the MyD88-

dependent and MyD88-independant pathways effectively suppressing TLR4-dependent 
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immune response early after brain injury. Following brain injury, TLR4 antagonists 

reduced dentate excitability in ex vivo slices even in the presence of glial metabolic 

inhibitors. Moreover, AMPAR currents in neuronal cultures depleted of glia were enhanced 

by HMGB1, a TLR4 agonist, and reduced by LPSRSU, a selective TLR4 antagonist. These 

results using both pharmacological and neuronal culture systems strongly support a role 

for neuronal TLR4 signaling in augmenting excitability in the injured brain. Interestingly, 

blocking TNFα, a proinflammatory cytokine downstream of MyD88-dependent TLR4 

signaling, reduced dentate excitability, reduced granule cell eEPSC amplitude even in the 

presence of GMI and occluded the ability of HMGB1 to increase excitability indicating 

that TLR4 signaling acts through TNFα to enhance excitability after brain injury. In 

contrast, TLR4 signaling appears to reinforce the dentate gate in the uninjured brain, where 

TLR4 signaling limits dentate network excitability during afferent stimulation (Li et al., 

2015). Consistently, blocking basal TLR4 signaling enhances dentate excitability in 

response to input activation in ex vivo slices and compromises working memory function 

in vivo, demonstrating that basal TLR4 signaling regulates memory processing. Distinct 

from the effects on excitability, in vivo treatment with TLR4 antagonist failed to alter 

effectors downstream of the MyD88-dependent and MyD88-indepandant pathways in 

controls, indicating that antagonists did not have paradoxical effects on inflammatory 

signaling. Unlike after injury, glial metabolic inhibitors blocked TLR4 antagonist 

enhancement of dentate excitability in slices from sham rats indicating involvement of glial 

signaling in TLR4 modulation of excitability in controls. Blocking TNFα tended to 

enhance excitability suggesting a role for basal TNFα signaling in limiting network 
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excitability. Anti-TNFα reduced the ability of a TLR4 agonist to decrease excitability 

indicating that TNFα is downstream of TLR4 signaling in controls. These findings coupled 

with the ability of GMI to block effects of TLR4 modulation in sham rats suggest that 

TLR4 recruitment of signaling pathways in glia and glia-derived TNFα contribute to 

suppression of basal excitability in the uninjured dentate gyrus. Thus, the Janus faces of 

TLR4 signaling in the brain are distinguished by recruitment of glial metabolic processes 

and TNFα to limit excitability which supports working memory function in the uninjured 

brain. On the other hand, our data support a role for neuronal TLR4 and TNFα in increasing 

network excitability and contributing to deficits in working memory function after brain 

injury. 

 

Immune signaling and memory function. 

Several lines of evidence point to multiple roles for molecules, once thought to be confined 

to the peripheral immune system, in regulating normal function in healthy brains and in 

neurological disorders (Pickering and O'Connor, 2007; Williamson and Bilbo, 2013). Basal 

levels of neuroimmune signaling through specific cytokines such as TNFα have been 

shown to contribute to synaptic plasticity and memory processing (Avital et al., 2003; 

Balschun et al., 2004; Ben Menachem-Zidon et al., 2011; Goshen et al., 2007). Studies in 

transgenic mice lacking specific immune receptors, including TLR4, have identified 

memory and cognitive changes underscoring the importance of neuroimmune interactions 

in shaping brain function (Okun et al., 2012; Potter et al., 2019). Since neuro-immune 

interplay is critical for the developmental establishment of circuits (Szepesi et al., 2018), 
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use of germline knockouts confounds the ability to distinguish between immune regulation 

of circuit development and basal neuroimmune signaling in behaviors. Here we show that 

even a brief and transient block of basal TLR4 signaling, which increases network 

excitability, leads to prolonged impairments in working memory function for up to a month 

after treatment. Moreover, two mechanistically distinct TLR4 antagonists administered 

either focally in the hippocampus (LPS-RSU) or systemically (CLI-095) had similar effects 

in impairing working memory function, reducing the potential for off target effects. 

Curiously, an earlier study in mice reported impaired memory performance one week after 

a single treatment with the exogenous TLR4 agonist LPS and showed that TLR4 antagonist 

treatment abolished LPS induced memory impairments and suppressed the associated 

inflammatory response(J. Zhang et al., 2018). These findings contrast with what we would 

expect based on results demonstrating that TLR4 antagonist impairs memory function in 

uninjured rats (Fig. 1.8). However, it should be noted that LPS treatment in Zhang et al. 

(2018) enhanced inflammatory cytokines and TLR4 mediated signaling and may better 

reflect the neuroimmune environment present in the injured brain in our study. We find 

that TLR4 antagonist treatment reduced network excitability, neuronal loss and seizure 

susceptibility after FPI (Korgaonkar et al., 2020) and improved working memory after 

brain injury. The behavioral outcomes paralleled the opposing effect of TLR4 ligands on 

excitability, rather than the effects on inflammatory signaling which were unchanged in 

controls. Moreover, TLR4 expression returned to control levels and was unchanged by 

antagonist treatment one week (current study) after FPI. Similarly both GFAP and TLR4 

expression were not different between vehicle and drug treated sham and FPI groups one 
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month after FPI (Korgaonkar et al., 2020). Thus, it is reasonable to propose that, while 

TLR4 antagonism after FPI reduces glial activation and may thereby reduce inflammatory 

signaling, the changes in excitability underlie the effects on memory function. Indeed, in 

controls, TLR4 antagonists enhanced excitability (Korgaonkar et al., 2020) which would 

be expected to compromise sparse neuronal activity and impair working memory 

performance (Kahn et al., 2019; Madar et al., 2019b; Scharfman & Bernstein, 2015; Wixted 

et al., 2014). In contrast, when neuronal excitability and the glutamate receptor subtype 

GluA1 are increased following brain injury, TLR4 antagonists reduced excitability 

(Korgaonkar et al., 2020), potentially aiding in maintaining sparse neuronal activity, which 

improved working memory. These data suggest that there may be an optimal range for 

TLR4 signaling to maintain physiological levels of excitability; both blocking basal levels, 

as with TLR4 antagonism in controls, as well as enhanced TLR4 signaling, as occurs after 

injury, can be pathological. Our findings are in line with the ability of innate immune 

signals to regulate the immediate early gene Arc and reports that Arc expression both above 

and below the optimal range can impair synaptic plasticity and cognitive function 

(Pickering and O'Connor, 2007; Rosi, 2011). Curiously, anti-TNFα mimics the effects 

TLR4 antagonists in slices from both the control and injured brains. Moreover, TLR4 

mediated decrease in excitability in controls and increase in excitability after FPI appear to 

involve TNFα signaling suggesting that there may be a physiological range for TNFα that 

regulates excitability and synaptic plasticity at optimal levels. Our findings are consistent 

with the ability of exogenous TNFα to modulate synaptic excitability and plasticity 

(Belarbi et al., 2012; Maggio & Vlachos, 2018; Stellwagen et al., 2005) However, HMGB1 
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effects on dentate excitability in controls were reduced but not eliminated in anti-TNFα. It 

is possible HMGB1 may recruit additional receptor and or downstream pathways to impact 

network excitability. Traumatic brain injury is known to impair memory and cognitive 

function (Azouvi et al., 2017; Hamm et al., 1996; Lyeth et al., 1990; Titus et al., 2016; 

Vallat-Azouvi et al., 2007) and lead to persistent deficits in hippocampal long-term 

potentiation (Sanders et al., 2000). In earlier studies, mild lateral FPI (1.2 atm) was shown 

to contribute to transient working memory deficits which recovered by 3 weeks(Pang et 

al., 2015) . At the moderate injury strength (2–2.2 atm) used in the current study working 

memory deficits persist 4 weeks after injury and recover by 3 months, which is consistent 

with increasing neuropathology with injury severity. There is considerable evidence for the 

ability of non-specific immune modulators to limit post-traumatic inflammatory responses 

including TLR4 expression and improve neurological outcomes (Mao et al., 2012; C. Wang 

et al., 2015; W.-H. Yu et al., 2012). Our study using both local and systemic administration 

of specific TLR4 antagonists clearly demonstrates that suppression of TLR4 is beneficial 

following experimental brain injury in rats. The paradoxical detrimental effects of TLR4 

antagonist treatment in the uninjured brain, interestingly, are coupled to both early and 

persistent increase in network excitability (Korgaonkar et al., 2020; Li et al., 2015) by 

mechanisms that are currently unknown. However, our data indicate that TLR4 does not 

modulate AMPA and NMDA receptor currents in slices from uninjured rats (Li et al., 

2015), suggesting that modulation of GABA currents or intrinsic neuronal excitability need 

to be examined in future studies. Regardless of the underlying mechanisms, the effects of 
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TLR4 antagonists on excitability and memory function in uninjured brain warrants caution 

while proposing to use TLR4 antagonists for therapeutics. 

 

Post-injury switch in cellular mediators of TLR4 effects on excitability. 

We previously identified that post-traumatic increase in TLR4 expression is predominantly 

neuronal (Li et al., 2015). However, activation of glial purinergic signaling by TLR4 is 

known to acutely increase excitatory synaptic drive to CA1 neurons by modulating 

metabotropic glutamate receptors (Pascual et al., 2012). Additionally, LPS induced 

neurotoxicity in cortical cultures was found to be mediated through glia(Lehnardt et al., 

2003). Moreover, glial TLR4 signaling through endogenous TLR4 ligands such as 

HMGB1, can enhance proinflammatory cytokines such as IL-1β and TNFα in immune cells 

including microglia and promote excitability (Maroso et al., 2010). While we acknowledge 

that fluoroacetate and minocycline may have nonspecific effects, our studies using 

complementary strategies of pharmacological glial metabolic inhibitors and isolated 

neuronal cultures, indicate that TLR4 modulation of AMPAR currents is independent of 

glia. It is possible that the lack of TLR4 in cortical neurons (Lehnardt et al., 2003) or use 

of LPS, which activates a broader immune response, contributes to the glial dependence of 

TLR4 signaling in prior studies. Future studies using cell specific deletion of TLR4 could 

further validate the role for neuronal TLR4 in modulating AMPA currents after brain 

injury. It is notable that our data in control slices demonstrate that glial signaling is 

necessary for maintaining basal levels of excitability and TLR4 modulation of excitability 

in the uninjured brain. Our findings suggest two distinct cellular and signaling pathways 
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for TLR4 function depending on whether there is injury to the brain. Classically, TLR4 

signaling in glia is mediated by MyD88-TNFα dependent pathway and MyD88- 

independent pathway. TLR4 activation induces a MyD88-dependent increase in TNFα 

(Gao et al., 2009) and is proposed to enhance NMDA current s(Balosso et al., 2014; Maroso 

et al., 2010) and recruit glial purinergic receptors (Pascual et al., 2012). However, the post-

traumatic increase in dentate excitability is mediated by enhancement of polysynaptic 

AMPAR currents with no change in NMDAR currents (Santhakumar et al., 2000). 

Consistent with this data, TLR4 enhances granule cell AMPAR, specifically, calcium 

permeable AMPARs (CP-AMPARs), and not NMDAR currents after FPI (Korgaonkar et 

al., 2020; Li et al., 2015). Interestingly, glial TNFα has been shown to recruit CP-AMPARs 

to the synapse (Pickering et al., 2005; Pribiag and Stellwagen, 2014; Stellwagen and 

Malenka, 2006). Since our results with glial metabolic inhibitors and neuronal cultures 

indicate that TLR4-mediated increases in excitability after injury does not involve glial 

signaling, it is possible that TLR4 activation after brain injury recruits “neuronal” TNF-α 

signaling. This would constitute a novel function for neuronal TNFα. TNFα is a likely 

candidate for the neuropathological effects of TLR4 after brain injury since it is known to 

contribute to excitotoxicity (Pickering et al., 2005; Stellwagen, 2011). Indeed, an inhibitor 

of TNFα synthesis has been shown to reverse cognitive deficits induced by chronic 

neuroinflammation(Belarbi et al., 2012). Unlike after injury, our data suggest that classical 

glial-TNFα signaling may reduce excitability in the uninjured hippocampus by 

mechanisms of which are currently under investigation. 
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Basal TLR4 modulation of network function and behaviors. 

A particularly interesting finding is the ability of transient TLR4 antagonism to increase 

excitability and impair working memory performance in control, uninjured animals. These 

data suggest a critical neurophysiological function for the low levels of TLR4 signaling 

observed in the uninjured brain. Moreover, the lack of change in immune signaling 

alongside changes in excitability observed after TLR4 antagonism in the controls suggests 

that non-immune responses underlie this effect. Yet, blocking glial signaling eliminated 

the ability of CLI-095 to increase excitability in controls suggesting that glia are necessary 

intermediaries for this process. We demonstrate changes in memory function following 

acute and transient modulation of TLR4. These results extend prior works demonstrating a 

developmental role for TLR4 in learning and memory function in mice with constitutive 

TLR4 knockout (Okun et al., 2012). It remains to be seen whether TLR4 can modulate 

glial glutamate uptake and glutamate-glutamine cycling in the brain as has been shown in 

spinal circuits during LPS challenge (Yan et al., 2015). Regardless, the basal role for TLR4 

in modulating dentate excitability and its impact on memory function need to be considered 

while proposing TLR4 modulators for use in therapies (Gnjatic et al., 2010; Hanke & 

Kielian, 2011). 

 

Conclusions 

Our data indicate that TLR4 signaling in neurons contributes to pathological increase in 

excitability after brain injury by enhancing AMPAR currents through a mechanism that 

involves TNFα. Blocking TLR4 signaling early after brain injury reduces injury-induced 
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decreases in hippocampal working memory function. However, we find that blocking basal 

TLR4 signaling in the uninjured brain augments dentate excitability through recruitment 

of glial signaling and TLR4 demonstrating a role for basal TLR4 signaling in maintaining 

sparse dentate activity. Thus, blocking the basal TLR4 signaling impairs working memory 

function. Taken together, the potential therapeutic effect of TLR4 antagonists may be better 

harnessed by isolating and selectively targeting the distinct pathological signaling 

downstream of neuronal TLR4. 
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Abstract 

Traumatic brain injury leads to cellular and circuit changes in the dentate gyrus, a gateway 

to hippocampal information processing. Intrinsic granule cell firing properties and strong 

feedback inhibition in the dentate are proposed as critical to its ability to generate unique 

representation of similar inputs by a process known as pattern separation. Here we evaluate 

the impact of brain injury on cellular decorrelation of temporally patterned inputs in slices 

and behavioral discrimination of spatial locations in vivo one week after concussive lateral 

fluid percussion injury (FPI) in mice. Despite posttraumatic increases in perforant path 

evoked excitatory drive to granule cells and enhanced ΔFosB labeling, indicating sustained 

increase in excitability, the reliability of granule cell spiking was not compromised after 

FPI. Although granule cells continued to effectively decorrelate output spike trains 

recorded in response to similar temporally patterned input sets after FPI, their ability to 

decorrelate highly similar input patterns was reduced. In parallel, encoding of similar 

spatial locations in a novel object location task that involves the dentate inhibitory circuits 

was impaired one week after FPI. Injury induced changes in pattern separation were 

accompanied by loss of somatostatin expressing inhibitory neurons in the hilus. Together, 

these data suggest that the early posttraumatic changes in the dentate circuit undermine 

dentate circuit decorrelation of temporal input patterns as well as behavioral discrimination 

of similar spatial locations, both of which could contribute to deficits in episodic memory. 
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Introduction 

Traumatic brain injury (TBI) is a growing epidemic (Rusnak, 2013; Vaishnavi et al., 2009) 

with an annual global incidence of over 60 million patients (McAllister, 1992) who are at 

risk for a variety of neuropsychological sequelae (Rao & Lyketsos, 2000). While 

neurological complications of TBI increase with injury severity (Annegers & Coan, 2000), 

even mild to moderate concussive brain injuries can lead to early and long term deficits in 

memory function (Alosco et al., 2023; Arciniega et al., 2021; Kumar et al., 2013). The 

dentate gyrus, a critical node in memory processing, receives extensive inputs from the 

entorhinal cortex and develops discrete sparse representations for downstream processing 

in hippocampal circuits (Leutgeb et al., 2007; Neunuebel & Knierim, 2014). The dentate 

gyrus is also the focus of neuronal loss and circuit reorganization early after human and 

experimental concussive brain injury (Folweiler et al., 2020; Leh et al., 2017; Lowenstein 

et al., 1992; Meier et al., 2016; Neuberger et al., 2017; Santhakumar et al., 2000), 

suggesting that dentate dependent memory functions are likely compromised after brain 

injury. 

In particular, the dentate gyrus has been shown to be essential for distinguishing between 

similar memory episodes by encoding partially overlapping memories into discrete 

neuronal representations (Cayco-Gajic & Silver, 2019; Gilbert et al., 2001; T. J. McHugh 

et al., 2007; Yassa & Stark, 2011). At the circuit level, this is proposed to be achieved by 

pattern separation, a process of minimizing interference by segregating similar input 

patterns into discrete neuronal activity patterns. Whereas behaviorally relevant inputs and 

the resulting neuronal input patterns occur in space and time (Hainmueller & Bartos, 2020), 
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their neuronal representations have been evaluated mostly in the spatial domain as changes 

in firing or activity rates in spatially discrete neuronal groups or ensembles (GoodSmith et 

al., 2017; Larimer & Strowbridge, 2010; Leutgeb et al., 2007). However, whether brain 

injury impairs the ability of the dentate circuit to faithfully represent inputs and 

disambiguate similar neuronal input patterns remains unknown. 

Most behavioral studies have focused on discrimination of spatial and contextual patterns 

to evaluate mechanisms of dentate pattern separation and assess the impact of disease 

(Bekinschtein et al., 2013; Kahn et al., 2019; T. J. McHugh et al., 2007; Morris et al., 2012). 

Studies in the fluid percussion injury (FPI) model of concussive brain injury have revealed 

early deficits in sequential spatial navigation in a dentate-dependent radial arm maze task, 

indicating that concussive brain injury compromises the ability to process and recall subtle 

spatial differences (Correll et al., 2021). Similarly, brain injury is also known to 

compromise working memory function (Korgaonkar, Li, et al., 2020; Smith et al., 2015). 

Still, whether episodic processing of spatial novelty by behavioral discrimination of spatial 

location is altered after brain injury remains to be determined. 

In an approach complementary to behavioral studies, computational analyses of 

mechanisms for disambiguating overlapping memories have adopted spatially and 

temporally patterned inputs to assess “pattern separation”. In this approach, model 

networks are activated by inputs with various degrees of similarity in spike timing and/or 

activated cell ensembles and the ability of the network to generate distinct spatio-temporal 

firing patterns is used as a measure of pattern separation (Braganza et al., 2020; Madar et 

al., 2019b; Myers & Scharfman, 2011; Rolls & Kesner, 2006). These studies have shown 
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that dentate granule cells (GCs) decorrelate input patterns both in terms of the active 

ensembles recruited as well as the pattern of firing in the active neurons (Myers & 

Scharfman, 2009; Yim et al., 2015). However, few experimental studies have evaluated the 

ability of the dentate circuit to decorrelate spatially and temporally patterned inputs 

(Larimer & Strowbridge, 2010; Madar et al., 2019a). Recently, Madar et al. (2019a) 

adopted an experimental paradigm in hippocampal slices to demonstrate that GCs could 

undertake input decorrelation at the level of individual neurons. These studies identified a 

role for inhibition in supporting temporal pattern separation in GCs and revealed cell-type 

specific and disease related changes in input decorrelation by dentate neurons (Madar et 

al., 2019a, 2021). These findings are consistent with predictions of simulations (Braganza 

et al., 2020) and with behavioral deficits in discrimination of novel spatial location in mice 

during suppression of dentate somatostatin interneuron activity in vivo (Morales et al., 

2020). Since experimental concussive brain injury has been shown to result in early loss of 

dentate inhibitory neuron subtypes (Folweiler et al., 2020; Lowenstein et al., 1992; 

Santhakumar et al., 2001; Toth et al., 1997), we examined whether the resulting changes 

in inhibition (Folweiler et al., 2020; Gupta et al., 2020, 2022) could alter dentate dependent 

pattern separation in the temporal and spatial domains one week after brain injury. Because 

the relationship between neuronal spike train timing and behavioral spatial information is 

currently unclear, we will denote GC pattern separation of temporally patterned inputs in 

slice as “decorrelation” and behavioral spatial pattern separation in vivo as “spatial 

discrimination.” 
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Materials and Methods 

All experiments were performed in accordance with IACUC protocols approved by the 

University of California, Riverside, CA in keeping with the ARRIVE guidelines. 

Fluid Percussion Injury: 

Randomly selected 8 to 10-week-old littermate male and female C57BL6/J mice were 

subjected to lateral fluid percussion injury (FPI) or sham injury. Briefly, mice were placed 

in a stereotaxic frame under isoflurane anesthesia and administered the local anesthetic 

0.25% bupivacaine (subcutaneous). A 2.7 mm hole was trephined on the left side of the 

skull 2 mm caudal to bregma and 1 mm lateral from the sagittal suture. A Luer-Lok syringe 

hub with a 3 mm inner diameter was placed over the exposed dura and bonded to the skull 

with cyanoacrylate adhesive. The animals were returned to their home cage following 

recovery. One day later, animals were anesthetized with isoflurane and attached to a fluid 

percussion injury device (Virginia Commonwealth University, Richmond, VA, Model 01-

B) directly at the metal nozzle. A pendulum was dropped to deliver a brief (20 ms) 1.5–1.7 

atm impact on the intact dura. For sham injury, the animals underwent surgical 

implantation of the hub and were anesthetized and attached to the FPI device, but the 

pendulum was not dropped (Gupta et al., 2022; Smith et al., 2012).  

Slice Preparation: 

Naive C57BL6/J mice and mice one week after FPI or sham injury were anesthetized with 

isoflurane and decapitated for slice preparation using established protocols (Afrasiabi et 

al., 2022; Korgaonkar, Nguyen, et al., 2020). Horizontal brain slices (300 μm) were 

prepared in ice-cold sucrose artificial CSF (sucrose-aCSF) containing the following (in 
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mM): 85 NaCl, 75 sucrose, 24 NaHCO3, 25 glucose, 4 MgCl2, 2.5 KCl, 1.25 NaH2PO4, 

and 0.5 CaCl2 using a Leica VT1200S Vibratome (Wetzlar, Germany). Slices were 

incubated at 34°C for 30 min in an interface holding chamber containing an equal volume 

of sucrose-aCSF and recording aCSF, and subsequently were held at room temperature. 

The recording aCSF contained the following (in mM): 126 NaCl, 2.5 KCl, 2 CaCl2, 2 

MgCl2, 1.25 NaH2PO4, 26 NaHCO3, and 10 D-glucose. All solutions were saturated with 

95% O2 and 5% CO2 and maintained at a pH of 7.4 for 1– 6 h. Only sections on the side 

of injury were used in experiments. 

Physiological Recordings 

Voltage clamp recordings of perforant path evoked excitatory postsynaptic currents 

(eEPSCs) were obtained from dentate GCs using recording electrodes (3 – 6 MΩ) 

containing a Cs-Methanesulfonate Internal (in mM): 140 Cs-Methane sulfonate, 5 NaCl, 

10 HEPES, 0.2 EGTA, 4 Mg-ATP, 0.2 Na-GTP, 5 Qx-314 with 0.2% biocytin. GCs were 

held at −70 mV, close to reversal potential for GABA, to isolate EPSCs (Andreasen & 

Hablitz, 1994). Evoked EPSCs were recorded in response to 0.1 to 2.0 mA stimuli, applied 

in 100 pA steps, through a concentric stimulus electrode positioned at the perforant path 

on the other side of the fissure from the dentate molecular layer. Peak amplitude of eEPSC 

was measured from the average of 3 to 5 responses at each step using ClampFit 10. A 

subset of recordings were obtained in a saturating concentration of gabazine (10 μM) to 

block both synaptic and extrasynaptic GABAA receptors. 

Current clamp recordings to assess GC pattern separation were obtained using filamented 

borosilicate glass electrodes (3 – 6 MΩ) containing (in mM): 126 K-gluconate, 4 KCl, 10 
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HEPES, 4 Mg-ATP, 0.3 Na-GTP, 10 PO-creatinine with 0.2% biocytin. To assess cell 

health, GCs were held at −70 mV and responses to 1500 ms current steps from −200 pA to 

threshold positive current injection in 40 pA steps were recorded. Cells with resting 

membrane potential positive to −55 mV were excluded from analysis. 

Pattern Separation Paradigm and Analysis 

 To assess GC pattern separation, input trains of varying correlations were adopted from 

Madar et al. (2019a). Each input correlation set included 5 temporally distinct trains at 10 

Hz with an overall mean Pearson’s correlation coefficient (Rin) of 0.25, 0.50, 0.75, or 0.95, 

designated henceforth as R25, R50, R75 and R95. The individual input trains (#1-#5) 

within an input correlation set were each 2 seconds long and were delivered at 2 second 

intervals. The 5 distinct input trains were delivered in sequence and the set was repeated 

10 times for a total of 50 recorded trains (Madar et al., 2019a, 2021). Note that the average 

frequency of each input train was maintained at 10 Hz while in each set of 5 trains the 

timing of stimuli was varied to generate trains with different correlations. 

GCs were held at −70 mV in whole cell configuration and stimuli were delivered through 

a concentric stimulating electrode (10 μm tip diameter) placed in the outer molecular layer 

to activate perforant path fibers. Stimulus trains were delivered with intensity ranging from 

0.1–2 mA at 0.5 Hz so as to elicit action potentials in response to approximately 50% of 

stimuli. Once stimulus intensity was set, it was maintained constant for all input sets 

recorded. Cell resting membrane potential and access resistance were assessed between 

input sets and recordings were terminated if access resistance increased over 20% or 

membrane depolarized beyond −55 mV. To assess the role of inhibition in temporal pattern 
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separation, GCs were recorded and stimulated with input correlations of R75 in aCSF and 

then perfused with a sub-saturating concentration of gabazine (SR95531, 100nM), a 

GABAA receptor antagonist as described in earlier studies (Madar et al., 2019b), and to 

avoid burst firing (not shown) that occurred in pilot studies using saturating gabazine (10 

μM). 

For quantification of GC pattern separation function, Pearson’s R correlation was 

calculated on output spike train rasters as previously defined in Madar et al. (2019a) using 

custom MATLAB code modified from: 

https://github.com/antoinemadar/PatSepSpikeTrains. Unless indicated otherwise, data 

were binned at 10 ms. For validation of pattern separation paradigm in naïve mice, pairwise 

correlation of each GC spike output train (Rout) was plotted against the predetermined 

correlation in the corresponding pairwise input spike trains. The five distinct input spike 

trains and their corresponding output spike trains are compared in a pairwise manner to 

assess correlation. Thus, the five input patterns yield 10 distinct Rin values centered around 

the target Rin and correspondingly, 10 Rout values. These Rin-Rout sets were used to 

compare data between GCs from sham and FPI mice. 

To assess the reliability of GC input-output coupling between experimental groups, we 

evaluated spike train reliability (Rw) as a measure of the cell’s ability to faithfully respond 

to multiple presentations of the same input train (effectively Rin=1). Rw was calculated as 

the average correlation of output of a given GC in response to 10 presentations of the same 

input pattern in the R95 input set and then averaged across the 5 patterns. 
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Novel Object Location Task and Analysis 

 To assess behavioral pattern separation, we implemented a novel object location task to 

test spatial discrimination (Bekinschtein et al., 2013; Morales et al., 2020) in mice one 

week post FPI or sham injury. The task consisted of a circular arena 50 cm in diameter and 

47 cm high with laboratory tape in varying patterns in four distinct locations on the white 

opaque arena walls serving as spatial visual cues. The experimenter room was separated 

from the testing room with the test arena by a closed door. The testing room was dimly lit 

with overhead lights using dimmer switch on lowest setting. Mice underwent four days of 

habituation for 10 minutes each followed by a sample and choice phase on day five. The 

testing arena and objects were cleaned with 70% ethanol in between each animal 

throughout the entire experiment. During habituation, mice were brought to the testing 

room from the vivarium, handled by the experimenter, and exposed to the testing arena for 

10 min each day where they were allowed to explore freely. On test day, mice were first 

exposed to a sample phase for 10 min, with three identical objects placed 120 degrees and 

approximately 16 cm apart and allowed to freely explore the objects. Mice were then 

returned to their home cage for 30 min before the choice phase. During the choice phase, 

one object was placed in its original (familiar) location, one object was removed, and the 

last object was shifted by 60° to a novel (unfamiliar) location. The mice were placed into 

the arena and allowed to explore the objects for five minutes. Videos were manually coded 

and analyzed by an experimenter blinded to animal injury status. Object exploration was 

counted as the number of times the animal’s nose was within 0.5 cm of the object, with 

each continuous second counted as an additional exploration. Discrimination ratio was 
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calculated as [Exploration of Object in Unfamiliar Location – Exploration of Object in 

Familiar Location] / [Total Exploration]. Total exploration was also compared between 

groups. 

Immunohistochemistry 

Immunohistochemistry for ΔFosB, somatostatin (SST), and parvalbumin (PV) was used to 

evaluate persistent neuronal activity (You et al., 2017) and interneuron loss. Immediately 

following the novel object location task, mice were perfused transcardially with ice cold 

PBS followed by 4% PFA. Brains were excised and incubated in 4% PFA overnight and 

transferred to 30% sucrose for 2–3 days or until tissue sank. Brains were then flash frozen 

in OCT using liquid nitrogen and stored at −80°C prior to cryosectioning. 20μm serial 

sections were collected and mounted on SuperFrost slides and stored at −80°C prior to 

staining. Slides were stained for ΔFosB, SST, or PV following standard procedures 

(Neuberger et al., 2017a; Korgaonkar et al., 2020b). Briefly, slides were allowed to thaw 

to room temperature (RT) for 10 min, washed with 1xPBS 3×5min to wash off residual 

OCT. Slides were blocked in 10% normal goat serum in PBS + 0.3% Triton-X for one hour 

at RT, then incubated in anti- ΔFosB, SST, or PV antibody (1:500, Cell Signaling D3S8R; 

SST: 1:100, Millipore MA5–16987; PV: 1:1000, Swant GP72) overnight at 4°C. Slides 

were then washed 3×10 min with PBS and then incubated in goat anti-rabbit AF594 

secondary antibody (1:1000, Invitrogen A11012) for ΔFosB, goat anti-rat AF647 antibody 

(1:1000, Invitrogen A-21247) for SST goat anti-guinea pig AF647 antibody (1:1000, 

Invitrogen, A-21450) for PV for 1.5 hours at RT, washed 3×10 min with PBS, and 

coverslipped using VectaShield with DAPI mounting media. Slides were imaged using 
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Zeiss Axioscope Epifluorescence Microscope as single optical sections at 10x and 20x for 

analysis. Blinded analysis was performed using Cell Detection settings in QuPath 0.4.2 

(https://qupath.github.io) with files coded without injury status. Briefly, for ΔFosB and 

SST analysis, a ROI was drawn to outline the granule cell layer (GCL) using DAPI labeling 

to detect ΔFosB positive cells and in the hilus to detect SST neurons. Detection parameters 

were kept consistent between sections, and 3 to 6 level matched sections were averaged in 

each mouse for analysis, depending on slice and image quality. Robust and sparse PV 

immunolabeled neuronal somata were counted manually on QuPath for full dentate region 

to include both hilar, GCL, and molecular layer PV interneurons. SST cell counts were 

normalized to total hilar area (in mm2). The hilar area averaged across sections was not 

different between sections from sham and FPI mice (area in mm2, sham: 1.11±0.06 in 8 

mice, FPI: 1.20±0.09 in 6 mice, p=0.38 by Student’s t-test). 

Statistical Analysis: 

Statistical analyses were conducted in GraphPad Prism 9. The Shapiro-Wilk test was used 

to test for normality, and appropriate parametric or non-parametric statistical analyses were 

conducted. F-test to compare variances was used to assess whether both sample groups 

undergoing statistical comparisons have equal standard deviations. All statistical 

comparisons were conducted at an alpha level of α = 0.05. Two-way repeated measures 

ANOVA (TW-RM ANOVA), paired and unpaired Student’s or Welch’s t-test, Mann-

Whitney U test and Kolmogorov-Smirnov (K-S) test were used where appropriate. 
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Results 

Dentate gyrus excitability is increased one week after concussive brain injury in mice. 

Previous studies have identified an early increase in dentate network excitability after 

concussive brain injury in rat (Santhakumar et al., 2001; Neuberger et al., 2017a; 

Korgaonkar et al., 2020b) and mice (Folweiler et al., 2018, 2020; Smith et al., 2012; Witgen 

et al., 2005). To determine if afferent input drive to GCs is enhanced after FPI in mice, we 

recorded granule cell current responses to stimulation of the perforant path fibers using an 

electrode placed outside the fissure in mice one week after FPI or sham injury. As 

illustrated by the IR-DIC images (Fig. 2.1A) and the lack of change in average cross-

sectional area of the hilus (see methods), the moderate FPI used in this study did not result 

in gross anatomical distortions of the dentate gyrus. Recordings were obtained from a 

holding potential of −70 mV to isolate glutamatergic currents in the absence of synaptic 

blockers. As reported following FPI in rat (Korgaonkar et al., 2020b), perforant path-

evoked excitatory post-synaptic current (eEPSC) amplitudes in response to increasing 

current injection, was significantly enhanced in mice one week after FPI compared to sham 

injured controls (Figure 2.1B–C, n = 14 cells from 5 sham mice and 8 cells from 4 FPI 

mice, F(1, 176)=31.25, p<0.0001 for effect of injury by TW-RM ANOVA). In light of the 

extensive changes in dentate inhibition after FPI (Gupta et al., 2012; Gupta et al., 2022), 

we isolated eEPSCs in the presence of saturating concentration of the ionotropic GABAAR 

antagonist gabazine (10μM). Granule cell eEPSC amplitude recorded in gabazine was also 

increased after FPI (Figure 2.1D–E, n = 11 cells/4 sham mice and 10 cells/4 FPI mice, 

F(1, 19)=15.49, p<0.0009 for effect of treatment by TW-RM ANOVA). Note that the 
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prolonged eEPSC depolarization is consistent with polysynaptic activation previously 

reported after FPI in rat (Santhakumar et al., 2000). Analysis of the resting membrane 

potential (in mV, sham: −65.63±2.95 in 12 cells, FPI: −64.7±1.92 in 10 cells, p=0.9 by t-

test) and access resistance (in MΩ, sham: 14.1±1.4 in 12 cells, FPI: 15.3±1.5 in 10 cells, 

p=0.56 by t-test) failed to reveal systematic differences between groups. To assess whether 

FPI results in sustained increase in excitability one week after injury, we examined dentate 

sections for expression of ΔFosB, a uniquely stable activity-dependent immediate early 

gene product shown to be persistently enhanced in epilepsy (You et al., 2017). 

Immunohistochemical staining of sections from a cohort of sham and FPI mice sacrificed 

one week after FPI identified an increase in the number of ΔFosB expressing putative GCs 

in the granule cell layer compared to that in sham mice (Fig 2.1 F–G, number of ΔFosB + 

GCs: sham: 24.11±5.98, n = 8 mice FPI: 52.51±15.25, n = 7 mice, p=0.02 by Mann-

Whitney U test), which is consistent with sustained enhancement of dentate excitability. 

There was an increase in variance in the number of ΔFosB expressing GCs after brain 

injury (F6,7 = 5.6, p=0.04) indicative of individual differences in dentate hyperexcitability. 

Together, these data establish that the mouse model of moderate FPI used in our study 

results in both an increase in excitatory drive to GCs and an overall sustained increase in 

dentate excitability one week after injury. 
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Figure 2.1. Enhanced dentate excitability one week after brain injury. (A) 

Representative IR-DIC images illustrating stimulating electrode positioning in slices from 

sham and FPI mice. (B) Representative eEPSC traces from dentate granule cells in sham 

(black) and FPI (red). (C) Plot of eEPSC peak amplitude in granule cells recorded in 

responses to increasing stimulus intensities. (D) Representative traces of 

pharmacologically isolated eEPSCs from dentate granule cells in sham (black) and FPI 

(red) recorded in 10 μM gabazine. (E) Summary plot of granule cell eEPSC peak amplitude 

in responses to increasing stimulus intensities recorded in 10 μM gabazine. (F) 

Representative images of staining for ΔFosB in sections (20 μm) from mice one week after 

sham and FPI. Scale bar=100μm. (G) Histogram showing average number of ΔFosB-

positive cells in GCL of sham and FPI mice. (Data generated by candidate) 

 

Inhibition is critical for granule cell decorrelation of temporal spike train patterns. 

The characteristic low GC excitability and robust inhibition are critical for maintaining 

sparse GC firing and pattern separation. To determine if temporal input decorrelation by 
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GCs is impacted by FPI, we implemented an ex-vivo temporal pattern separation paradigm 

(Madar et al., 2019a; Madar et al., 2021) to assess the ability of GCs, within the local 

dentate microcircuit, to disambiguate temporally patterned inputs. GC firing was recorded 

in response to stimulation of perforant path fibers in the outer molecular layer, using sets 

of stimulus patterns with known degrees of similarity, to quantify similarity between output 

spikes. For initial validation, four sets of Poisson input stimulus patterns with 10 Hz 

average frequency and input correlations of R25, R50, R75, or R95 were used to elicit GC 

responses (Fig 2.2A). Similarity indices of the GC “output” spike trains (Rout) were 

computed as the pairwise Pearson’s correlation coefficient on output spike train data 

binned at 10, 20 and 100 ms to assess the effect of bin-width on Rout (Fig 2B). Consistent 

with Madar et al. (2019a), GC output similarity was consistently lower than the 

corresponding pairwise input similarity (Fig 2.2B, Rin vs. Rout, n =4 cells / 3 mice). Since 

the reduction in output similarity was most robust when spike data were binned over 10 ms 

(Fig. 2.2B), a bin width of 10 ms was adopted in subsequent experiments. We then 

examined the potential contribution of the local inhibitory circuit to GC temporal pattern 

separation by partially decreasing GABAergic inhibition. To compare similarity indices 

before and after partial inhibitory block within the same cell, we restricted the inputs to a 

set of 5 stimuli with R75, reflecting a 75% similarity of across the inputs. GC responses 

were recorded first in aCSF and then in a non-saturating concentration of gabazine (100 

nM). Under both recording conditions, GC output correlation remained consistently lower 

than the input correlation of 0.75 suggesting contributions from cell intrinsic and/or 

afferent synaptic characteristics in mediating GC temporal pattern separation. However, 
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pairwise comparison of Rout within the same cell and pattern in aCSF versus gabazine 

revealed a significant increase in GC output correlation (Fig. 2.2 C–E, Mean pairwise 

Rout, aCSF: 0.20±0.02, Gabazine: 0.30±0.01, n = 4 cells/3 mice; p < 0.0001 by Paired t-

test, Cohen’s D =1.7). These results validate the role for inhibition in the ability of GCs to 

decorrelate temporally patterned inputs as reported previously (Madar et al., 2019a). 

 

 
 

Figure 2.2. Robust temporal pattern separation by dentate granule cells. (A) 

Representative input spike trains from the R75 input set are illustrated with each pattern 

(input trains #1–5) in a distinct color. The GC firing evoked by three (of 10) repetitions of 

each input set is illustrated with output trace color matched to corresponding input spike 

train. (B) Rout vs Rin plots calculated with bin widths for correlation set to 10, 20, and 100 

ms. Responses were elicited by input sets with similarity indices ranging from R25 to R95. 

(C-D) Example traces of GC firing responses elicited during 10 repetitions of the same 

representative (R75, pattern #4) input spike train recorded in aCSF (C) and in 100 nM 

gabazine (D). (E) Summary of pairwise R comparisons in aCSF and 100 nM gabazine (n 

= 4 cells). * Indicates p < 0.05 by Paired t-test. (Data generated by co-authors) 
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Reliability of dentate granule cell spiking is not altered early after FPI. 

After validating the experimental brain injury model in mouse (Fig. 2.1) and establishing 

the temporal pattern separation paradigm in slice recordings (Fig. 2.2), we examined GCs 

in mice one week after sham or FPI for their ability to decorrelate input spike train sets 

with 25% and 95% similarity. To ensure that there were no systematic differences in GC 

recordings between sham and FPI, we confirmed that the access resistance was not 

different between recordings from the two experimental groups (in MΩ, sham: 13.98±1.38, 

FPI: 15.57±1.97, p=0.54 by Student’s t-test). Additionally, examination of the GC intrinsic 

parameters failed to reveal differences in resting membrane potential (Fig. 3A–C, in mV, 

sham: −72.18±1.14, , FPI: −75.86±2.06, p=0.16 by Student’s t-test) and input resistance 

(in MΩ, sham: 102.3±8.61, FPI: 121.1±13.34, p=0.28 by Student’s t-test, based on 11 

cells/3 sham mice and 14 cells/4 FPI mice. In GCs that reached threshold with a +160 pA 

current injection, firing frequency was unchanged after FPI (in Hz, sham: 6.67±2.46 in 7 

cells, FPI: 6.74±1.54 in 9 cells, p=0.98 by unpaired Student’s t-test). Similarly, action 

potential threshold measured at rheobase current injection was not different between 

groups (Fig. 2.3B-C, in mV, sham: −31.49±2.13, FPI: −32.15±1.78, p=0.81 by unpaired 

Student’s t-test). 
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Figure 2.3. Granule cell intrinsic physiology is not altered FPI (A) Representative 

granule cell membrane voltage traces in response to −200 pA and +160 pA current 

injections. (B) Representative action potential phase plots obtained from the first action 

potential in granule cells sham (black) and FPI (red) mice. (C) Summary plots of resting 

membrane potential, input resistance, firing frequency at +160pA i-inj and action potential 

threshold. Note that only cells that reached threshold at +160pA were included in analysis 

of firing frequency. (Data generated by co-authors) 

 

Given the neuronal loss and circuit alterations after FPI (Bonislawski et al., 2007; Folweiler 

et al., 2020; Gupta et al., 2020, p. 20; Neuberger et al., 2017), we examined whether the 

fidelity of GC response to a given input train is fundamentally altered by injury. Under 

optimal conditions, if a local dentate network receives identical inputs, a given GC within 

the receiving network should maintain indistinguishable output responses. To determine if 

injury alters the ability of the GC network to reliably respond to a given input train, we 
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calculated spike train reliability (Rw) as the average Rout of a given GC in response to 

identical input pattern using the R95 input set (Fig 2.4A, B). Note that because stimulus 

intensity was set to achieve a 50% spike success in each cell, the enhanced eEPSC (Fig. 1) 

should not impact evaluation of spike train reliability. Indeed, the average firing rate 

elicited by the input spike trains was not different between GCs from sham and FPI (Fig. 

2.4C, average firing frequency in Hz, sham: 3.55±0.38, FPI: 2.99±0.19, p=0.17 by 

unpaired Student’s t-test). Interestingly, the variance of the firing frequency trended 

towards a reduction after FPI (F10,13= 3.10, p = 0.06, F-test for variance) suggesting a 

potential decrease in a source of input decorrelation after FPI. Despite the dentate circuit 

changes and enhanced ΔFosB labeling in GCs after FPI, spike train reliability was not 

different between the GCs from sham and FPI mice (Fig. 2.4C, average spike train 

reliability: sham: 0.47±0.05, FPI: 0.51±0.03, p=0.44 by unpaired Student’s t-test; variance 

(F10,13= 1.92, p = 0.27 by F-test for variance). 
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Figure 2.4. Assessment of GC firing fidelity after FPI. (A-B) Example of a single input 

spike train at R95 and the corresponding membrane voltage traces recorded in GC during 

10 repetitions of the same stimulus in sham (A) and FPI (B) mice. (C-D) Summary plot of 

GC firing frequency (C) and reliability index (D) of GC firing during R95 inputs in sham 

(n = 11 cells from 3 mice) and FPI (n = 14 cells from 3 mice). (Data generated by co-

authors) 

 

 

Granule cell decorrelation of temporal patterned inputs is reduced after FPI. 

To compare temporal pattern separation between GCs from sham and FPI mice, GCs were 

stimulated using input stimulus train sets with 25% and 95% similarity (Fig. 2.5A–B). Plots 

of averaged pairwise Rout values against Rin, for each input set showed that the GCs from 

both sham and FPI mice were still able to decorrelate inputs (Rout < Rin) (Fig. 2.5C–E). 

Note that the input trains each average Rin generate 10 distinct pairwise Rin values, 

reflecting correlation between 2 input trains, with corresponding 10 pairwise Rout values 
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for each cell (Fig. 2.5D, E). Comparison of the Rout values obtained in response to the 20 

Rin values (10 each at R25 and R95) in GCs from sham and FPI mice revealed a significant 

effect of injury (F(1,18) = 6.57, p<0.02 by TW-RM ANOVA, based on 9 Sham cells from 

3 mice and 11 FPI cells from 4 mice each where all input trains were recorded). However, 

the Rout within each cell averaged across the 10 Rin values at R25 (Sham: 0.13±0.01 in 9 

cells/3 mice, FPI: 0.12±0.01 in 11 cells/4 mice, p=0.36) and R95 (Sham: 0.47±0.04 in 11 

cells/3 mice, FPI: 0.49±0.01 in 14 cells/4 mice, p=0.49) showed no apparent difference 

(Fig 2.5 F, G, note that a few cells in which only R95 stimulus trains were recorded were 

included in this analysis). We reasoned that this was because averaging across multiple Rin 

values fails to capture the differences between Rin values and corresponding Rout (Fig. 

2.5D, E). We generated cumulative probability distributions of the Rout data 

corresponding to each average Rin value to better assess changes in decorrelation. The 

cumulative probability distribution of all Rout values for Rin values centered around R25 

was not different between GCs from sham and FPI (Fig. 2.5H, p=0.8 by K-S test). 

However, the distribution of all Rout values in response to inputs centered around R95 was 

significantly different between groups (Fig. 5I, p=0.0005 by K-S test) with a preferential 

reduction in the ability of GCs to support greater decorrelation after FPI. These findings 

are consistent with a subtle reduction in the ability of the dentate circuit to decorrelate 

highly similar inputs after injury. These data show that although GCs are continuing to 

disambiguate similar spike train inputs early after injury, their critical ability to do so when 

inputs are highly similar is compromised after injury. 
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Figure 2.5. GC temporal pattern decorrelation is maintained after brain injury. (A-

B) Representative input spike trains from the R95 input set are illustrated with each pattern 

(input trains #1–5) in a distinct color. GC firing evoked by three repetitions of each input 

set in sham (A) and FPI (B). Each membrane voltage trace is color matched to 

corresponding input spike train. (C) Summary plot of Rout vs Rin recorded during 

presentation of stimulus sets with R25 and R95 similarity indices in GCs from sham (black) 

and FPI (red) mice. (D-E) Pairwise Rout/Rin in GCs from sham and FPI mice for 10 

distinct Rin values each centered around R=0.25 (D) and R=95 (E). Note that these are the 

same data as in Fig 5C presented at a different scale. (F-G) Summary plots of average Rout 

in each cell averaged across all Rin values centered around R25 (F) and R95 (G). (H-I) 

Cumulative probability distributions of pairwise Rout in GCs from sham and FPI mice 

during presentation of input sets with average Rin=R25 (H, recordings from 9 cells in 3 

sham mice and 11 cells in 3 FPI mice) and R95 (I, 11 cells in 3 sham mice and 14 cells in 

3 FPI mice) * Indicates p < 0.05 by K-S test. (Data generated by co-authors) 
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Behavioral spatial pattern separation is degraded early after FPI. 

To determine whether the reduction in the ability of the dentate circuit to decorrelate input 

patterns after injury was accompanied by deficits in behavioral spatial discrimination, we 

adopted a novel object location task, which relies on dentate function and tests for episodic 

rather than sequential memory (Morales et al., 2021). Mice one week after FPI or sham 

surgery were assessed in the novel object location task following appropriate habituation 

(Fig. 2.6A). The mice were exposed to three identical objects in the sample phase followed, 

30 minutes later, by a choice phase in which one object was removed and one of the 

remaining objects was moved to a novel location (Fig. 2.6A–B). Compared to sham mice, 

which showed significantly greater interaction with the object in the novel location 

(p=0.0002 by one sample t-test), FPI mice failed to show preference for the object in the 

novel location (p=0.67 by one sample t-test). Consistently, the discrimination ratio, defined 

as the difference between number of interactions with the object in the novel location and 

the familiar location divided by the total interaction with both objects, was lower in FPI 

mice (Fig. 2.6C, discrimination ratio: sham: 0.28±0.04, FPI: 0.04±0.08, n = 8 mice/group, 

p=0.02 by unpaired Student’s t-test). However, the total exploration assessed as the number 

of contacts with objects in the 5-minute exploration period was not different between 

groups (Fig. 2.6D, number of contacts: sham: 39.25±5.58, FPI: 41.13±6.6, n = 8 mice each, 

p=0.83 by unpaired Student’s t-test) indicating no difference in exploration between sham 

and FPI mice. 
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Figure 2.6. Spatial recognition memory is impaired following FPI (A) Timeline of 

behavioral task and tissue processing for histological staining. (B) Schematic 

representation of the novel object location task performed one week post injury showing 

4-day habituation in open chamber and test day timeline and location of objects in sample 

and choice phases. (C) Summary plot of discrimination ratio (left) and total duration of 

exploration (right) in sham (n = 8) and FPI (n=8) mice. (D) Representative images of 

dentate sections immunostained for somatostatin (left) and PV (right) illustrates reduction 

in hilar somatostatin neurons one week after FPI, scale bar=100μm. (E) Summary 

histogram of somatostatin (left) and PV (right) cell counts in sections from the dentate hilus 

in sham and FPI mice. (Data generated by candidate) 

 

 

Finally, because, previous studies have identified a role for dentate somatostatin 

interneurons in performance of the novel object location task (Morales et al., 2021) and 

somatostatin neurons are vulnerable to brain injury (Lowenstein et al., 1992; Santhakumar 
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et al., 2000; Frankowski et al., 2019), we examined whether there was a loss of somatostatin 

neurons in the FPI mice that performed the behavioral task. Staining for somatostatin 

revealed a significant reduction of labeled neurons in the dentate hilus one week after FPI 

(Fig 2.6D–E, cells/mm2, sham: 11.50±0.92, FPI: 7.337±0.66, based on within animal 

averages of level matched sections from 8 sham and 6 FPI mice, p=0.005 by unpaired 

Student’s t-test). In contrast immunostaining for PV failed to reveal changes in PV neuron 

density after FPI (Fig 2.6D–E, cells/section, sham: 4.52±0.86, FPI: 5.22±0.70, based on 

within animal averages of level matched sections from 8 sham and 8 FPI mice, p>0.05 by 

unpaired Student’s t-test). These data suggest that injury-induced selective loss of dentate 

somatostatin interneurons could contribute to the observed impairment in location 

discrimination in mice early after brain injury. 

 

Discussion 

Changes in episodic memory are a major neurocognitive consequence of traumatic brain 

injury with early and persistent deficits observed in patients and in animal models (Alosco 

et al., 2023; Hamm et al., 1996; Korgaonkar, Li, et al., 2020; Kumar et al., 2013; T. 

McHugh et al., 2006; Smith et al., 2015; Tsirka et al., 2010). Although the dentate gyrus is 

known to play an essential role in encoding and disambiguating spatial memories, the 

underlying circuit mechanisms are not fully understood (Cayco-Gajic & Silver, 2019; 

Kesner, 2013; Morris et al., 2012; Rolls & Kesner, 2006). Here we implemented parallel 

circuit and behavioral assays of pattern separation in mice one week after concussive brain 

injury. Interestingly, we find that the reliability of GC firing is not altered after brain injury. 
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Moreover, the GC output correlation was consistently lower than input spike train 

correlation in cells from both control and injured mice, indicating that temporal pattern 

separation at the cellular level continued to occur after brain injury. However, the critical 

ability of dentate GCs to decorrelate highly similar input patterns was reduced after brain 

injury. These results are analogous to the effect of partial GABAA receptor antagonism 

where GC output correlation is higher than in aCSF, yet, remains lower than input 

correlation indicating deficits in decorrelation of inputs by GCs (Fig. 2.2 and Madar et al., 

2019a). Despite the limited decrease in GC cellular temporal pattern decorrelation after 

injury, behavioral discrimination of spatial location in an episodic memory test was 

severely compromised. It is possible that the posttraumatic increase in the number of GCs 

showing sustained increase in excitability, identified by ΔFosB labeling, degrades sparse 

coding in the dentate and contributes to decline in spatial location discrimination. 

Furthermore, we demonstrate a decrease in dentate hilar somatostatin neurons in brain 

injured mice that showed deficits in spatial discrimination. Since somatostatin neurons 

have been shown to contribute to the novel object location task (Morales et al., 2021) used 

in our study, posttraumatic somatostatin neuron loss could contribute to deficits in 

behavioral spatial discrimination. Together these findings identify early changes in dentate 

inhibition and an increase in GC activity that could compromise the ability of the dentate 

to effectively decorrelate spike trains and engage distinct GC ensembles, likely 

contributing to deficits in encoding episodic memories. 
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Posttraumatic changes in dentate circuit impact temporal decorrelation of input patterns. 

There is considerable evidence for the dentate gyrus playing a critical role in distinguishing 

context and spatial locations (Kesner, 2013; Leutgeb et al., 2007; T. J. McHugh et al., 2007; 

Senzai & Buzsáki, 2017). Because events occur in space and time, patterned neuronal firing 

can be essential for encoding spatial and temporal information (Buzsáki, 2010; 

Eichenbaum, 2013; Kobayashi & Poo, 2004; Tort et al., 2011). Experimental and 

computational studies examining dentate gyrus processing of temporally patterned inputs 

have identified that individual GCs can effectively orthogonalize temporal patterns in input 

spike trains. The ability of GCs to decorrelate temporal patterns likely depends on a 

combination of their intrinsic properties, local circuit inhibition, probabilistic synaptic 

release and spike-timing history resulting from short-term synaptic dynamics (Madar et al., 

2019a, 2019b; Yim et al., 2015). By adopting a temporal pattern separation paradigm, we 

confirmed that GCs effectively decorrelate input patterns, particularly those with high 

similarity (Fig. 2.2). Additionally, we show that even low dose gabazine (100 nM), 

resulting in partial block of inhibition, contributed to input decorrelation (Fig. 2.2) 

demonstrating a role for inhibition in decorrelation of input patterns. It is possible that, in 

addition to inhibition, perforant path synaptic dynamics and GC intrinsic physiology also 

contribute to temporal pattern separation in GCs. 

In mice one week after concussive brain injury, we demonstrated an increase in perforant 

path evoked excitatory drive (Fig 2.1) which is consistent with our prior studies identifying 

an immune receptor mediated increase in AMPA currents one week after FPI in rat (Li et 

al., 2015; Korgaonkar et al., 2020b). These results and the lack of changes in GC intrinsic 
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physiology (Fig. 3) and loss of hilar somatostatin neurons early after FPI are consistent 

with earlier studies in rats (Lowenstein et al., 1992; Santhakumar et al., 2000; Korgaonkar 

et al., 2020b). Moreover, labeling for ΔFosB, which indicates sustained increases in 

excitability (You et al., 2017), is increased one week after FPI. Therefore, it may seem 

surprising that the reliability and average firing frequency of GC responses to temporally 

patterned inputs remains unchanged after brain injury (Fig 2.4). Indeed, spike train 

reliability, a measure of the output correlation in response to identical inputs, is consistently 

lower than unity due to contributions from network noise and probabilistic transmitter 

release. A possible reason for maintenance of GC reliability despite the posttraumatic 

increase in afferent drive (Fig. 2.1) could be because, in the absence of post-injury changes 

in GC intrinsic physiology, setting the input stimulus intensity to elicit response in 50% of 

trials limited the effect of the increased excitatory input. Additionally, despite the loss of 

interneuron populations (Santhakumar et al., 2000; Folweiler et al., 2020), dentate 

inhibitory circuits undergo reorganization including increase in granule cell tonic GABA 

currents (Gupta et al., 2012; Gupta et al., 2022) which could help maintain GC activity 

levels. Moreover, GCs continue to effectively decorrelate input spike patterns as 

demonstrated by the consistent observation that output correlation remains lower than the 

input correlation even after brain injury (Fig 2.5C–E). Our finding that GCs continue to 

decorrelate input patterns early after brain injury is also consistent with recent findings in 

computational and experimental models of temporal lobe epilepsy (Yim et al., 2015; Madar 

et al., 2021). However, our results reveal a significant decrease in temporal pattern 

separation in response to input trains with high degrees of similarity, which suggests that 
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the network level changes including a partial loss of hilar somatostatin neurons do impact 

decorrelation of input information. Because suppressing dentate inhibition with saturating 

concentrations of gabazine leads to burst firing in GCs (not shown), complete disinhibition 

is unlikely to yield meaningful analysis of decorrelation. Future studies adopting opto- or 

chemogenetic suppression of specific neuronal subtypes could provide additional insights 

into the contribution of specific interneuron subtypes to GC input decorrelation. Although 

injury did not decrease GC spike reliability, the variance in firing frequency in response to 

identical input trains trended to decrease after injury. It is interesting to speculate that the 

mechanisms contributing to reduced variance in GC firing after injury could also reduce 

GC decorrelation of highly similar inputs. 

 

Distinguishing between cellular decorrelation of spike timing and behavioral 

discrimination of temporally ordered memories. 

It must be noted that the temporal pattern separation paradigm used in this study focused 

on timing of spike trains and does not directly correspond to the encoding of temporal 

sequences of events. Indeed, it is unclear whether the dentate gyrus is involved in 

distinguishing the temporal order of sequential events occurring over a span of minutes to 

days (Gilbert et al., 2001). However, the dentate gyrus, and particularly the ongoing 

generation of adult-born neurons in the dentate, has been shown to play a role in 

stratification of memories over the time course of weeks (Aimone et al., 2011; Clelland et 

al., 2009; Miller & Sahay, 2019; Nakashiba et al., 2012; Rangel et al., 2014). Interestingly, 

adult neurogenesis is altered after brain injury with early increase at one week followed by 
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a progressive decline at one month (Clark et al., 2020; Kernie & Parent, 2010; Neuberger 

et al., 2017; Ngwenya & Danzer, 2019; Shapiro, 2017; T.-S. Yu et al., 2008). Whether 

injury induced changes in neurogenesis alter stratification or timestamping of 

contemporary memories and/or compromise spatial and contextual pattern separation at 

later time points after injury remains to be examined. In this study we focused on the early 

time point, one week after injury, when the injury-induced neurons are believed to be 

immature and unlikely to contribute to local dentate feedback inhibition (Miller & Sahay, 

2019; Overstreet-Wadiche & Westbrook, 2006; Temprana et al., 2015). Additionally, we 

recorded GCs in the middle and outer third of the granule cell layer so as to avoid immature 

adult-born neurons, typically located in the inner third of the granule cell layer (Kerloch et 

al., 2019; Save et al., 2019). Crucially, all GCs included in analysis had input resistance 

less than 300 MΩ consistent with mature GC phenotype. Thus, our results identify that, at 

the level of individual putative mature dentate GCs, spike reliability and ability to 

decorrelate spike train patterns persist despite the early circuit changes after brain injury. 

Still, considering that temporal correlations between dentate neurons at the sub-second 

time scale are important for spatial memory discrimination (Van Dijk & Fenton, 2018), our 

slice physiology data suggest that the dentate’s ability to encode input timing is largely 

retained early after brain injury. Because the dentate gyrus is particularly important for 

disambiguating highly similar patterns, the posttraumatic reduction in GC ability to 

decorrelate highly similar inputs could contribute to deficits in pattern separation after 

brain injury. 
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Mechanisms underlying altered behavioral pattern separation after brain injury. 

In contrast to GC temporal pattern separation, we find that the ability to encode and 

discriminate subtle differences in spatial location is profoundly compromised one week 

after brain injury (Fig. 2.6). Our results complement a previous study which showed that 

mice one week after mild to moderate concussive brain injury are impaired in a sequential 

location discrimination task using the radial arms maze (Correll et al., 2021). Unlike the 

radial arm maze, the novel object location adopted in our study examines episodic memory 

and does not rely on repetition of discrete trial procedures (Bekinschtein et al., 2013; 

Morales et al., 2020). At the medium difficulty level (60° relocation) adopted in our study, 

the task has been shown to rely on dentate processing and is compromised by selective 

suppression of dentate somatostatin neurons. Consistently, we find that the behavioral 

deficit in novel object location one week after brain injury is accompanied by selective loss 

of hilar somatostatin neurons suggesting that interneuron loss may drive deficits in spatial 

pattern separation. Our data showing lack of change in PV neurons one week after FPI, 

when quantified across all dentate subregions, is consistent with Folweiler et al. (2020). 

However previous studies have identified post-FPI loss of PV neurons restricted to the 

dentate hilus and altered inhibition after FPI (Santhakumar et al., 2000; Folweiler et al., 

2020). Whereas loss of immature and highly excitable adult born neurons born prior to 

injury could contribute to deficits in encoding novel object location, studies using the 

cortical impact injury have reported no loss of GCs born prior to injury (Kang et al., 2022). 

Rather, these neurons support enhanced feedback inhibition 8–10 weeks after injury. 

Moreover, it should be noted that neurogenesis is increased rather than decreased one week 
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after injury (Clark et al., 2020; Correll et al., 2021; Neuberger et al., 2017; Shapiro, 2017) 

and adult born neurons support local circuit feedback inhibition of mature GCs 4–6 weeks 

into development (Miller & Sahay, 2019; Temprana et al., 2015). Taken together, it is 

unlikely that injury induced changes in dentate neurogenesis underlie deficits in spatial 

pattern separation observed one week after injury. Instead, post-injury reduction of 

feedback inhibition, due to loss of somatostatin neurons, and increases in basal activity of 

GCs, revealed by the enhanced ΔFosB staining, likely impair the ability of the dentate 

circuit to effectively decorrelate entorhinal inputs into discrete active GC ensembles and 

firing patterns. 

 

Reconciling the modest loss in cellular temporal decorrelation with profound impairment 

in behavioral spatial discrimination. 

The apparent divergence in effect of brain injury on decorrelation of spike trains at the 

cellular level and discrimination of spatial location at a behavioral level indicate that 

disambiguation of information likely involves activation of distinct neuronal ensembles by 

input patterns. This is consistent with findings in computational models (Myers & 

Scharfman, 2009, 2011). Experimentally, due to the time for genetically encoded reporters 

to express (Cj et al., 2013; Ramirez et al., 2013), it may be challenging to identify neurons 

activated by two distinct and recent spatial inputs. However, there is some evidence for 

sparse but shared activation of neurons by different spatial experiences (Tashiro et al., 

2007). The basal increase in neuronal excitability, identified by increase in ΔFosB labeled 

GCs after brain injury, could corrupt this sparse and selective activity necessary for 
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discrimination of spatial memories. A potential caveat is that, whereas the circuit 

experiments focused on the outer molecular layer, which receives the lateral entorhinal 

cortical fibers carrying contextual information, the spatial information examined in the 

behavioral spatial discrimination study is thought to be carried by inputs from the medial 

entorhinal cortex. Future studies examining decorrelation of medial perforant path inputs 

and behavioral analysis of context encoding could resolve whether the differences 

identified here are pathway specific. Analysis of spatiotemporal activity patterns of 

neuronal ensembles during behaviors or imaging circuit activity in vitro in response to 

spatiotemporal input patterns would help resolve how the dentate disambiguates input 

patterns. 

In summary, our study identifies that early posttraumatic changes, including persistent 

increase in excitability and loss of somatostatin interneurons, reduce temporal pattern 

separation by dentate GCs and degrade the ability to discriminate between similar spatial 

locations. These changes likely contribute to working memory deficits after brain injury. 
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Abstract 

Neuroimmune signals within the brain play a pivotal role in synaptic physiology and 

plasticity both constitutively and in response to injury and infection. Current literature 

focuses on glial-based immune modulation of neuronal excitatory synapses, however 

neuronal expression of immune modulators and their impact specifically on inhibitory 

synapse function are still unclear. This study provides evidence that the innate immune 

receptor, Toll-Like Receptor 4 (TLR4), differentially modulates cell-type specific 

GABAergic inhibition within the hippocampal dentate circuit constitutively and after fluid 

percussion injury (FPI). Using whole-cell recordings from dentate granule cells, we 

identify that perforant-path evoked inhibitory postsynaptic current (IPSC) amplitude is 

reduced after brain injury. TLR4 antagonism resulted in opposing modulation of evoked 

IPSC amplitude, decreasing it in sham controls and enhancing it back to control levels in 

and injured mice, demonstrating a unique and plastic TLR4 mediated regulation of dentate 

inhibition. Fluorescent in-situ analysis identified TLR4 mRNA in somatostatin (SST), but 

not parvalbumin (PV) interneurons. Consistently, blocking TLR4 selectively modulated 

granule cell IPSCs evoked by optical activation of SST interneurons. Notably, acutely 

blocking TLR4 impaired behavioral pattern separation in a novel object location task in 

controls and improved performance after injury. Although cell specific deletion of TLR4 

in SST neurons did not alter IPSC amplitude or pattern separation in uninjured mice, SST-

neuron specific TLR4 deletion after brain injury prevented posttraumatic decrease in 

evoked IPSC amplitude and deficits in behavioral pattern separation. Our results identify a 

central role for TLR4 signaling in regulating inhibition which diverge in the normal and 
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injured brain and impact behavioral function. These findings identify a role for cell-type 

specific TLR4 signaling in SST neurons in circuit and behavioral dysfunction after brain 

injury, opening avenues for targeted neuro-immune therapies to improve posttraumatic 

neurological outcomes. 
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Introduction 

Studies within recent decades have demonstrated a crucial interplay between the immune 

system and neurophysiology (Yang et al., 2023). Immune signals within the brain are not 

only involved in the body’s defenses, but also play a pivotal role in functional and structural 

homeostasis of neurons, glia, and endothelial cells (Beattie et al., 2002; Pribiag & 

Stellwagen, 2014). In fact, studies have demonstrated that cytokines, such as tumor 

necrosis factor alpha (TNFα), are constitutively expressed in low levels in the brain and 

are important in synaptic physiology and plasticity (Stellwagen & Malenka, 2006). Innate 

immune receptors and their signaling pathways, in this sense, may play a dual role in 

initiating and mediating immunomodulatory activity in response to injury and infection as 

well as regulating developmental and homeostatic neuronal processes. As such, disruptions 

in neuroimmune systems may impact neurological network function with behavioral 

consequences. Current evidence mostly attributes neuroinflammatory modulation of 

network excitability to glial effects (Villasana-Salazar & Vezzani, 2023), and neuronal 

expression of immune mediators and its functional consequences have received little 

attention. In previous studies, we demonstrated that mild to moderate brain injury leads to 

acute increase in the innate immune receptor toll-like receptor 4 (TLR4) expression in 

hippocampal dentate gyrus neurons, which enhanced glutamatergic currents and 

contributed to impaired working memory (Korgaonkar, Li, et al., 2020; Korgaonkar, 

Nguyen, et al., 2020; Y. Li et al., 2015). Here we identify a novel role for TLR4 signaling 

in modulating synaptic inhibition in uninjured and injured dentate gyrus.   
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The dentate gyrus is typified by low excitability and strong GABAergic inhibition of 

granule cells (Piatti, Ewell, et al., 2013). Optimal levels of granule cell excitability and 

inhibition have been shown to be crucial for the key function of dentate gyrus known as 

pattern separation (Coulter & Carlson, 2007; Morales et al., 2020). Pattern separation is 

the ability to discriminate between similar spatial or temporal patterns or detect subtle 

differences in the environment and is thought to derive from circuit processes by which 

overlapping patterns of neuronal activity are minimized (Yassa & Stark, 2011). SST 

interneurons, specifically, have been shown to be crucial for performance on the novel 

object location task, a behavioral measure of pattern separation (Morales et al., 2020). In 

previous studies, we demonstrated that there is a differential loss in hilar SST interneurons 

compared to PV neurons (Corrubia et al., 2023).  However, the changes in cell-type specific 

contribution to inhibition after brain injury and whether TLR4 regulates synaptic inhibition 

mediated by interneuron subtypes is not known. Dentate excitability and inhibition are 

altered in disease states including brain injury and epilepsy, which are associated with 

deficits in dentate-dependent memory function (Gupta et al., 2022; Korgaonkar, Li, et al., 

2020; Korgaonkar, Nguyen, et al., 2020; Y. Li et al., 2015). However, the mechanisms 

linking injury to altered excitability and memory deficits remain poorly understood.  

Previously, we demonstrated that excitatory currents are modulated by TLR4 signaling 

both before and after injury, leading to deficits in spatial working memory (Korgaonkar, 

Li, et al., 2020; Korgaonkar, Nguyen, et al., 2020). We also recently showed that granule 

cell temporal pattern separation and behavioral spatial pattern separation are impaired one 

week after FPI and are correlated with  hilar somatostatin cell  loss (Corrubia et al., 2023). 
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The effect of TLR4 and immune regulation of inhibition and interneuron subtypes, 

however, has not yet been examined. In these studies, we focus on dentate synaptic 

inhibition, and demonstrate that inhibitory currents are reduced following moderate fluid 

percussion injury (FPI) and are modulated by cell-type specific TLR4 signaling. Blocking 

TLR4 after injury mitigates injury-induced decreases in evoked inhibitory post synaptic 

currents (eIPSCs), while, paradoxically, reducing eIPSCs in control mice. 

Correspondingly, performance on the Novel Object Location (NOL) test for spatial pattern 

separation also shows opposing modulation by TLR4 treatment in uninjured and brain 

injured mice. Interestingly, cell-type specific deletion of TLR4 selectively in somatostatin 

(SST) interneurons improved loss of inhibition and NOL performance in brain injured 

mice, while having no effect in sham control mice. These results demonstrate that TLR4 

modulates granule cell synaptic inhibition in an input cell-type specific manner. The 

findings identify that expression of TLR4 on distinct somatostatin neurons selectively 

alters dentate disinhibitory circuits after brain injury and contributes to impaired behavioral 

outcomes. 
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MATERIALS AND METHODS 

Key Resources Table 

REAGENT or RESOURCE SOURCE IDENTIFIER 

Chemicals, Peptides, etc.   

CLI-095 InvivoGen Cat # tlrl-cli95 

Rat anti-somatostatin Millipore Cat # MA5-16987 

Guinea Pig anti-parvalbumin Swant Cat # GP72 

Rabbit anti-ΔFosB Cell Signaling Cat # D3S8R 

goat anti-rabbit AF 594 Invitrogen Cat # A11012 

goat anti-rat AF647 Invitrogen Cat # A-21247 

goat anti-guinea pig AF647 Invitrogen Cat # A-21450 

RNAscope® Probe-Mm-TLR4 Advanced Cell 

Diagnostics 

Cat # 316801 

RNAscope® Probe- Mm-Sst-C3 Advanced Cell 

Diagnostics 

Cat # 404631-C3 

RNAscope® Probe- Mm-Pvalb-C2 Advanced Cell 

Diagnostics 

Cat # 421931-C2 

Critical Commercial Kits   

RNAscope® Multiplex Fluorescent 

Reagent Kit v2 

Advanced Cell 

Diagnostics 

Cat. #323100 

Experimental Models: Organisms/Strains 

B6 mouse: C57BL/6J The Jackston Laboratory JAX # 000664 

SST-CreERT2 The Jackston Laboratory JAX # 010708 

SST-IRES-Cre The Jackston Laboratory JAX # 013044 

PV-Cre The Jackston Laboratory JAX # 029721 

ChR2-YFP fl/fl The Jackston Laboratory JAX # 012569 

TLR4fl/fl The Jackston Laboratory JAX # 024872 

Software   

Prism 10.1.2 GraphPad  

pCLAMP 11.3 Molecular Devices  

QuPath v0.5.0 General Public License  

FIJI, ImageJ   
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Experimental Model and Subject Details 

Animals 

All experiments were performed in accordance with IACUC protocols approved by the 

University of California, Riverside, CA and conform to the ARRIVE guidelines. 

 

Mice were group housed in standard cages on a 12h:12h light/dark cycle. 8–12-week-old 

mice of either sex were used for all studies. All mice were bred in-house. For optogenetic 

experiments, mice specifically expressing ChR2-eYFP in somatostatin interneurons were 

generated by crossing SST-IRES-Cre mice (Ssttm2.1(cre)Zjh/J, Jackson Labs, 013044) with 

ChR2-eYFP mice (B6;129S-Gt(ROSA)26Sortm32(CAG-COP4*H134R/EYFP)Hze/J, Jackson Labs, 

012569). For mice expressing ChR2-eYFP in parvalbumin interneurons, the ChR2-eYFP 

line was crossed with PV-IRES-Cre (B6.Cg-Pvalbtm1(cre)Arbr Fxnem2Lutzy Fxnem2.1Lutzy/J, 

Jackson Labs, 029721) mice. 

To knock down TLR4 specifically in somatostatin interneurons without potential 

developmental effects, we crossed the inducible SST-Cre-ERT2 mouse line (B6(Cg)-

Ssttm1(cre/ERT2)Zjh/J, Jackson Labs, 010708) with TLR4fl (B6(Cg)-Tlr4tm1.1Karp/J, Jackson 

Labs, 024872) mice to generate SSTcreERT2-TLR4-/- mice using the breeding strategy 

outlined in  Figure 3.6A. Briefly, heterozygous SST-CreERT2 mice were paired with a 

homozygous TLR4fl/fl mouse to yield F1 offspring with SST-CreERT2+/-; TLR4fl-/fl+ 

genotype. These mice were then paired with another homozygous TLR4fl/fl mouse to yield 

F2 offspring with heterozygous SST-CreERT2;homozygous TLR4fl/fl (Cre+ mice used for 

experiments, Figure 3.6A green box) and SST-CreERT2-/- (Cre- mice used as controls, 
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Figure 3.6A blue box).  Experimental SST-Cre+-TLR4fl/fl and Cre negative (Cre-) 

littermates were administered 150mg/kg tamoxifen via oral gavage for 3 days, , as 

described below, to induce timed cre-recombinase after FPI/sham. Whenever possible in 

each experiment, littermates were distributed across experimental groups. 

Fluid Percussion Injury 

Randomly selected 8 to 10-week-old littermate male and female C57BL6/J, PV- or SST- 

ChR2-eYFP, and Cre+ and Cre- heterozygous SST-creERT2- crossed with TLR4fl/fl mice 

to generate SSTcreERT2-TLR4-/- mice were subjected to lateral fluid percussion injury (FPI) 

or sham injury. Briefly, mice were placed in a stereotaxic frame under isoflurane anesthesia 

and administered 0.25% bupivacaine (subcutaneous) as a local anesthetic. A 2.7 mm hole 

was trephined on the left side of the skull 2 mm caudal to bregma and 1 mm lateral from 

the sagittal suture. A Luer-Lok syringe hub with a 3 mm inner diameter was placed over 

the exposed dura and bonded to the skull with cyanoacrylate adhesive. The animals were 

returned to their home cage following recovery. One day later, animals were anesthetized 

with isoflurane and attached to a fluid percussion injury device (Virginia Commonwealth 

University, Richmond, VA, Model 01-B) directly at the metal nozzle. A pendulum was 

dropped to deliver a brief (20 ms) 1.5–1.7 atm impact on the intact dura. For sham injury, 

the animals underwent surgical implantation of the hub and were anesthetized and attached 

to the FPI device, but the pendulum was not dropped (Gupta et al., 2022; Smith et al., 

2012). For Cre+ and Cre- SST-TLR4fl/fl studies, mice were administered 175mg/kg 

tamoxifen dissolved in 10% ethanol and 90% corn oil via oral gavage for 3 days: day 1: 1 

hr prior to craniectomy, day 2: 1 hr prior to sham/FPI, and day 3: 24hrs post injury. 
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Slice Preparation 

Mice one week after FPI or sham injury were anesthetized with isoflurane and decapitated 

for slice preparation using established protocols (Afrasiabi et al., 2022; Korgaonkar, Li, et 

al., 2020). Horizontal brain slices (300-350 µm) were prepared in ice-cold sucrose artificial 

CSF (sucrose-aCSF) containing the following (in mM): 85 NaCl, 75 sucrose, 24 NaHCO3, 

25 glucose, 4 MgCl2, 2.5 KCl, 1.25 NaH2PO4, and 0.5 CaCl2 using a Leica VT1200S 

Vibratome (Wetzlar, Germany). Slices were incubated at 34°C for 30 min in an interface 

holding chamber containing an equal volume of sucrose-aCSF and recording aCSF, and 

subsequently were held at room temperature. The recording aCSF contained the following 

(in mM): 126 NaCl, 2.5 KCl, 2 CaCl2, 2 MgCl2, 1.25 NaH2PO4, 26 NaHCO3, and 10 D-

glucose. All solutions were saturated with 95% O2 and 5% CO2 and maintained at a pH of 

7.4 for 1– 6 h. Only sections on the ipsilateral side of injury were used in experiments. 

Physiological Recordings 

For patch clamp recordings, slices were transferred to a submerged recording chamber and 

perfused with oxygenated aCSF at 33 ± 1°C. Visualization of slices and cells was done 

using IR-DIC with a Nikon AR microscope with a 40X water-immersion objective. 

Recordings were obtained using Axon Instruments MultiClamp 700B (Molecular Devices, 

Sunnyvale, CA). Data were low pass filtered at 2 kHz, digitized using DigiData 1440A and 

acquired using pClamp10 at 10 kHz sampling frequency. Voltage clamp recordings of 

perforant path evoked inhibitory postsynaptic currents (eIPSCs) were obtained from 

dentate GCs using recording electrodes (3 - 6 MΩ) containing a Cs-Methanesulfonate 

Internal (in mM): 140 Cs-Methane sulfonate, 5 NaCl, 10 HEPES, 0.2 EGTA, 4 Mg-ATP, 
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0.2 Na-GTP, 5 Qx-314 with 0.2% biocytin. For CLI-treatment, slices were incubated in 

10ng/ml of CLI-095 or DMSO vehicle control for 30-45min prior to recordings. GCs were 

held at 0 mV, close to reversal potential for glutamatergic ions, to isolate IPSCs. Evoked 

IPSCs were recorded in response to 0.1 to 2.0 mA stimuli, applied in 100-500 pA steps, 

through a concentric stimulus electrode positioned at the perforant path on the other side 

of the fissure from the dentate molecular layer. Peak amplitude of eIPSC was measured 

from the average of 3 responses at each step using ClampFit 10. To assess cell health, GCs 

were held at -70 mV and responses to 1500 ms current steps from -200 pA to threshold 

positive current injection in 40 pA steps. Cells with resting membrane potential positive to 

-55 mV and access resistance over 20MΩ were excluded from analysis. 

Optogenetic stimulation 

For optogenetic experiments, SST(IRES-Cre)-ChR2-YFP and PV-ChR2-YFP mice 

underwent FPI/sham injury and slice preparation as described previously, with slices kept 

under opaque lid to avoid potential effects of overhead lighting on slices. Slices from sham 

and FPI mice were incubated for 45min in the TLR4 antagonist, CLI-095 (5ng/ml) or a 

vehicle control prior to voltage-clamp recordings. Internal pipette solution constituted of a 

50/50 KCl-Kgluc mixture containing (in mM): KCl: 125 KCl , 10 K-gluc, 2 MgCl, 10 

HEPES, 0.2 EGTA, 2 Mg-ATP, 0.5 Na-GTP, 10 PO Creatinine, 5 Qx-314 and K-gluc: 126 

K-gluc, 4 KCl, 10 HEPES, 4 Mg-ATP, 0.3 Na-GTP, 10 PO Creatinine with 0.2% biocytin. 

GCs were held at resting potential of -70mV. Optical stimulation of presynaptic ChR2 

expressing cells was provided using a Digital Mirror Device (DMD)-based pattern 

illuminator (Mightex Polygon 400), coupled to 473nm blue LED (AURA light source), 
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and controlled via TTL based input from pClamp. Full-field stimulation at 9% light 

intensity resulting in optical recording of 0.395µW was used to provide a 3ms pulse at 

20Hz for 500ms onto the slices to elicit a response without doublets. Optically evoked 

inhibitory post synaptic currents (oeIPSCs) from dentate GCs were recorded following 

light stimulation and oeIPSC amplitudes from an average of 5 sweeps were used for 

analyses. 

Novel Object Location Task and Analysis  

To assess behavioral pattern separation, we implemented a novel object location task to 

test spatial discrimination (Bekinschtein et al., 2013; Corrubia et al., 2023; Morales et al., 

2020) in mice one week post FPI or sham injury. The task consisted of a circular arena 50 

cm in diameter and 47 cm high with laboratory tape in varying patterns in four distinct 

locations on the white opaque arena walls serving as spatial visual cues. The experimenter 

room was separated from the testing room with the test arena by a closed door. The testing 

room was dimly lit with overhead lights using dimmer switch on lowest setting. Mice 

underwent four days of habituation for 10 minutes each followed by a sample and choice 

phase on day five. The testing arena and objects were cleaned with 70% ethanol in between 

each animal throughout the entire experiment. During habituation, mice were brought to 

the testing room from the vivarium, handled by the experimenter, and exposed to the testing 

arena for 10 min each day where they were allowed to explore freely. For studies with 

acute CLI-095 treatment, mice were also handled and injected with 50ul saline 1hr before 

exploring the testing arena each day leading up to the test day, where they were treated 

with 0.5mg/kg dose of CLI-095 or vehicle i.p. injection 1 hr prior to behavioral testing.  
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Cre+ and Cre- SST-TLR4fl/fl mice were administered tamoxifen for 3 days as described 

previously and habituated as detailed above. On test day, mice were first exposed to a 

sample phase for 10 min, with three identical objects placed 120 degrees and approximately 

16 cm apart and allowed to freely explore the objects. Mice were then returned to their 

home cage for 30 min before the choice phase. During the choice phase, one object was 

placed in its original (familiar) location, one object was removed, and the last object was 

shifted by 60° to a novel (unfamiliar) location. The mice were placed into the arena and 

allowed to explore the objects for five minutes. Videos were manually coded and analyzed 

by an experimenter blinded to animal injury status. Object exploration was counted as the 

number of times the animal’s nose was within 0.5 cm of the object, with each continuous 

second counted as an additional exploration. Discrimination ratio was calculated as 

[Exploration of Object in Unfamiliar Location – Exploration of Object in Familiar 

Location] / [Total Exploration]. Total exploration was also compared between groups. 

Immunohistochemistry:  

Immunohistochemistry for somatostatin (SST) and parvalbumin (PV) was used to evaluate 

interneuron loss. Immediately following the novel object location task, mice were perfused 

transcardially with ice cold PBS followed by 4% PFA. Brains were excised and incubated 

in 4% PFA overnight and transferred to 30% sucrose for 2-3 days or until tissue sank. 

Brains were then flash frozen in OCT using liquid nitrogen and stored at -80°C prior to 

cryosectioning. 20 µm serial sections were collected and mounted on SuperFrost slides and 

stored at -80°C prior to staining. Slides were stained for SST, or PV following standard 

procedures (Korgaonkar, Li, et al., 2020; Neuberger et al., 2017). Briefly, slides were 
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allowed to thaw to room temperature (RT) for 10 min, washed with 1xPBS 3x5min to wash 

off residual OCT. Slides were blocked in 10% normal goat serum in PBS + 0.3% Triton-

X for one hour at RT, then incubated in anti- SST or PV antibody (SST: 1:100, Millipore 

MA5-16987; PV: 1:1000, Swant GP72) overnight at 4°C. Slides were then washed 3x10 

min with PBS and then incubated in goat anti-rat AF647 antibody (1:1000, Invitrogen A-

21247) for SST goat anti-guinea pig AF647 antibody (1:1000, Invitrogen, A-21450) for 

PV for 1.5 hours at RT, washed 3x10 min with PBS, and coverslipped using VectaShield 

mounting media. Slides were imaged using Zeiss Axioscope Epifluorescence Microscope 

as a single plane at 10x and 20x for analysis. Blinded analysis was performed using Cell 

Detection settings in QuPath 0.5.0 (https://qupath.github.io) with files coded without injury 

status. For SST analysis, a ROI was drawn to outline the hilus using DAPI labeling to 

detect SST+ cells. Detection parameters were kept consistent between sections, and 3 to 6 

level matched sections were averaged in each mouse for analysis, depending on slice and 

image quality. Robust and sparse PV immunolabeled neuronal somata were counted 

manually on QuPath for hilar, GCL, molecular layer regions as well as total PV 

interneurons, which include axo-axonic cells (Proddutur et al., 2023). 

To visualize TLR4 and SST colocalization, we used RNAscope Multiplex Fluorescent In 

situ hybridization (m-FISH) on cryosectioned (50 µm) tissue from control and mice one-

week post-FPI. RNAscope Multiplex Fluorescent Reagent Kit v2 Assay was used 

following the protocol for fixed frozen tissue. The following kits and probes were used for 

this study:  RNAscope® Multiplex Fluorescent Reagent Kit (Cat. #323100), RNAscope® 

Probe-Mm-TLR4 (Cat. No. 316801), and RNAscope® Probe- Mm-Sst-C3 (Cat No. 

https://qupath.github.io/
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404631-C3). Slides were coverslipped using DABCO with DAPI mounting media and 

imaged using a Zeiss Axioscope and analyzed using Stereo Investigator (Microbrightfield). 

Statistical Analysis 

 Statistical analyses were conducted in GraphPad Prism 10. The Shapiro-Wilk test was 

used to test for normality, and appropriate parametric or non-parametric statistical analyses 

were conducted. F-test to compare variances was used to assess whether both sample 

groups undergoing statistical comparisons have equal standard deviations. All statistical 

comparisons were conducted at an alpha level of α = 0.05. Two-way repeated measures 

ANOVA (TW-RM ANOVA), one-sample, paired and unpaired Student’s or Welch’s t-

test, Mann-Whitney U test and Kolmogorov-Smirnov (K-S) test were used where 

appropriate. 

RESULTS 

Acute TLR4 regulation of synaptic inhibition in the dentate gyrus 

We previously identified a novel role of TLR4 in regulating dentate network physiology 

with opposing changes in excitability between uninjured/control and brain injured mice 

and a corresponding divergent effect on working memory performance (Korgaonkar, Li, 

et al., 2020; Korgaonkar, Nguyen, et al., 2020; Y. Li et al., 2015). Although we identified 

that TLR4 signaling selectively enhances AMPA currents in dentate granule cells (GCs) 

after concussive brain injury, mechanisms underlying the differential TLR4 regulation of 

network excitability remain unknown. To determine whether afferent evoked inhibition is 

differentially modulated by TLR4 signaling in the control and injured dentate gyrus, we 
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examined TLR4 regulation of GC inhibitory current responses to perforant path stimulation 

in mice one week after concussive brain injury using FPI model or sham injury. Granule 

cells were held in voltage clamp at 0mV, the reversal potential for glutamatergic currents, 

to isolate inhibitory currents. In contrast to the previously reported increase in afferent 

evoked AMPA currents (Corrubia et al., 2023; Korgaonkar, Li, et al., 2020; Y. Li et al., 

2015) and spontaneous inhibitory post synaptic currents (sIPSCs) after injury (Gupta et al., 

2012; Santhakumar et al., 2000, 2001), mice one week after FPI exhibited a significant 

decrease in evoked IPSCs (eIPSCs) compared to sham injured controls (Fig 3.1B-D, n=8 

cells from 4 sham mice and 8 cells from 4 FPI mice, p <0.05 by Two-Way ANOVA with 

Multiple Comparisons). Importantly, acute incubation of the slices in CLI-095 (10ng/ml), 

a specific TLR4 antagonist, significantly altered eIPSCs in both sham and FPI mice in 

different directions. Notably, in slices from sham mice, CLI-095 treatment decreased 

eIPSC amplitudes, demonstrating a basal TLR4 signaling tone in the uninjured brain which 

augments synaptic inhibition (n=6 cells from 4 mice, p<0.05 by TW-MC ANOVA). In 

contrast, following FPI, TLR4 antagonist treatment enhanced eIPSC amplitude (Fig 3.1B-

D, n = 8 cells from 4 mice, p <0.05 by TW-MC ANOVA), thereby attenuating the injury-

induced decreases in eIPSC amplitude. These results demonstrate a novel 

neurophysiological role of TLR4 in modulating synaptic inhibition both constitutively and 

following injury. The effects observed in sham mice demonstrate a role of TLR4 in 

supporting baseline network inhibition. In contrast, the neuroinflammatory response 

mediated by TLR4 signaling following injury not only increases excitatory currents as 

observed previously (Korgaonkar, Li, et al., 2020; Y. Li et al., 2015), but additionally 
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decreases inhibition, potentially shifting excitation-inhibition balance towards increased 

excitation. 

 
 

Figure 3.1. Dentate inhibition is impaired one week after injury and is modulated by 

TLR4 signaling. (A) Schematic of timeline for acute slice incubations in vehicle or CLI-

095 (10ng/ml) for v-clamp experiments one week after FPI. (B) Representative eIPSC 

traces from dentate granule cells in sham (black), FPI (red), and with CLI-095 treated slices 

(lightened). (C) Plot of eIPSC peak amplitude in GCs recorded in responses to increasing 

stimulus intensities. (D) Summary plot of GC eIPSC peak amplitude at 2.0mA stimulation. 

(E) Representative GC membrane voltage traces in response to -200 pA and +120 pA 

current injections. (F) GC Current-Frequency plot at increasing current injections (G) 
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Summary plots of GC firing frequency at +120 pA current injection, input resistance, 

resting membrane potential, and firing threshold. 

 

We examined if TLR4 modulation of granule cell intrinsic physiology, including input 

resistance, could contribute to the observed changes in eIPSC amplitudes. Analysis of the 

current-frequency (IF) curve demonstrated an increase in GC firing frequency after FPI 

(Figure 3.1E-G, p=0.03 by 2W ANOVA).  However, as reported previously (Corrubia et 

al., 2023), passive properties including resting membrane potential and input resistance 

were not different between granule cells from sham and FPI mice (Figure 31E-G). 

Moreover, GC passive properties were not modulated by TLR4 antagonist treatment 

(Figure 3.1E-G). 

 

Posttraumatic increase but no TLR4 modulation of PV input onto GCs 

Brain injury leads to loss of interneuron subtypes in the dentate gyrus (Corrubia et al., 

2023; Folweiler et al., 2020; Frankowski et al., 2019; Lowenstein et al., 1992; Toth et al., 

1997) which may contribute to the decrease in eIPSC amplitude we observed. As observed 

in previous studies (Corrubia et al., 2023), immunostaining for PV interneurons in ventral 

slices from mice one week after FPI revealed no changes in either hilar or molecular layer 

PV+ neuron counts (Figure 3.2A-B, n=14 sham, n=14 FPI, p=0.63 Hilar, p=0.77 

Molecular Layer, p=0.08 Total). 
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Figure 3.2. PV input onto dentate granule cells is increased one week after brain 

injury but not mediated by TLR4. (A) Representative images of dentate sections 

immunostained for parvalbumin (PV) in sham and FPI mice, scale bar = 100µm. (B) 

Summary plot of PV cell counts in hilus, molecular layer, and total dentate subregion in 

sections from sham and FPI mice. (C) Timeline and schematic for sham/FPI, followed one 

week later by acute drug incubation and optogenetic experiments showing optical 

activation of PV neurons using blue light in slices from PV-ChR2 mice and recordings 

from GCs. (D) Representative traces from PV-driven oeIPSC recordings in GCs in sham 

(black), FPI (red), and CLI-095 incubations (lightened). (E) Summary histogram of oeIPSC 

peak amplitudes in GCs from PV neurons (F) Representative traces of GC IPSCs following 

optical stimulation of PV neurons at 3ms at 20Hz (G) Summary plot of multipulse ratio of 

each peak compared to amplitude of first peak. (H) Representative images from RNAscope 

sm-FISH showing no colocalization of TLR4 mRNA with PV. 
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To test whether cell-type specific inhibitory input onto dentate granule cells is affected 

after FPI and differentially modulated by TLR4, we examined PV-Cre:ChR2/eYFP mice 

in which the excitatory opsin, channelrhodopsin (ChR2) is expressed exclusively in PV 

interneurons. Voltage clamp recordings were obtained from dentate GCs in response to 

optical activation of PV interneurons using blue light (full-field stimulation under a 40X 

objective at 0.395mW intensity and 3ms pulse duration at 20Hz for 500ms) in slices from 

sham and FPI mice (Figure 3.2C). Slices were incubated for 45min in the TLR4 antagonist, 

CLI-095 (5ng/ml) or a vehicle control prior to recordings. Amplitude of the optically 

evoked IPSCs (oeIPSCs) from PV neurons was compared across treatment groups. 

Interestingly, the amplitude of PV driven IPSCs onto GCs was increased one week after 

FPI (Figure 3.2D-E, n=7 sham, n=10 FPI, p=0.002 by TW-MC ANOVA), suggesting that 

PV neurons may compensate for potential loss of other interneuron populations. However, 

TLR4 antagonism failed to modulate PV-evoked IPSC amplitude in both sham or FPI mice 

(Figure 3.2D-E, n= 8 Sham-CLI, n=7 FPI-CLI, p=0.84 Sham, p=0.31 FPI, by TW-MC 

ANOVA). Analysis of multi-pulse depression of the 20Hz train revealed no significant 

differences between groups (Figure 3.2F-G) suggesting no change in release probability. 

Consistent with the lack of TLR4 effect on PV-evoked IPSCs, RNAscope/m-FISH failed to 

reveal TLR4 mRNA in PV interneurons (Figure 3.2H). 

 

TLR4 signaling selectively enhances SST-driven IPSCs to granule cells after FPI 

Unlike PV neurons, immunostaining for somatostatin (SST) showed a significant reduction 

of SST+ neurons in the hilus in the ventral DG one week after FPI (Figure 3.3A-B, n=14 
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sham, n=15 FPI, p=0.004 by unpaired t-test). To assess changes in SST input onto GCs, 

we examined SST-IRES-CreChR2/eYFP mice expressing ChR2 in somatostatin 

interneurons for optically evoked IPSCs in granule cells  from sham and FPI mice. Despite 

loss of SST neurons (Figure 3.3A-B), SST neuron driven oeIPSC peak amplitude in 

granule cells remained unchanged one week after injury (Figure 3.3D-E, n=7 sham, n=8 

FPI, p=0.75).  Additionally, incubation in the TLR4 antagonist resulted in no change in 

SST-evoked IPSC in sham slices (Figure 3.3D-E, n=6 Sham-CLI, p=0.45 by TW-MC 

ANOVA). Unexpectedly, we observed a decrease in SST evoked IPSCs when slices were 

incubated in the TLR4 antagonist after FPI (Fig 3.3D-E, n= 8 FPI-CLI, p=0.007 by TW-

MC ANOVA). These results were surprising, given the previous findings that blocking 

TLR4 increased overall eIPSCs after injury (Figure 3.1C-D). Analysis of multi-pulse 

depression of the 20Hz train revealed no significant differences between groups (Figure 

3.3F-G). In contrast to findings in PV neurons, RNAscope/mFISH identified 

colocalization of TLR4 mRNA in SST interneurons (Figure 3.3H). These results suggest 

that TLR4 selectively modulates SST synapses on to GCs after injury, but likely affects 

basal inhibition through different mechanisms. The contrasting effects of TLR4 

antagonism on perforant path eIPSC and SST-driven oeIPSCs suggest that SST neurons 

may contribute to disinhibition of DG interneurons (Estarellas et al., 2023; Nolan et al., 

2022; Ogando et al., 2021).  
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Figure 3.3. TLR4 specifically modulates SST input onto dentate granule cells after 

injury. (A) Representative images of dentate sections immunostained for Somatostatin 

(SST) in sham and FPI mice, scale bar = 100um. (B) Summary plot of SST cell counts in 

sections from dentate hilus in sham and FPI mice. (C) Timeline and schematic for 

sham/FPI, followed one week later by acute drug incubation and optogenetic experiments 

showing optical activation of SST neurons using blue light in slices from congenital SST-

ChR2 mice and recordings from GCs. (D) Representative traces from SST-oeIPSC 

recordings in GCs in sham (black), FPI (red), and CLI-095 incubations (lightened). (E) 

Summary histogram of oeIPSC peak amplitudes in GCs from SST neurons (F) 

Representative traces of GC IPSCs following optical stimulation of SST neurons at 3ms at 

20Hz (G) Summary plot of multipulse ratio of each peak compared to amplitude of first 

peak. (H) Representative images from RNAscope sm-FISH showing colocalization of 

TLR4 mRNA with SST neurons. 
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SST contribution to evoked IPSCs is modulated by TLR4 signaling 

The changes we observed in PV and SST input onto GCs failed to account for either the 

posttraumatic decrease in eIPSC or the bidirectional effect of TLR4 signaling on perforant 

path evoked IPSCs in the uninjured and injured brain. Since optical activation of the 

neurons allows for cell specificity and cannot determine recruitment of the interneurons 

during afferent activation, we sought to suppress the neurons and identify their circuit 

contributions. Since we previously reported that optogenetic suppression of parvalbumin 

neurons does not reduce perforant path evoked IPSCs in the DG, likely due to the inability 

of limited hyperpolarization to suppress afferent evoked responses, we adopted a strategy 

of depleting synaptic output in specific cell types to examine their relative contribution to 

eIPSC amplitude. To accomplish this, we optically stimulated either parvalbumin or 

somatostatin neurons, using PV- or SST-ChR2/eYFP mouse lines, at a high frequency (3ms 

at 50-75Hz) to achieve short term synaptic depression. Comparison of amplitude of the last 

oeIPSC in the train to the first oeIPSC confirmed that the stimulation reduced both PV and 

SST driven IPSCs by over 90% in both PV and SST neurons (Figure 3.4B, n=20 PV, n=21 

SST). Using this strategy, we were able to depress the PV and SST oeIPSC amplitude to 

evaluate the contribution of the interneuron subtype specific currents to the overall evoked 

IPSC. 
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Figure 3.4. SST neurons contribute more to overall eIPSC than PV (A) Schematic of 

dendritic SST and perisomatic PV inhibition onto GCs (B) Representative oeIPSC traces 

from GCs in response to PV (top) and SST (bottom) stimulation at high frequencies 

showing depletion of synaptic response following prolonged simulation. (C) Schematic of 

experimental paradigm showing electrical stimulation of perforant path (PP) (left), and 

optical stimulation combined with immediate electrical PP stimulation (right). Subtraction 

of peak amplitude from IN-depleted eIPSC from initial PP-stimulated eIPSC results in IN 

contribution towards overall eIPSC amplitude. (D) Summary plot comparing evoked 

responses from PV- (left) and SST- (right) synaptic depletion on overall eIPSC before 

suppression (black) and post suppression (blue). (E) Summary histogram of difference in 

eIPSC amplitude following PV (left) and SST (right) synaptic depression in sham and FPI. 

(F) Experimental timeline and paradigm for CLI-095 incubation and recordings. (G) 

Summary plots showing eIPSC amplitudes in each condition following suppression of PV 

synapses (top) and SST synapses (bottom). 

 

Comparing the perforant path evoked eIPSC amplitude before and following optical 

depression of PV synapses identified a small reduction in eIPSC amplitude which remained 

unchanged after FPI (Figure 3.4D-E, n=7 sham, n=4 FPI, p=0.58 by unpaired t-test), 

despite an increase in optically evoked PV IPSCs onto GCs (Figure 3.2). The unexpectedly 

small reduction in IPSC amplitude following depletion of PV synaptic release could 

indicate a potential circuit-level compensation during suppression of PV neuron mediated 
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inhibition. Similarly, optical depletion of SST synapses consistently decreased eIPSC 

amplitude in controls. However, the contribution of SST inputs to granule cell eIPSC 

amplitude was increased after FPI (Figure 3.4D-E, n=6 sham, n=5 FPI, p=0.03 by unpaired 

t-test). These data demonstrate that SST neurons have a greater influence on overall eIPSC 

amplitude after FPI, despite the lack of change in SST-driven oeIPSC onto GCs after injury 

(Figure 3.3D-E). These results demonstrate that SST mediated eIPSCs are not reduced 

after brain injury, rather, they suggest that loss or inhibition of additional interneuron 

subtypes may contribute to the post-injury decrease in eIPSC amplitude.   

 Next we examined whether TLR4 modulation of eIPSC required the contribution of PV 

or SST neurons by comparing the effect of TLR4 antagonist on eIPSC amplitude when PV 

or SST neuron release was suppressed. In slices from sham injured PV-ChR2/eYFP mice, 

the eIPSC amplitude following suppression of PV neuron synaptic release was unchanged 

between slices treated with TLR4 antagonist (CLI-095) and vehicle treated slices (Figure 

3.4G, n=7 Veh, n=3 CLI, p=0.52). Similarly, slices treated with TLR4 antagonist failed to 

show a reduction in eIPSC amplitude following suppression of SST neuron synaptic release 

(Figure 3.4G, n=7 Veh, n=5 CLI, p=0.96). The inability of TLR4 antagonist to modulate 

eIPSC amplitude when either PV or SST synapses are suppressed suggests contribution of 

both PV and SST neurons in TLR4 regulation of eIPSC amplitude in uninjured mice. 

Interestingly, TLR4 antagonist continued to increase eIPSC amplitude in slices from brain 

injured PV-ChR2/eYFP mice even when PV neuron synaptic release was suppressed 

(Figure 3.4G, n=5 Veh, n=5 CLI, p=0.002 from OW-ANOVA with Multiple 

Comparisons). However, TLR4 antagonist failed to enhance eIPSC amplitude in slices 
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from brain injured mice following suppression of SST neuron synaptic release (Figure 

3.4G, n=5 Veh, n=3 CLI, p=0.83), identifying a role for SST neurons in TLR4 regulation 

of eIPSC amplitude after brain injury. Since we show TLR4 inhibition suppresses SST-

driven IPSC, these data suggest a potential role for SST neurons in disinhibiting additional 

interneurons. Since suppressing PV synaptic release does not impact TLR4 regulation of 

eIPSC, it is unlikely that SST neuron suppression of PV neurons underlies the decrease in 

eIPSC during TLR4 block. Rather, our data suggest that TLR4 regulation of SST-driven 

inhibition likely mediates its effect on eIPSC amplitude by disinhibition of additional non-

PV dentate interneuron subtypes. 

 

TLR4 signaling regulates behavioral pattern separation  

TLR4 signaling has previously been shown to affect spatial working memory performance 

in rats (Korgaonkar, Nguyen, et al., 2020). Additionally, we recently demonstrated that 

spatial pattern separation in a novel object location task, a dentate specific task dependent 

on intact somatostatin interneuron activity (Morales et al., 2020), is impaired one week 

after brain injury in mice (Corrubia et al., 2023). Using the novel object location task, we 

assessed whether acute modulation of TLR4 affects episodic spatial pattern separation 

behavior. Mice were injected mice with 0.5mg/kg CLI-095 or vehicle intraperitoneally 

(i.p.) one hour before the start of the sample phase on the test day, one week post FPI 

(Figure 3.5A). CLI-095 readily crosses the blood brain barrier, with levels detected as 

early as 30 min post i.p. injection (Y.-C. Wang et al., 2013). Mice were habituated for four 

days prior to the test day, including being injected with 0.1ml saline i.p. one hour prior to 
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being exposed to an empty testing chamber for 10 min. On test day, 1 hour after TLR4 

antagonist or vehicle injection, mice were exposed to the testing chamber and allowed to 

explore three identical objects spatially oriented 120° apart for 10 min during the sample 

phase before being returned to their home cage for 30 min before starting the choice phase. 

During the choice phase, one object was removed, and another object was shifted to a novel 

location (Figure 3.5A). Mice explored the chamber with the two remaining objects for 5 

min, and the discrimination index was calculated as the difference between the number of 

explorations of the displaced object and the undisplaced object divided by the total number 

of explorations for both objects. Vehicle treated control mice explored the displaced object 

significantly more than the undisplaced object (Figure 3.5B-C, n=9, p=0.007 by one 

sample t-test). Interestingly, acute TLR4 antagonist treatment resulted in impaired 

performance on the NOL task in sham mice (Figure 3.5B-C, n=7, p=0.94), paralleling the 

decrease in eIPSC amplitude observed in physiology experiments (Figure 31B-D). As 

reported previously (Corrubia et al., 2023), vehicle-treated mice one week after FPI were 

impaired in their ability to discriminate the novel object location (Figure 3.5B-C, n=6, 

p=0.12 by one-sample t-test). Notably, FPI mice treated with TLR4 antagonist 

demonstrated improved discrimination (Figure 3.5B-C, n=9, p=0.03 by one sample t-test). 

The total number of explorations was not different between groups (Figure 3.5D, n=7-9 

per group, p>0.05 by TW-MC ANOVA), demonstrating that the results are likely due to 

TLR4 antagonist treatment, rather than any effects of protocol or injury.  
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Figure 3.5. TLR4 signaling modulates behavioral pattern separation before and after 

injury. (A) Experimental timeline and schematic for behavioral test. (B) Representative 

heat maps depicting relative time spent and location within the testing chamber. (C) 

Summary plot of discrimination ratio for each group (*p<0.05 by one-sample t-test). (D) 

Histogram of total number of explorations in each experimental group. € Representative 

track plot of Sham and FPI mice in open chamber during first day of habituation. (F-G) 

Summary histogram showing total time and distance traveled in outer edge and center of 

open chamber during initial habituation. (H-J) Summary histogram showing total distance 

traveled, average speed, and total time mobile were not different between sham and FPI 

mice. 

 

Additionally, since mice were allowed to explore an empty chamber during habituation, 

we analyzed the open field exploration behavior of mice on the first day of habituation (3 

days post injury) prior to drug treatments (Figure 3.5E-K). The time spent and distance 

traveled along the outer edge or center of the chamber were not different between sham 

and FPI mice (Figure 3.5E-H), demonstrating no change in thigmotaxis due to injury. 

Mobility measures including total distance traveled, average speed, and total time mobile 

were also similar between sham and FPI mice (Figure 3.5I-J). These results demonstrate 

that even acute treatment with the TLR4 antagonist one week post injury can have 
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beneficial effects on behavioral performance in the injured brain. However, the 

bidirectional impact of TLR4 treatment in control mice compared to FPI further illustrates 

that TLR4 may have differential roles in the uninjured brain compared to the injured brain.  

 

TLR4 expression in SST neurons regulates granule cell inhibition in the injured brain 

To test whether the TLR4 expression in SST neurons underlies TLR4 regulation of eIPSC 

amplitude, we selectively deleted TLR4 in SST neurons after brain injury by crossing SST-

CreERT2 mice with TLR4fl/fl to create an F2 generation inducible mouse line where TLR4 

could selectively be deleted in SST neurons following tamoxifen induction (Figure 3.6A, 

green box used as Cre+ experimental mice, blue Cre- littermates used as controls). Using 

this line, we can temporally target TLR4 deletion after FPI/sham injury while avoiding 

germline deletion of TLR4 in SST interneurons and potential developmental consequences 

or compensation. Littermate Cre- mice treated with tamoxifen were used as controls. Cre+ 

and Cre- SST-creERT2-TLR4fl/fl mice underwent FPI or sham injury and received 

tamoxifen (150mg/kg daily for 3 days by oral gavage, starting 1hr before hub implantation, 

Figure 3.6B). RNAscope/m-FISH demonstrated a significant decrease in the number of 

SST interneurons localizing TLR4 compared to Cre- mice (Figure 6C-D, n=7 Cre-, n=7 

Cre+, p<0.05 by student’s t-test) validating the approach. 
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Figure 3.6. SST-specific TLR4 modulates inhibition after FPI, but not at baseline. (A) 

Schematic depicting breeding strategy to yield SST-CreERT2; TLR4fl/fl mice in which 

TLR4 is deleted specifically from SST neurons after tamoxifen induction. SST-Cre+ mice 

with homozygous TLR4fl-/fl- (green box) were used to experimentally delete TLR4 from 

SST neurons, and SST-Cre- controls (blue box) were used as littermate controls. (B) 

Experimental timeline of tamoxifen induction and v-clamp recordings. (C) Representative 

images showing decrease in TLR4 mRNA puncta in Cre+ mice following tamoxifen 

induction compared to Cre- controls. (D) Summary plot of percentage of total SST neurons 

colocalized with TLR4 mRNA. (E) Representative eIPSC traces from GCs in Cre- sham 

(black), Cre- FPI (red), and Cre+ SST-TLR4 deletions (lightened). (F) Summary plot of 

eIPSC peak amplitudes in responses to increasing stimulus intensities. (G) Histogram of 

GC eIPSC peak amplitude at 2.0mA stimulation for each experimental group. 
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Cre- sham injured control mice had similar perforant path evoked IPSC amplitudes as in 

veh-treated mice. Interestingly, there was no difference in eIPSC amplitude between Cre+ 

sham mice with SST-specific TLR4 deletion and Cre- sham controls (Figure 3.6E-G, n=10 

Cre- sham, n=7 Cre+ sham, p=0.91 by TW-MC ANOVA). As expected based on data from 

wild-type mice (Figure 3.1), FPI resulted in a significant reduction in eIPSC amplitude in 

Cre- mice compared to littermate Cre- Sham mice (Figure 3.6E-G, n= 12 Cre- FPI, 

p=0.0006 by TW-MC ANOVA). However, eIPSC amplitude in Cre+ FPI mice with SST-

specific TLR4 deletion was not different from both Cre+ and Cre- sham controls (Figure 

3.6E-G, n=12, p=0.88 from Cre- sham, and p=0.99 from Cre+ Sham, by TW-MC 

ANOVA). These results identify that TLR4 expression in SST neurons is not required for 

basal TLR4 modulation of inhibition in the uninjured brain. Crucially, our findings 

demonstrate that TLR4 expression in SST neurons contributes to the reduction in dentate 

inhibition after brain injury.   

 

SST-specific TLR4 deletion improved behavioral performance after brain injury 

To test whether TLR4 expression in SST neurons influences behavioral performance, we 

tested Cre+ and Cre- SST-CreERT;TLR4fl/fl mice in the novel object location task (Figure 

3.7A). Discrimination ratio in Cre- and Cre+ sham mice was not different from wild-type 

vehicle treated controls (Figure 3.7B-D, n=8 Cre-, p=0.006, by one sample t-test) (Figure 

3.7B-D, n=7 Cre+, p=0.005, by one-sample t-test). As with electrophysiological studies, 

Cre- FPI mice showed a significantly lower discrimination index compared to littermate 

Cre-ve sham mice (Figure 3.7B-D, n=10 FPI, p=0.37 by one-sample t-test). Interestingly, 
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Cre+ mice with SST-specific TLR4 deletion demonstrated no impairment in pattern 

separation behavioral performance (Figure 3.7B-D, n=7, p=0.04 by one-sample t-test). 

These data demonstrate that TLR4 signaling in SST cells play a crucial role in 

dysregulation of inhibition and behavioral performance after FPI. The results demonstrate 

that TLR4 regulation of inhibition and behavioral function in the uninjured brain does not 

require TLR4 regulation of SST neurons. Our findings emphasize that bidirectional TLR4 

regulation of DG inhibition and behavioral outcomes in the control and injured brain arise 

from distinct and complex mechanisms which could be leveraged to selectively targeting 

pathological processes in the injured brain. 

 

 
 

Figure 3.7. SST-specific TLR4 modulates behavioral pattern separation after injury. 

(A) Timeline and schematic of tamoxifen induction and behavioral habituation and testing. 

(B) Representative heat maps of mice in each experimental group during the choice phase 

of the novel object location task. (C) Summary histogram of discrimination ratios 

representing behavioral pattern separation performance for each group. (D) Histogram of 

total number of explorations for each group. 
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Discussion 

This study is the first to demonstrate (1) a constitutive role for an innate immune receptor 

in acutely regulating dentate circuit inhibition and episodic memory processing; (2) that 

selective expression and regulation of SST neurons by TLR4 contributes to altered 

inhibition and spatial pattern separation in the injured brain; and (3) that mechanisms and 

effects of TLR4 regulation of dentate inhibition differ between the uninjured and injured 

brain.  

Immune response within the brain has traditionally been proposed to be predominately 

mediated through infiltrating macrophages and resident microglia. Although these 

immune-specific cells do impact neurophysiological responses, they are not sole mediators 

of the inflammatory response. Several studies have shown that cytokines and inflammatory 

molecules released through immune signaling, including IL-1β, TNF, and HMGB1 are 

involved in astrocytic homeostasis, blood-brain barrier integrity, and the balance of 

neurological network excitability (Belarbi et al., 2012; Laird et al., 2014; Maggio & 

Vlachos, 2018; Paudel et al., 2018; Wallach et al., 2011; Yang et al., 2023). In these studies, 

we focused on the innate immune receptor, TLR4, a key mediator of these signaling 

molecules, and demonstrate that blocking TLR4 impacts hippocampal dentate inhibition 

both at baseline and following concussive brain injury with distinct underlying 

mechanisms. 

In sham mice, blocking TLR4 decrease perforant path evoked IPSCs in hippocampal 

dentate granule cells (GCs) in the absence of an inflammatory insult (Figure 3.1A-D). 
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Acute treatment through i.p. injection of the TLR4 antagonist at baseline also impaired 

performance on the novel object location task (Figure 3.5A-D), a behavioral measure of 

dentate pattern separation known to be reliant on intact dentate somatostatin integrity 

(Corrubia et al., 2023; Morales et al., 2020). Interestingly, previous studies showed that 

blocking TLR4 in control animals resulted in increased population activity in local field 

potential recordings, however had no effect on isolated perforant path evoked EPSCs (Y. 

Li et al., 2015). Our results suggest that baseline levels of TLR4 may act through regulating 

GC inhibitory networks.  

To determine how TLR4 regulated GC IPSCs, we focused on synaptic inhibition from two 

major interneuron subtypes in the dentate gyrus, PV and SST subtypes targeting 

perisomatic and dendritic domains of granule cells. TLR4 antagonism failed to alter 

optogenetically evoked PV or SST inhibitory input onto dentate GCs at baseline (Figure 

3.2C-E, 3.3C-E). Since we identified differential TLR4 expression in somatostatin but not 

parvalbumin interneurons, we further investigated whether selective expression of TLR4 

in SST neurons underlies TLR4 regulation of dentate network function. Interestingly, 

despite the ability of systemic pharmacological TLR4 blocker to decrease in eIPSCs 

amplitude and impair memory impairment performance in uninjured mice (Figure 3.1B-

D, 3.5B-D), SST-specific TLR4 deletion did not alter eIPSC amplitude or performance on 

the NOL task in sham controls (Figure 3.6E-G, 3.7B-D). This suggests that basal TLR4 

regulation is likely mediated through other mechanisms, potentially involving other 

interneuron subtypes, granule cells, or glia. In this regard, previous studies using glial 

metabolic inhibitors demonstrated that the TLR4 mediated increases in DG network 
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excitability required the presence of glial cells (Korgaonkar, Nguyen, et al., 2020). Further 

studies are required to elucidate the potential role of microglial and astrocytic TLR4 in 

maintaining basal dentate inhibition and its impact on behavioral function. 

Neuroimmune TLR4 signaling in response to injury, however, appears to be distinct from 

baseline TLR4 signaling. One week after fluid percussion injury (FPI), granule cell 

perforant path evoked IPSCs were decreased (Figure 3.1B-D) and behavioral pattern 

separation performance on the NOL test was impaired (Figure 3.5B-D). Taken together 

with our previous studies demonstrating an increase in GC excitatory glutamatergic 

currents after injury (Korgaonkar, Li, et al., 2020; Korgaonkar, Nguyen, et al., 2020; Y. Li 

et al., 2015), an additional decrease in GC inhibition would be expected to compromise E/I 

balance. The ensuing hyperexcitability likely contributes to behavioral deficits as well as 

increased risk for epilepsy after brain injury. CLI-095 used in this study (also known as 

TAK-242 or Resatorvid) is a specific intracellular TLR4 antagonist approved for clinical 

trials by the FDA (Yan et al., 2015). Blocking TLR4 using CLI-095 one week after injury 

attenuates the injury-induced decrease in eIPSC amplitude (Figure 3.1B-D) and improves 

impairments in behavioral pattern separation on the NOL task (Figure 3.5B-D) suggesting 

a translational potential for CLI-095 in preventing posttraumatic neurological deficits. 

TLR4 ligands and downstream immune mediators, in particular HMGB1 and TNFα, have 

been shown to affect overall excitatory currents after FPI (Korgaonkar, Li, et al., 2020; 

Korgaonkar, Nguyen, et al., 2020; Y. Li et al., 2015), further demonstrating its role in 

mediating an immunomodulatory response after injury. TLR4 signaling in response to 

injury can thus be attenuated through acute treatment targeting the TLR4 pathway, however 
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therapeutic potential may be limited due to the adverse effects on baseline neurophysiology 

and behavior.  

Interestingly, when isolating PV and SST input onto GCs after injury using cell specific 

optogenetic activation, we observed that PV input appears to increase following injury, 

while SST input remains unchanged, despite an apparent loss of hilar SST interneurons. 

This data suggests that both PV and SST synapses may be strengthened after injury, 

potentially to compensate for hilar interneuron loss. Optogenetic stimulation of PV and 

SST neurons suggest that blocking TLR4 specifically modulated the strength of SST, but 

not PV, synapses to granule cells after FPI. Paradoxically, blocking TLR4 after injury 

decreased SST input onto GCs, despite increasing overall perforant path evoked IPSCs. 

Though this data appears contradictory, it points to an unexpected role of SST interneurons 

in disinhibiting other interneurons after injury. This proposal is consistent with recent 

reports identifying a potential role for SST in disinhibition (Estarellas et al., 2023; Nolan 

et al., 2022; Ogando et al., 2021). We attempted to address this by optically depleting PV 

and SST synapses through a high frequency stimulation of each interneuron followed by a 

perforant path electrical stimulation to elicit an eIPSC response without each interneuron 

contribution (Figure 3.4A-D). Interestingly, TLR4 antagonism failed to modulate eIPSC 

amplitude when the contribution of PV or SST mediated IPSCs was minimized indicating 

both PV and SST involvement in baseline circuit effects of TLR4. In contrast, after brain 

injury, TLR4 antagonist modulation of eIPSC amplitude was eliminated when the 

contribution of SST synapse was minimized, but retained when PV synapses were 

minimized (Figure 3.4F-G). These data demonstrate the essential role for SST, but not 
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PV, neurons in TLR4 regulation of eIPSC after FPI. The most parsimonious explanation 

to be examined in future studies is that SST-driven disinhibition underlies TLR4 mediated 

increases in eIPSC after injury. Our data demonstrating the continued TLR4 modulation of 

eIPSC after injury even when PV driven synaptic release was minimized indicates that PV 

neurons are not the key mediators of the disinhibitory regulation. 

Notably, SST-specific deletion of TLR4 prevented the injury-induced deficits in both 

eIPSC and behavior one week after injury (Fig 3.6E-G, 7). These results demonstrate that 

SST-specific TLR4 signaling underlies the TLR4 dependent changes in inhibition and its 

impact on behaviors after injury. However, the optically evoked SST results suggest that 

its role in network modulation is much more complex. Our results also emphasize that 

though SST-specific TLR4 expression and signaling, while having little effect under basal 

conditions in the uninjured brain, profoundly modulates inhibition and pattern separation 

after injury, possibly impacting dendritic input integration. These findings demonstrate a 

novel role of TLR4 in modulating inhibitory synapses at baseline as well as after injury 

and provides promising therapeutic potential whereby acute targeting of SST-TLR4 

signaling after brain injury may limit post-injury increases in dentate excitability by 

promoting synaptic GABAergic inhibition. 

 

Overall, this study demonstrates how neuroimmune systems can be involved both in 

maintaining baseline network function and in mediating pathological outcomes after brain 

insults. TLR4 and other immune receptors have been shown to be expressed in several cell 

types, including microglia, astrocytes, and neurons within the brain. This study is the first 
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to demonstrate that inhibitory neuron specific TLR4 impacts overall neurophysiology, 

affecting both network output and behavioral outcomes in the injured brain. This serves as 

a foundation for an exciting direction in the unexplored area understanding neuronal 

subtype specific role for immune receptors on network function and the complex interplay 

between immune system and inhibitory brain circuits. 
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CONCLUSION 

 

Throughout this body of work, we demonstrate how immune signaling differentially 

modulates neuronal activity at baseline and following concussive brain injury. In the initial 

chapter, we continued a line of previous experiments performed in rats. Using the glial 

metabolic inhibitors fluoroacetate and minocycline to target astrocytes and microglia, 

respectively, we determined whether TLR4 modulation of dentate excitability is dependent 

on glial signaling. We found that the effect of TLR4 antagonism in increasing evoked 

population spike amplitude in uninjured control rats was abolished when glia were 

inhibited, indicating that glial TLR4 signaling may at least partially underlie baseline 

neuronal effects in control animals. In contrast, one week after Fluid Percussion Injury 

(FPI), we found that the increased evoked population spike amplitude and granule cell 

AMPA currents are still affected by TLR4 antagonism, even in the presence of glial 

inhibitors. This suggests that though glial TLR4 signaling modulates basal dentate 

neurophysiology, pathological neuronal TLR4 signaling may take precedence following 

injury. 

Because TLR4 signaling leads to the production of pro-inflammatory cytokines, these 

downstream neuroinflammatory regulators may be driving the effects we observe on 

neuronal excitability. Western blot studies of TLR4 mediated increases in proteins 

downstream of both MyD88-dependent and independent pathways demonstrated that 

TNFα is upregulated after FPI, likely through the activation of both pathways. 

Interestingly, using an antibody to block TNFα resulted in identical effects on local field 
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potential recordings in the dentate gyrus as TLR4 antagonism, indicating a role for TNFα 

downstream of TLR4 in regulating effects on overall dentate network excitability. These 

data suggest the presence of an underappreciated neuronal TLR4 signaling pathway that is 

likely similar to the pathways in microglia and macrophages. 

Lastly, in behavioral experiments, we tested working memory in rats using the Morris 

water maze. We found that path efficiency decreased one week and one month after FPI, 

demonstrating lasting memory impairment after brain injury. Interestingly, acute treatment 

with TLR4 antagonists resulted in opposing behavioral effects in uninjured controls and 

after FPI, mimicking the results found in electrophysiological slice recordings and 

correlating the modulation of neuronal excitability by TLR4 in-vivo. Path efficiency was 

decreased in sham control animals, while the injury-induced deficits at both one week and 

one month appeared to be prevented by acute TLR4 antagonism. These results emphasize 

how neuro-immune regulation of neuronal networks can have drastic consequences in 

memory and behavior and underscore the importance of understanding the differences 

underlying baseline and injury-induced immune signaling. 

In order to advance our ability to use transgenic lines for more targeted investigations into 

cell-type specific expression of TLR4 and its effects, we sought to validate our studies in 

the mouse model. The experiments outlined in the second chapter illustrate that FPI 

increases overall granule cell (GC) excitability and impairs temporal and spatial pattern 

separation one week after injury, similar to the effects of injury we observed previously in 

rats. We demonstrate that perforant path evoked excitatory post synaptic currents (eEPSCs) 

in GCs and number of GCs expressing the sustained neuronal activity marker, ΔFosB, are 
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increased one week after FPI. Additionally, we adapted an ex-vivo temporal pattern 

separation paradigm  to determine their ability of granule cell firing patterns to 

disambiguate temporally patterned inputs (Madar et al., 2019b, 2021, 2021). Using this 

paradigm, we demonstrated that despite the lack of changes in GC intrinsic properties after 

injury, GC ability to decorrelate highly similar inputs is impaired. We also established a 

behavioral pattern separation task that was previously shown to be dentate specific 

(Bekinschtein et al., 2013; Morales et al., 2020) and found that spatial pattern separation is 

impaired in mice one week after FPI. Immunostaining for somatostatin (SST) and 

parvalbumin (PV) also revealed that the impairments we observed in GC temporal pattern 

separation and behavioral spatial pattern separation are correlated with a decrease in hilar 

SST cell count after FPI. These experiments validate our mouse model and suggest that the 

injury induced impairments in dentate excitability and memory performance may be due 

to changes in inhibitory signaling. 

In the final chapter, we focus on inhibitory networks and demonstrate that cell-type specific 

expression of TLR4 underlies its effect on dentate neurophysiology. We first complete a 

series of experiments in the presence of the TLR4 antagonist to demonstrate that blocking 

TLR4 reduces evoked inhibitory post synaptic currents (eIPSCs) in sham control mice. 

These results suggest that TLR4 modulates overall baseline excitability by specifically 

targeting inhibitory synapses. After FPI, we see an injury-induced decrease in GC eIPSCs 

that is attenuated when TLR4 is blocked, suggesting that TLR4 modulates both excitatory 

and inhibitory currents after FPI. Acute treatment with the TLR4 antagonist prior to testing 
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on the novel object location task also revealed that blocking TLR4 impairs pattern 

separation in sham control mice while rescuing performance one week after injury. 

To determine whether inputs from specific inhibitory interneurons are modulated by TLR4, 

we used optogenetic experiments with ChR2-expressing PV or SST neurons and showed 

that TLR4 only modulated SST input after FPI. In line we these findings, we also 

determined that TLR4 is expressed on SST neurons and not PV. Interestingly, in 

experiments using a mouse line with a SST-specific deletion of TLR4, we observed no 

effect of the SST-TLR4 deletion in control mice. Additionally, we revealed that GC eIPSC 

was not decreased and pattern separation performance was not impaired in Cre+ mice one 

week after FPI. These results suggest that TLR4 expressed specifically in SST neurons 

modulates dentate neurophysiology after injury, and further provide evidence that TLR4 

modulates baseline physiology through non-neuronal signaling. 

 

Overall, through the experiments outlined in this dissertation, we demonstrate how neuro-

immune signaling can differ under basal conditions and in response to injury, with 

substantive impact on memory and behavior. These sets of experiments reveal a novel 

mechanism by which glial TLR4 specifically modulates basal dentate inhibition and 

uncover a novel effect of neuronally-expressed TLR4 in modulating dentate excitatory and 

inhibitory networks after injury. These experiments not only broaden our understanding of 

the complex interactions between the immune and nervous systems, but uncovering the 

distinctions between TLR4 signaling in basal and disease states also allows for more 
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specific therapeutic targeting to prevent injury related changes in overall dentate 

excitability and behavioral deficits. 

 

Future studies can examine how TLR4 impacts SST synapses and whether it affects cell 

adhesion and synapse stabilization. Our previous studies demonstrated that TLR4 signaling 

appears to influence surface expression of CP-AMPA receptors, and further examination 

could uncover whether GABA receptor cycling is also affected. We also demonstrated that 

granule cell passive intrinsic properties do not appear to be affected by injury or TLR4 

signaling, however, with the expression of TLR4 signaling in SST neurons and its role after 

injury, future studies can examine whether injury and TLR4 expression affects SST neuron 

intrinsic physiology, and whether it may lead to increased susceptibility to excitotoxic cell 

death. Additionally, these studies uncovered how cell-type specific expression of TLR4 

can affect neurophysiology in different ways, and future studies can investigate TLR4 

expression in other neuronal subtypes and whether their roles in modulating 

neurophysiology are also distinct. 
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Abstract of Article for Commentary 

Platelets Promote Epileptic Seizures by Modulating Brain Serotonin Level, Enhancing 

Neuronal Electric Activity, and Contributing to Neuroinflammation and Oxidative Stress 
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The drugs currently available for treating epilepsy are only partially effective in managing 

this condition. Therefore, it is crucial to investigate new pathways that induce and promote 

epilepsy development. Previously, we found that platelets interact with neuronal 

glycolipids and actively secrete pro-inflammatory mediators during central nervous system 

(CNS) pathological conditions such as neuroinflammation and traumatic brain injury 

(TBI). These factors increase the permeability of the blood–brain barrier (BBB), which 

may create a predisposition to epileptic seizures. In this study, we demonstrated that 
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platelets substantially enhanced epileptic seizures in a mouse model of pentylenetetrazole 

(PTZ)-induced seizures. We found that platelets actively secreted serotonin, contributed to 

increased BBB permeability, and were present in the CNS parenchyma during epileptic 

seizures. Furthermore, platelets directly stimulated neuronal electric activity and induced 

the expression of specific genes related to early neuronal response, neuroinflammation, and 

oxidative phosphorylation, leading to oxidative stress in neurons. The intracranial injection 

of physiological numbers of platelets that mimicked TBI-associated bleeding was 

sufficient to induce severe seizures, which resembled conventional PTZ-induced epileptic 

activity. These findings highlight a conceptually new role of platelets in the development 

of epileptic seizures and indicate a potential new therapeutic approach targeting platelets 

to prevent and treat epilepsy. 

 

Commentary 

The blood–brain barrier (BBB), a unique barrier that limits the movement of ions, 

molecules, and cells between the blood and the brain, can be breached by brain insults such 

as trauma and during seizures. This is believed to contribute to epileptogenesis (Friedman 

and Heineman, 2012 , Swissa et al, 2019). Naturally, how the brain reacts to blood 

constituents during this unusual exposure is of considerable interest (Friedman and 

Heineman, 2012, Gorter et al, 2019, Gorter et al, 2015). There is a growing body of 

literature on how certain blood components including heme from red blood cells and serum 

albumin can contribute to development of epilepsy following brain insults (Willmore, 

1990, Weissberg, 2015). Heme and albumin can contribute to epileptogenesis by triggering 
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secondary processes including activation of immune responses, altering glial function, and 

augmenting neuronal excitability (Willmore, 1990, Weissberg, 2015). Similarly, the role 

of vascular immune cells such as macrophages and T-cells in epileptogenesis has been 

investigated (Gorter et al, 2019). However, the role of platelets, the second most numerous 

cell type in the blood, has received little attention in the context of a compromised BBB 

and seizures. Platelets, small anucleate blood cells once considered mere cell fragments 

which aggregated to form platelet plugs for hemostasis, are now recognized to play roles 

in inflammation, angiogenesis, and tissue repair (Rivera et al, 2015). Platelets contain 

secretory granules with several bioactive molecules including neurotransmitters such as 

serotonin (5-HT), inflammatory molecules, platelet activating factor, and growth factors 

which they can release upon activation. Interestingly, platelets undergo degranulation and 

release transmitters in response to certain gangliosides enriched in lipid rafts in neuronal 

membranes which promotes synaptic plasticity after brain injury (Dukhinova et al, 2018). 

However, whether platelets play a traditional role by stopping BBB leaks, have non-

canonical roles in inflammation and tissue repair, or augment neuropathology during 

seizures is not known. Kopeikina and colleagues (Kopeikina et al, 2020) bring to bear a 

diverse set of tools to directly addresses the multifaceted role of platelets in BBB 

permeability and network excitability during seizures. 

The study leads off with the demonstration that mice depleted of serum platelets exhibit 

delayed and less severe acute seizures in response to pentylenetetrazole (PTZ) injection 

followed by a systematic investigation of the logical interpretation that platelets enter the 

brain during seizures and promote excitability. Contrary to expectations based on the 
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traditional role of platelets, mice depleted of serum platelets had lower BBB permeability 

following PTZ-induced seizures than mice with normal platelets, indicating that platelets 

augment BBB permeability during seizures. Unfortunately, although PTZ injection was 

associated with behavioral seizures, the authors defined any 10 sec period with over 20-30 

high amplitude spiking events (HAS, events crossing a 20 µV threshold above baseline) as 

an electrographic seizure, regardless the evolution and termination of activity making it 

difficult to assess whether the “seizures” represented ictal activity. Nevertheless, 

immunostaining confirmed that platelets, normally restricted to the vasculature, were 

present in the brain parenchyma where they associated with neuronal lipid rafts following 

PTZ-induced seizures. Consistent with in vitro studies identifying that neuronal lipid rafts 

promote 5-HT release from platelets, PTZ-induced seizures increased 5-HT levels, 

measured using liquid chromatography and mass spectrometry, in brain tissue obtained 

within minutes after seizures. However, increase in 5-HT in response to PTZ-seizures was 

significantly blunted in platelet depleted mice. Moreover, both mice treated with a drug to 

deplete 5-HT and transgenic mice with deletions of a ganglioside enriched in neuronal lipid 

rafts showed reduced electrographic HAS events, suggesting that the interaction of 

platelets with lipid rafts and subsequent release of 5-HT are essential for platelet-mediated 

enhancement of excitability. Furthermore, they demonstrate that direct intracranial 

injection of either platelets, platelet rich plasma, or 5-HT could trigger HAS even in the 

absence of PTZ. The ability of platelets to directly increase network activity was further 

confirmed using multielectrode array recordings in acute brain slices. In control studies, 

HAS activity was absent following injection of platelet poor plasma and reduced in platelet 
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depleted mice, suggesting that while injected platelets are sufficient to induce neuronal 

hyperactivity, circulating platelets also reach the brain and contribute to network 

excitability. In an elegantly designed set of experiments, using adoptive transfer of platelets 

from unmanipulated or 5-HT depleted donor mice into unmanipulated or platelet depleted 

acceptor mice, they demonstrate that platelet-derived, and not brain-derived, 5-HT 

contributes to enhancement of PTZ-induced seizures. Although the study focused on the 

role of platelets on excitability, whole-transcriptome RNA sequencing analysis and 

subsequent validation in unmanipulated and platelet depleted mice revealed that exposure 

to platelets increases markers of activity, inflammation and oxidative stress which merit 

further analysis. 

Overall, the study provides novel insights into the potential role for platelets in seizures. 

The data support a cascade of events by which platelets entering the brain through 

compromised BBB undergo degranulation and release 5-HT on contact with neuronal lipid 

rafts which further permeabilizes BBB and increases acute neural activity, setting up a 

vicious cycle of enhanced platelet entry and excitability. They further propose that the 

cascade of platelet activation and excitability contribute to changes in oxidative 

phosphorylation and release of inflammatory cytokines which could contribute to 

epileptogenesis. This curious cycle of platelet-derived 5-HT and neuronal activity has 

interesting parallels to itch-scratch cycle wherein scratching excites pain fibers leading to 

feedback release of 5HT on spinal neurons which  further promotes the sensation of itch, 

while suppressing pain, resulting in vicious escalation of itch (Zhao et al, 2014). The 

demonstration that platelets, unlike albumin (Weissberg et al, 2015),  promote acute 



168 

 

seizures is interesting and whether this could contribute to epileptogenesis needs careful 

consideration. Regrettably, the authors conflate chemically evoked acute increase in 

excitability with electrographic seizures and epileptogenesis. While their results indicate 

that platelets increase excitability and may be pro-convulsant the role of platelets in 

spontaneous recurrent seizures and epileptogenesis remain open questions. Moreover, the 

relation of HAS activity to seizures is tenuous as EEGs were recorded using cerebellar 

surface electrodes and were not correlated with behavioral seizures. Regardless, the results 

introduce platelets as a new player in the compromised BBB and raise questions about the 

long-term consequences of platelet-derived increases in 5-HT, inflammatory cytokines, 

and reactive oxygen species in epileptogenesis. The duration of platelet-mediated effects 

following a seizure and whether platelets lead to chronic changes in neuronal activity, 

synaptic plasticity and network reorganization will need further analysis in established 

models of epileptogenesis and by long term follow up of animals with intracerebral platelet 

injections. Moreover, the notion that platelets contribute solely to pathological changes 

may be simplistic, as the interaction between platelets and neuronal lipid rafts can aid 

vascular integrity following CNS injury (Dukhinova et al, 2018) and platelets have been 

proposed to support immune responses, angiogenesis, and tissue repair (Rivera et al, 2015). 

Thus, as with inflammatory responses, the location and timing of platelets in the brain may 

determine their role in repair versus epileptogenesis. 

In summary, Kopeikina et al., (Kopeikina et al, 2020) demonstrate that the role of platelets 

in  BBB compromise during injury and seizures can no longer be ignored. While the study 

focused on mechanisms and consequences of platelet derived 5-HT, the RNA sequencing 
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data identify a wide array of pathways from inflammation to oxidative stress which merit 

further studies. Further validation of the role of platelets in promoting seizures in models 

of epilepsy could reveal whether mechanisms identified here are viable targets to limit 

intractable status epilepticus.  
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Abstract 

Axo-axonic cells (AACs) provide specialized inhibition to the axon initial segment (AIS) 

of excitatory neurons and can regulate network output and synchrony. Although 

hippocampal dentate AACs are structurally altered in epilepsy, physiological analyses of 

dentate AACs are lacking. We demonstrate that parvalbumin neurons in the dentate 

molecular layer express PTHLH, an AAC marker, and exhibit morphology characteristic 

of AACs. Dentate AACs show high-frequency, non-adapting firing but lack persistent 

firing in the absence of input and have higher rheobase than basket cells suggesting that 

AACs can respond reliably to network activity. Early after pilocarpine-induced status 

epilepticus (SE), dentate AACs receive fewer spontaneous excitatory and inhibitory 

synaptic inputs and have significantly lower maximum firing frequency. Paired recordings 

and spatially localized optogenetic stimulation revealed that SE reduced the amplitude of 

unitary synaptic inputs from AACs to granule cells without altering reliability, short-term 

plasticity, or AIS GABA reversal potential. These changes compromised AAC-dependent 

shunting of granule cell firing in a multicompartmental model. These early post-SE 

changes in AAC physiology would limit their ability to receive and respond to input, 

undermining a critical brake on the dentate throughput during epileptogenesis. 
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Introduction 

 

Axo-axonic cells (AACs) or Chandelier cells are an intriguing class of inhibitory neuronal 

subtype that uniquely target the axon-initial segment (AIS). Given the strategic location of 

the synapses at the primary site of action potential initiation in excitatory neurons and their 

expansive axon collaterals, there is considerable interest in understanding their role in 

shaping network activity and synchrony (Khirug et al., 2008, Klausberger et al., 2003, 

Varga et al., 2014). In the hippocampal dentate gyrus (DG), where potent inhibition to 

granule cells (GCs) plays an essential role in maintaining sparse firing, compromised 

inhibitory regulation has been proposed to contribute to the development of temporal lobe 

epilepsy (TLE) (Coulter and Carlson, 2007, Kobayashi and Buckmaster, 2003, Margerison 

and Corsellis, 1966, Zhang and Buckmaster, 2009). Consequently, several studies have 

examined whether AAC innervation of GCs is altered in epilepsy. Histopathological 

analyses of dentate tissue from human TLE patients in which AAC synapses were 

identified based on the characteristic synaptic cartridges have yielded variable results with 

reports of decrease, increase or differential patchy changes (Alhourani et al., 2020, 

Arellano et al., 2004, Wittner et al., 2001). However, dentate AACs remain an understudied 

population of inhibitory neurons and how their function is altered in epilepsy is not known. 

A major hurdle in studying AAC function has been the paucity of unique markers to 

identify this neuronal subtype. While AACs share the fast spiking and non-adapting firing 

characteristics with parvalbumin (PV) expressing basket cells (PV-BCs), and a majority of 

AACs express PV, AACs are a relatively sparse population compared to PV-BCs (Buhl et 

al., 1994, Elgueta et al., 2015, Soriano et al., 1990, Taniguchi et al., 2013). Studies based 
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on timed labeling of interneuron precursors have identified considerable neurochemical 

diversity among cortical AACs (Paul et al., 2017, Taniguchi et al., 2013). However, the 

strategies used to label cortical AACs do not identify hippocampal AACs, and alternative 

approaches show limited specificity for AACs (Ishino et al., 2017). Interestingly, majority 

of cortical AACs express the transcription factor parathyroid hormone like hormone 

(PTHLH) (Paul et al., 2017) suggesting it could be used to identify AACs in other circuits. 

AACs in distinct brain regions are known to differ in structure and physiology (Buhl et al., 

1994, Ishino et al., 2017). Additionally, cortical, and hippocampal AACs show 

physiological differences, unique development and plasticity compared to PV-BCs (Pan-

Vazquez et al., 2020, Rinetti-Vargas et al., 2017, Taniguchi et al., 2013). Yet, because 

physiological data on dentate AACs is limited and systematic comparison with PV-BCs is 

lacking, studies often combine fast-spiking PV interneurons during analysis. Histological 

data from the human epileptic DG have identified an increase in PV+ve basket-like axon 

terminals around GCs while PV+ve synapses at the AIS are decreased, suggesting that 

dentate BCs and AACs may respond differently to epileptogenesis (Alhourani et al., 2020). 

While there is considerable information on the intrinsic and synaptic physiology of PV-BC 

in the normal brain and in models of experimental epilepsy, whether AAC physiology is 

altered after status epilepticus is currently unknown (Bartos et al., 2001, Kobayashi and 

Buckmaster, 2003, Sambandan et al., 2010, Yu et al., 2013, Yu et al., 2016a). The diversity 

in physiology and seizure-induced plasticity of PV-BCs and AACs is particularly relevant 

due to the recent interest in activating PV neurons to curb ongoing seizure activity 

(Ellender et al., 2014, Krook-Magnuson et al., 2013, Ledri et al., 2014). Since most 
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transgenic strategies targeting PV neurons do not distinguish between subtypes, the net 

effect of such interventions would depend on how both AACs and BCs inhibit GCs. 

The current study was conducted to examine whether functional properties of dentate AAC 

are altered early after experimental status epilepticus (SE). Based on colocalization with 

PTHLH and the presence of axonal cartridges, we identify that a majority of PV neurons 

in the dentate inner molecular layer (IML) are AACs and evaluate whether dentate AACs 

differ from PV-BCs in their intrinsic physiological characteristics. Using a combination of 

single and dual patch clamp, perforated patch recordings, patterned spatial-illumination to 

activate optogenetically labeled PV neurons in the IML, immunostaining, and 

computational modeling we examine whether AAC intrinsic physiology, basal synaptic 

inputs, and synaptic output to GCs are altered in mice one week after pilocarpine-induced 

SE. 

 

Material and methods 

Pilocarpine status epilepticus 

All procedures were performed under protocols approved by the Rutgers NJMS, Newark, 

NJ and the University of California Riverside, Riverside, CA, Institutional Animal Care 

and Use Committees. Pilocarpine injection in mice was performed as reported previously 

(Zhang and Buckmaster, 2009). Young adult (6–10 weeks old), male and female C57BL/6 

mice or transgenic mice with eYFP expression under PV promoter (Jackson Labs, 

B6;129P2-Pvalbtm1(cre)Arbr/J, 08069), were injected with scopolamine methyl nitrate (2 

mg/kg, subcutaneous) 15 min before pilocarpine injection. Status epilepticus (SE) was 
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induced by injection of pilocarpine (300 mg/kg, i.p). After 1 h and 30 min of continuous 

stage 3 or greater seizures (Racine scale), diazepam (10 mg/kg, i.p.) was administered to 

terminate seizures. Age-matched control mice received scopolamine pre-treatment 

followed by saline injection (i.p) and diazepam after 2 h. Additionally, few naive male and 

female mice were used in a subset of experiments. All anatomical and physiological studies 

were conducted 7–14 days after pilocarpine-SE and in age-matched, saline-injected, and 

naive control mice. 

Slice preparation 

Mice 7–14 days after saline-injection or pilocarpine-SE and age-matched naive mice were 

anesthetized with isoflurane and decapitated. Horizontal brain slices (300 µm) were 

prepared in ice-cold sucrose artificial CSF (sucrose-aCSF) containing (in mM) 85 NaCl, 

75 sucrose, 24 NaHCO3, 25 glucose, 4 MgCl2, 2.5 KCl, 1.25 NaH2PO4, and 0.5 CaCl2 

using a Leica VT1200S Vibratome (Wetzlar, Germany). The slices were incubated at 32 ± 

1 °C for 30 min in a submerged holding chamber containing 50% sucrose-aCSF and 50% 

recording aCSF and subsequently moved to room temperature (RT). The recording aCSF 

contained (in mM) 126 NaCl, 2.5 KCl, 2 CaCl2, 2 MgCl2, 1.25 NaH2PO4, 26 NaHCO3 

and 10 D-glucose. All solutions were saturated with 95% O2 and 5% CO2 and maintained 

at a pH of 7.4 for 1–6 h. 

In vitro electrophysiology 

For patch clamp recordings, slices were transferred to a submerged recording chamber and 

perfused with oxygenated aCSF at 33 ± 1 °C. eYFP-positive cells were identified under 

epifluorescence, and whole-cell voltage- and current-clamp recordings were performed 
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using IR-DIC visualization techniques with a Nikon AR microscope, using a 40X water-

immersion objective. Recordings were obtained using Axon Instruments MultiClamp 700B 

(Molecular Devices, Sunnyvale, CA). Data were low pass filtered at 2 kHz, digitized using 

DigiData 1440 A and acquired using pClamp10 at 10 kHz sampling frequency. Recordings 

were obtained using microelectrodes (3–5 MΩ) containing (in mM) 70 KCl, 70 K-

gluconate, 10 HEPES, 2 MgCl2, 0.2 EGTA, 2 Na-ATP, 0.5 Na-GTP and 10 PO Creatine 

titrated to a pH 7.25 with KOH in the absence of synaptic blockers. Biocytin (0.2%) was 

included in the internal solution for post-hoc cell identification (Yu et al., 2013, Yu et al., 

2016a). Recorded neurons were initially held at − 70 mV and the response to 1.5 s positive 

and negative current injections were examined to determine active and passive 

characteristics. Post-hoc biocytin immunostaining and morphological analysis were used 

to definitively identify AACs included in this study, based on the presence of axonal 

cartridges for all cells in Fig. 1. For data presented in Fig. 2, Fig. 3, Fig. 4, AACs were 

targeted as PV/YFP labeled neurons in the IML and confirmed based on post hoc 

morphological recovery of widespread dendritic arbors and presence of axonal cartridges 

in the granule cell layer (Supplementary Fig. 2). Following current-clamp recordings, cells 

were held in voltage-clamp at − 70 mV for analysis of GABA currents and sEPSCs were 

blocked by kynurenic acid 3 mM. In experiments where sEPSCs were recorded, saturating 

concentrations of the GABAAR antagonist SR95531 (10 µM) were included. 

Paired recordings and optically evoked responses 

Unitary inhibitory postsynaptic (uIPSC) responses were evoked in the dentate GCs (voltage 

clamped at −70 mV) by optically stimulating presynaptic ChR2 expressing cells using a 
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Digital Mirror Device (DMD)-based pattern illuminator (Mightex Polygon 400), coupled 

to 473 nm blue LED (AURA light source), and controlled via TTL based input from 

pClamp. A circular ROI of ∼ 50 µm diameter was marked around 1–2 eYFP expressing 

putative AACs in the IML. In a subset of experiments, optical activation (5 ms) of putative 

AACs recorded in the IML reliably elicited single action potentials (not shown). Light 

power was fixed to elicit single uIPSCs in the recorded postsynaptic GC and recordings 

without postsynaptic responses were excluded from analysis. Alternatively, eYFP-

expressing neurons in the IML were targeted using microelectrodes containing KCl-KGluc 

based internal solution. Selected ROIs were stimulated by a brief 5 ms single light pulse or 

train of 3 ms light pulses at 20 Hz and repeated for 10 recording sweeps with an inter sweep 

interval of 10s 

Gramicidin perforated patch recording 

Granule cells were recorded using Gramicidin-perforated patch to measure the equilibrium 

potential of GABA (EGABA) with intact intracellular chloride concentration. Patch 

electrodes were filled with KCl- K-gluconate-based internal solution with gramicidin 

(20 μg/mL, G5002, Merck KGaA), 5-CFDA, AM (40 μM, C1354, Invitrogen, Rinetti-

Vargas et al., 2017), and Alexa Fluor™ 594 Hydrazide (1 μM, A10438, Invitrogen, Hsu et 

al., 2019). After 20–30 min in the cell-attach configuration, perforated patch was confirmed 

by an access resistance of 70–100 MΩ and the presence of 5-CFDA, AM but absence of 

Alexa Fluor™ 594 Hydrazide in the recorded soma. The AIS-mediated GABA currents 

were evoked by focal pressure ejection of GABAAR agonist muscimol (100 μM, 0289, 

TOCRIS) toward the AIS of recorded GCs via a glass pipette controlled by a Pneumatic 



180 

 

PicoPump (100 ms, PV 800, World Precision Instruments). The relation of evoked current 

amplitude and holding potential was plotted to determine EGABA for each cell. 

Anatomical methods 

To visualize PTHLH and PV spatial colocalization, we used RNAscope Multiplex 

Fluorescent In situ hybridization (m-FISH) on cryosectioned (50 µm) tissue from control 

and mice one-week post-SE. RNAscope Multiplex Fluorescent Reagent Kit v2 Assay was 

used following the protocol for fixed frozen tissue (Nguyen et al., 2020, Wang et al., 2012). 

The following kits and probes were used for this study: RNAscope® Multiplex Fluorescent 

Reagent Kit (Cat. #323100), RNAscope® Probe-Mm-Pthlh (Cat. #456521), and 

RNAscope® Probe- Mm-Pvalb-C2 (Cat No. 421931-C2). Slides were coverslipped using 

Vectashield mounting media (Vector Labs) and imaged using a Zeiss Axioscope and 

analyzed using Stereo Investigator (Microbrightfield). 

Following physiological recordings, slices were fixed in 0.1 M phosphate buffer containing 

4% paraformaldehyde at 4 °C for two days or fixed briefly for 30 min for staining with 

anti-βIV-spectrin. For post-hoc immunohistochemistry, thick slices (300 µm) were 

incubated overnight at room temperature with either of these following primary antibodies: 

anti-parvalbumin antibody (PV-28, 1.5:1000, polyclonal rabbit, Swant), anti-GFP antibody 

(AB 16901, 1:500, polyclonal chicken, Millipore) and anti-βIV-spectrin (AB2315816, 

1:500, monoclonal mouse, NeuroMab) in 0.3% Triton X-100 and 3% normal goat serum 

containing PBS. Immunoreactions were revealed using Alexa 488-conjugated secondary 

goat antibodies against rabbit IgG (1:250), and biocytin staining was revealed using Alexa 
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594-conjugated streptavidin (1:1000). Sections were visualized and imaged using a Nikon 

A1R laser confocal microscope with a 1.2 NA 60X water objective. 

Immunohistological studies were performed in mice one week after SE and in age-matched 

controls. Briefly, mice were anesthetized with isoflurane and sacrificed by decapitation, 

brains were rapidly removed and fixed by immersion fixation in 4% paraformaldehyde 

overnight at 4 °C. Sections were cut at 50 µm thickness on a Vibratome, and every sixth 

section was selected from the entire septotemporal extent of the hippocampus. Sections 

were processed for double immunofluorescence labeling for PV and eYFP. NeuN 

immunofluorescence was used to assess cell loss. Briefly, free-floating sections were rinsed 

in PBS, were blocked with 10% NGS and 0.3% Triton X-100 in PBS at RT for 1 h and 

then incubated in a solution containing monoclonal mouse anti-PV (1.5:1000; 235, Swant), 

polyclonal chicken anti-GFP (AB 16901, 1:500, Millipore) or mouse anti-NeuN 

(MAB377, 1:10,000, Millipore) in PBS with 0.3% Triton X-100 and 3% NGS at RT for 

24 h. Sections were then rinsed in PBS and incubated at 4 °C for 24 h in a mixture of goat 

anti-mouse IgG conjugated to Alexa Fluor 594 (1:500) and goat anti-chicken IgG 

conjugated to Alexa Fluor 594 (1:500) to reveal PV and eYFP respectively. Similarly, goat 

anti-mouse IgG conjugated to Alexa Fluor 488 (1:500) was used to reveal NeuN. Sections 

were rinsed the next day in PBS and mounted with Vectashield (Vector Labs). Controls in 

which primary antibody was omitted were routinely included. 

For a subset of experiments mice one week after SE and age-matched controls were 

transcardially perfused with cold PBS followed by cold 4% paraformaldehyde (PFA). 

Brains were incubated in 4% PFA overnight, switched to 30% sucrose for 2–3 days to 
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allow tissue to sink, and were flash frozen in OCT using liquid nitrogen and stored at 

− 80° C. Tissue was cryo-sectioned at 20 µm using a Leica Cryostat, mounted on 

SuperFrost slides, and stored at − 80° C prior to staining. Co-staining for perineuronal nets 

and PV was performed as described previously (Brewton et al., 2016). Tissue was washed 

with PBS, quenched with 50 mM NH4Cl for 15 min at RT, permeabilized with 0.1% Triton 

X-100 for 10 min and blocked with 5% NGS and 1% BSA. After blocking, tissue was 

incubated in primary antibody solution containing monoclonal mouse anti-PV (1:1000, 

#235, Swant) and FITC-conjugated Wisteria floribunda Agglutinin (WFA, 1:500, FL-135, 

Vector Laboratories) overnight at 4 ℃. Tissue was then washed and incubated in secondary 

antibodies (1:500, goat anti-mouse IgG conjugated to Alexa Fluor 647) for 1 h at RT, 

washed, and coverslipped with Vectashield with DAPI (Vector Labs). Slides were imaged 

using Zeiss 880 Upright Airyscan Microscope at 63x and images were analyzed using 

ImageJ by drawing an ROI with WFA staining around PV neurons in the IML and 

excluding the unstained region in the center. Since WFA staining was variable across 

sections, the integrity of perineuronal nets was quantified as the number of peaks in 

intensity over the average intensity in the ROI (Tewari et al., 2018). Data are presented 

normalized to the area of the ROI. For examination of AIS length and GABAA receptor 

α2 subunit staining, tissue was blocked with 10% NGS and 0.3% Triton X-100 at RT for 

1 h then incubated in primary antibodies for AnkG (1:500, Cat#386–006, Synaptic 

Systems, Gao and Heldt, 2016) and GABAA α2 (1:1000, Cat#224–103, Synaptic Systems) 

in 5% NGS PBST overnight at 4 °C. Tissue was then washed and incubated in secondary 

antibodies for 1 h at RT, washed, and coverslipped with Vectashield with DAPI (Vector 
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Labs). Slides were imaged using Zeiss 880 Upright Airyscan super resolution at 63x and 

AIS length and puncta count was performed using QuPath 0.4.2 software 

(https://qupath.github.io). Neurolucida 360 was used to reconstruct AIS and GABAA α2 

puncta for representative images. 

Cell counts were performed using the Optical Fractionator probe of Stereo Investigator 

V.10.02 (MBF Bioscience) using an Olympus BX51 microscope and a 40X objective by 

an investigator blinded to treatment as previously described (Gupta et al., 2012). In each 

section, the hilus was outlined by a contour traced using a 10X objective. The following 

sampling parameters were set at 40X: counting frame, 100 µm X 100 µm; dissector height, 

45 µm; and guard zone distance set at 5 µm. Approximately 25 sites per contour, selected 

using randomized systematic sampling protocols, were sampled. In each section, the cell 

count was estimated based on planimetric volume calculations in Stereo Investigator. 

Nonstationary fluctuation analysis 

Nonstationary variance analysis (Sigworth, 1980, Yu et al., 2016b) was performed on 

unitary postsynaptic current responses from GCs that were optically evoked using DMD-

based stimulation at single cell resolution. Stable recordings were pooled from individual 

groups to isolate fluctuations in the current decay attributable to stochastic channel gating, 

the mean waveform was scaled to the peak of individual IPSCs (De Koninck and Mody, 

1994, Traynelis et al., 1993). Successful responses were used to calculate the ensemble 

mean current (I) and peak-scaled variance (σPS2) for each data point. Plots of variance 

versus current were fit with the equation: σPS2 = iI − (I2/NP) + σB2, where i is the 

weighted-mean single-channel current, NP is the number of channels open at peak synaptic 
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current, and σB 2 is the background variance (Brickley et al., 1999). Only IPSCs that 

showed stable peak amplitude over time were included in the analysis. 

Computational model 

A multicompartmental granule cell model based on Santhakumar et al. (2005) was 

simulated using NEURON 7.8.2 (Hines and Carnevale, 1997) on a PC run with windows 

10. A single granule cell (GC) multicompartmental model (Santhakumar et al., 2005, Yu 

et al., 2013) was modified to include an axon initial segment (AIS) of length (30 µm) and 

diameter (2 µm) connected to the somatic compartment. The AIS compartment was 

modeled to include sodium, fast and slow delayed rectifier potassium and leak channels 

which were correspondingly decreased in the somatic compartment (See Supplemental 

Table 1). Model GC included two AMPA and two GABA synapses on the middle dendritic 

and AIS segments, respectively, implemented using Exp2Syn mechanism. The rise, 

weighted tau decay, and reversal potential for excitatory AMPA synapses are 1.5 ms, 

5.5 ms, and 0 mV respectively, while inhibitory GABA synapses were modelled with rise, 

decay, and reversal potential of 0.2 ms, 6–10 ms and, − 65 mV (constrained by 

experimental data). A single presynaptic stimulus from an artificial cell is used to drive 

two AMPA synapses located in the middle dendritic compartments of the model GC. 

Increasing peak excitatory conductance in the range of 10–30 nS at each AMPA synapse 

were simulated. Based on experimental estimates of AIS GABA synapse peak conductance 

obtained from non-stationary fluctuation analysis, increasing peak GABAergic 

conductances from 0.5 nS – 10 nS in each of the two AIS GABA synapses were evaluated. 

Results are reported as ‘1′ representing action potential and ‘0′ as shunted action potential. 
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Analysis and statistics 

Analysis was performed by a researcher blinded to treatment groups, followed by 

unblinding to categorize treatment groups for statistical analysis. Synaptic currents were 

measured as described previously (Gupta et al., 2012, Yu et al., 2013, Yu et al., 2016a) 

using custom macros in IgorPro7.0 software (WaveMetrics, Lake Oswego, OR). 

Recordings were discontinued if series resistance increased by > 20%. Individual synaptic 

events were detected using the custom software in IgorPro7.0 (Gupta et al., 2012, 

Santhakumar et al., 2010). Events were visualized, and any “noise” that spuriously met 

trigger specifications was rejected. Cumulative probability plots of sIPSC and sEPSC 

parameters were constructed using IgorPro by pooling an equal number of sIPSCs and 

sEPSCs from each cell. Passive parameters such as input resistance and SAG ratio were 

analyzed from hyperpolarizing current steps (−200pA). Membrane time constant was 

estimated from a standard single exponential fit to voltage responses to a − 200pA 

hyperpolarizing step using the Levenberg-Marquardt method in Clampfit. Cell capacitance 

was calculated as the ratio of membrane time constant and input resistance of cell. Active 

properties were estimated from the depolarizing current steps. The threshold for the action 

potential was determined by calculating the first time derivative (dV/dt) of the voltage trace 

and setting 30 mV/ms as the threshold for level for action potential initiation (Gupta et al., 

2012). Rheobase was determined as the minimum current input needed for the cell to cross 

the threshold and fire an action potential. Data that were over two standard deviations from 

mean were excluded. Decay kinetics from uIPSC traces were calculated based on single 

exponential fit on the decay phase of mean uIPSC trace from peak to baseline. Statistical 
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analysis was performed by paired and unpaired Student's t-test (Microsoft Excel 2007), or 

Mann Whitney U-test for data that were not distributed normally or univariate and 

multivariate repeated measures ANOVA (Sigma Plot 12.3) for experiments involving 

repeated measurements from the same sample. Significance was set to p < 0.05. Data are 

shown as mean ± s.e.m or median and inter-quartile range (IQR) where appropriate. 

 

Results 

Preferential localization to the inner molecular layer and higher rheobase distinguishes 

dentate axo-axonic cells from basket cells 

Since the DG circuit function is heavily regulated by inhibition, and AACs are ideally 

poised to control GC output, there has been considerable interest in evaluating dentate 

AAC plasticity in epileptic networks. Recent analyses of cortical AACs have revealed 

distinctive laminar distribution and connectivity, and identified transcriptional markers 

enriched in AACs (Paul et al., 2017). We utilized the expression of parathyroid hormone 

like hormone (PTHLH), a transcription factor shown to be selectively expressed in over 

95% of cortical AACs (Paul et al., 2017), to identify the distribution of dentate AACs. 

Using RNAscope in-situ hybridization for PV and PTHLH, we identified PV and PTHLH 

colabeled somata in the dentate IML, granule cell layer (GCL) and hilus. Layer specific 

analysis revealed significantly fewer PV+ve interneurons (PV-INs) in the IML compared 

to the GCL/hilus (Fig. B.1A-C, cells/section, GCL/hilus: 7.5 ± 0.6; IML: 2.58 ± 0.16, 5–9 

sections each/4 mice, p = 0.0002 by Student’s t-test). PTHLH expressing neurons were 

present in the IML and the GCL/hilus with over 75% of the PTHLH+ve neurons colabeling 
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for PV. Notably, majority of the PV neurons in the IML colocalized PTHLH indicating 

that they are likely to be AACs, while fewer GCL/hilar PV-INs co-localized PTHLH (Fig. 

B.1D, % of PV-INs positive for PTHLH, IML: 87.9 ± 4.9, GCL/hilus: 29.8 ± 3.2, 5–9 

sections each/4 mice, p < 0.0001 by Student’s t-test). These data suggest that PV+ve 

neurons in the DG IML are likely to be AACs. 

To determine whether IML PV neurons show the morphological features of AACs and 

evaluate whether dentate AACs are physiologically distinct from PV-BCs in the GCL/hilar 

border, we undertook whole cell recordings from labeled neurons in PV-reporter mice. 

Specificity of the PV-ChR2::YFP reporter was confirmed by expression of eYFP in ∼80% 

of PV+ve neurons and colocalization of PV in all eYFP positive cells (Supplementary Fig. 

1). PV-cre mice that were not crossed with reporter lines and cre-negative mice lacked 

eYFP expression (data not shown), validating the specificity of transgenic mice. eYFP 

positive neurons with somata in IML and GCL-hilar border were recorded under IR-DIC 

visualization, filled with biocytin, and processed for post hoc immunostaining to recover 

axonal arbors and distinguish AACs from basket cells. Consistent with the expression of 

PTHLH in AACs, PV+ve IML neurons in which axons were recovered consistently 

showed the presence of vertical axonal cartridges (n = 10 cells, Supplementary Fig. 2) with 

5/5 cells tested showing close apposition of AAC axonal cartridges with the AIS labeled 

with βIV- spectrin (Fig. B.1E right panels). In contrast, axons of PV-INs in the GCL/hilar 

border showed perisomatic projections typical of basket cells and did not contact the AIS 

(Fig. B.1F). Morphologically identified AACs had multipolar somata in the IML and, 

typically, extended prominent apical dendrites reaching fissure and a few had basal 
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dendrites in the hilus suggesting that AACs could contribute to both feedforward and 

feedback GC inhibition. 3D confocal imaging revealed extensive dendritic arborization 

along the z-plane distinguishing the dendritic structure of AACs from semilunar granule 

cells in the IML (Afrasiabi et al., 2022, Gupta et al., 2020). 

While prior studies have demonstrated that dentate AACs show the fast-spiking 

characteristic of PV-INs (Buhl et al., 1994, Elgueta et al., 2015), systematic comparison of 

dentate AACs and BCs intrinsic physiology is currently lacking. Both morphologically 

identified AACs in the IML, and BCs in the GCL/hilar border displayed the characteristic 

fast-spiking pattern with little adaptation (Fig. B.1G). AAC firing frequency in response 

to 200–240 pA depolarizing current injection (Iinj) was significantly lower than that of 

BCs (Fig. B.1H, AP frequency at Iinj 200pA in Hz: BCs: 15.0 ± 5.1, AACs: 0.8 ± 0.6 and 

Iinj 240pA, BCs: 23.1 ± 7.3, AACs: 7.0 ± 3.5; n = 9 AACs and n = 10 BCs, unpaired t-test: 

p < 0.05). However, AACs trended to fire at higher frequency than BCs with increasing 

Iinj and rarely showed depolarization block which was observed in BCs. Consequently, the 

overall firing frequency in response to increasing current injections was not different 

between cell types (two-way RM ANOVA). Dentate PV-INs have been shown to exhibit 

persistent firing in the absence of current input following depolarization (Elgueta et al., 

2015). Interestingly, while BCs (5 / 10 cells) developed persistent baseline firing following 

the depolarizing current injections, none of the AACs (n = 10) exhibited persistent firing 

(Fig. B.1G). Comparison of passive membrane properties revealed no difference in resting 

membrane potential (RMP in mV, AAC: −70.12 ± 3.42; BCs: −68.58 ± 2.42, n = 9 each, 

unpaired t-test p > 0.05), input resistance (Fig. B.1I, Rin in MΩ, AACs: 86.1 ± 6.5; BCs: 
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117.4 ± 20.3, n = 10 each, unpaired t-test p > 0.05) and SAG ratio (AACs: 0.91 ± 0.01; BCs: 

0.85 ± 0.03, n = 10 each, unpaired t-test p > 0.05) between AACs and BCs. However, the 

threshold for action potential firing in AACs was significantly more depolarized than in 

BCs (AP threshold in mV, AACs: −33.7 ± 1.0; BCs: −40.0 ± 2.7, n = 10 each, unpaired t-

test p < 0.05) (Fig. B.1J, K). Consistently, rheobase, a measure of minimum current needed 

to evoke action potential, was higher in AACs compared to BCs (AACs: 271.1 ± 24.7 pA; 

BCs: 152.0 ± 27.8 pA, n = 9 & 10 respectively, unpaired t-test p < 0.05) (Fig. B.1L). These 

data demonstrate that PV+ve neurons in the dentate IML are predominantly AACs and 

share the high-frequency non-adapting firing characteristics with BCs, but, are 

distinguished by higher threshold to activation and greater reliability/fidelity during 

sustained activity. 

AACs survive status epilepticus and are less excitable 

Studies in human and experimental epilepsy have identified changes in the PV+ve axonal 

cartridges in the DG, raising the possibility that AACs are lost or structurally altered during 

epileptogenesis (Alhourani et al., 2020, Arellano et al., 2004, Ribak, 1985, Wittner et al., 

2001). We implemented the pilocarpine-induced status epilepticus (Kobayashi and 

Buckmaster, 2003, Peng et al., 2004, Zhang and Buckmaster, 2009), to examine early 

changes in AACs during epileptogenesis. NeuN labeling for neuronal somata confirmed a 

significant decrease in hilar neurons one week after SE (Supplementary Fig. 3, 

neurons/section, Control: 154.6 ± 9.2 from 17 sections/3 mice; Post-SE: 109.3 ± 10.8 from 

15 sections/ 3 mice, p < 0.05, unpaired t-test), consistent with earlier studies (Kobayashi 

and Buckmaster, 2003, Mello et al., 1992, Yu et al., 2013). While there was a trend towards 
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a decrease in PV expressing neurons in the hilus one week Post-SE (Supplementary Fig. 3, 

neurons/section, Control: 16.9 ± 2.2 in 11 sections/3 mice; Post-SE: 12.8 ± 1.6 in 17 

sections/3 mice, p > 0.05, unpaired t-test), PV-IN counts in the IML were not altered after 

SE (Supplementary Fig. 3, neurons/section, Control: 6.7 ± 1.3 in 11 sections/ 3 mice; Post-

SE: 10.2 ± 1.4 in 17 sections/3 mice, p > 0.05, unpaired t-test) indicating that the AACs in 

the IML survive SE. 

 

We examined the intrinsic physiology of AACs in the IML from mice one to two weeks 

after status epilepticus (post-SE) and age-matched saline injected controls in the absence 

of synaptic blockers. AAC passive properties including resting membrane potential (RMP 

in mV, Control: −70.12 ± 3.42, n = 9; Post-SE: −70.22 ± 6.85, n = 12, unpaired t-test 

p > 0.05), input resistance (Rin in MΩ, Control: 86.1 ± 6.4, n = 10; post-SE: 81.3 ± 8.2, 

n = 13, unpaired t-test p > 0.05), membrane time constant (in ms, Control: 6.84 ± 0.52, 

n = 10; post-SE: 8.18 ± 0.63, n = 12, unpaired t-test p > 0.05) and sag ratio (Control: 

0.91 ± 0.01, n = 10; post-SE: 0.87 ± 0.01, n = 12, unpaired t-test p > 0.05) were not altered 

after SE (Fig. B.2A-F). Additionally, slow AHP, calculated as the difference between 

baseline and the lowest anti-peak amplitude at the end of spike train in response to a 520pA 

current step was not different between groups (Control: −1.66 ± 0.67, n = 10; post-SE: 

−3.89 ± 0.54, n = 12, unpaired t-test, p = 0.4). However, AACs in post-SE mice showed a 

consistent reduction in firing rate during somatic current injection with a significant effect 

of treatment (Fig. B.2G, F(1,19)= 5.16, p < 0.05 by Two-way RM ANOVA) and 

significant interaction between treatment and Iinj (F(1,19)= 6.73, p < 0.05 by Two-way RM 
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ANOVA). AAC firing in response to Iinj > 500 pA was consistently reduced in post-SE 

mice (Fig. B.2G, Two-way RM ANOVA with Bonferroni corrected pairwise comparison). 

However, action potential threshold (Fig. B.2H, Control: −33.7 ± 1.0 mV, n = 10; post-SE: 

−32.9 ± 1.7 mV, n = 12, unpaired t-test p > 0.05) and rheobase (Control: 271.1 ± 24.7 pA, 

n = 10; post-SE: 333.3 ± 47.05 pA, n = 12, unpaired t-test p > 0.05) were not different 

between groups. Because post-SE AAC firing was reduced despite a lack of change in 

threshold or rheobase, and previous studies had identified that post-seizure changes in 

neuronal capacitance could impact excitability (Tewari et al., 2018, Whitebirch et al., 2022) 

we compared the membrane capacitance (Cm) between AACs in control and post-SE 

groups. AAC capacitance was significantly increased after SE (Figure B.2I, Cm in nF, 

Control: 71.2 ± 4.7, n = 14; post-SE: 97.3 ± 6.9, n = 16, unpaired t-test p < 0.05). Since 

seizure induced changes in extracellular matrix have been reported to alter Cm (Tewari et 

al., 2018), we examined integrity of the perineuronal net around PV neurons in the dentate 

IML by staining for Wisteria floribunda Agglutinin (WFA) which labels the perineuronal 

net. Consistent with an increase in AAC capacitance, there was a significant decrease in 

the number of WFA intensity peaks around IML PV neurons after SE (Supplementary Fig. 

4). Overall, these data identify a post-SE reduction in the ability of AACs to sustain high 

firing frequency which contrasts with the lack of change in PV-BC intrinsic physiology 

after SE (Yu et al., 2013). 

SE reduces synaptic inputs to AACs 

Since SE leads to early changes in dentate neuronal networks (Kobayashi and Buckmaster, 

2003, Peng et al., 2013, Yu et al., 2016a), we examined whether baseline synaptic inputs 
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to morphologically identified AACs were altered after SE. Spontaneous excitatory 

postsynaptic currents (sEPSCs) in AACs were recorded from a holding potential of 

− 60 mV in the presence the GABAARs antagonist gabazine (10 µM). Compared to age-

matched controls, the frequency of sEPSCs in AACs was reduced after SE, although the 

effect size was modest (Fig. B.3A, B; Control: Median=12.1 Hz; IQR=5.6–21.3, n = 8; 

Post-SE: Median=6.8 Hz; IQR=2.5–23.8, n = 6 by Mann-Whitney U-test, Cohen’s D: 

0.37). However, there was a robust increase in sEPSC amplitude in AACs from post-SE 

mice, with a moderate effect size, (Fig. B.3A, C; Control: Median=19.4 pA; IQR=15.1–

25.1, n = 8; Post-SE: Median=29.1 pA; IQR=21.1–39.2, n = 6 by Mann-Whitney U-test; 

Cohen’s D: 0.89). The rise time and τDecay of AACs sEPSCs were not altered after SE 

(Supplementary Fig. 5A-B). 

Next, we evaluated spontaneous inhibitory inputs to AACs held at − 70 mV in the presence 

of glutamate receptor antagonist kynurenic acid (3 mM). The frequency of spontaneous 

inhibitory postsynaptic currents (sIPSCs) in AACs was significantly lower after SE (Fig. 

B.3D, E; Control: Median=14.5 Hz; IQR=6.8–30.2, n = 7; Post-SE: Median=6.1 Hz; 

IQR=2.4–11.4, n = 8, p < 0.05 by Mann-Whitney U-test, Cohen’s D: 0.75). Similarly, there 

was a post-SE reduction in sIPSC amplitude after SE (Fig. B.3D, F; Control: Median=27.2 

pA; IQR=21.0–37.7, n = 7; Post-SE: Median=23.3 pA; IQR=15.4–35.0, n = 8, p < 0.05 by 

Mann-Whitney U-test, Cohen’s D: 0.35). sIPSC rise time and τDecay were not different 

between AACs from control and post-SE mice (Supplementary Fig. 5E-F). 

In a subset of paired recordings from AACs, we identified reciprocal electrical coupling 

between AACs (2 control and 1 post-SE AAC pair, Supplementary Fig. 6), although none 
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of the recorded pairs showed synaptic coupling. Given the sparse distribution of IML PV 

neurons, coupling characteristics of AACs were not compared between control and post-

SE mice. Together, these data demonstrate a post-SE decrease in frequency of both 

excitatory and inhibitory synaptic inputs to AACs. 

 

AAC output to granule cells is reduced after SE 

To determine if AAC regulation of GCs is altered after SE we examined AAC driven 

synaptic inputs to GCs. Since our RNAScope and morphological studies identified that 

majority of the IML PV are AACs (Fig. B.1), we targeted IML PV neurons in PV-ChR2 

reporter mice for discrete single-neuron optical stimulation and recorded AAC mediated 

responses in GCs. Given the relatively sparse distribution of IML PV neurons (2–3 cells/ 

section), DMD-based single neuron stimulation using a 50 µm ROI over the somata of 

isolated eYFP labeled IML neurons was used to activate individual AACs (see methods). 

Optically evoked AAC-mediated unitary IPSCs (uIPSCs) in GCs were recorded by 

selectively stimulating a single presynaptic AACs in the IML expressing eYFP-ChR2 

using DMD coupled to blue LED (473 nm) illuminated for 5 ms single pulse for 10 sweeps 

for every 10 s (Fig. B.4A, B). Regions with more than one eYFP-ChR2 positive somata 

within 50 µm of each other in the IML and GCL were excluded. In order to minimize direct 

activation of PV terminals on postsynaptic GC, only GCs with somata > 150 µm lateral to 

the optically activate AAC somata were included in the analysis. Optical activation of 

AACs at 1–2 mW (in ROI) evoked uIPSCs in synaptically connected GCs (Fig. B.4A). In 

control experiments, blue light activation of eYFP-ChR2 expressing AACs consistently 
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elicited a single action potential (not shown). Additionally, blue light activation of somata 

lacking eYFP or amber light (589 nm) activation of eYFP +ve somata consistently failed 

to evoke responses in recorded GCs (Fig. B.4A). In a subset of connected AAC to GC 

pairs, the presynaptic AAC was patched, held in current clamp, and activated by brief 

current pulses (0.8 nA) for 5 ms to evoke single action potentials (Fig. B.4C) to confirm 

both the presence of uIPSC in the synaptic coupled GC and cellular/axonal morphology of 

the AAC (n = 3 pairs). These extensive validation studies confirmed that we could reliably 

activate single ChR2 expressing AACs and record uIPSCs in GCs. 

Since uIPSC parameters in response to optical and current clamp activation of AACs were 

similar, we pooled uIPSCs evoked by optical stimulation (17/20 pairs in control; 6/10 pairs 

post-SE) and current injections under whole cell configuration (3/20 pairs in control; 4/10 

pairs in post-SE) for analysis. The average uIPSC peak amplitude in GCs in response to 

AAC activation, calculated by averaging 10 sweeps including failures, was significantly 

decreased after SE (Fig. B.4B-D, average uIPSC peak amplitude in pA, Control: 

128.47 ± 21.95, n = 20; post-SE: 40.42 ± 7.15, n = 9; unpaired t-test p < 0.05). Similarly, 

the uIPSC amplitude potency, calculated by averaging the successful postsynaptic events 

excluding failures was also decreased after SE (Fig. 4E, uIPSC peak amplitude potency in 

pA, Control: 131.13 ± 21.66, n = 20; post-SE: 53.72 ± 17.06, n = 9; unpaired t-test 

p < 0.05). However, the decay kinetics and success rate of uIPSCs at the AAC to GC 

synapse was not altered in post-SE mice (Fig. B.4F-G, uIPSC decay in ms: Control: 

7.13 ± 0.86; post-SE: 10.36 ± 1.73; unpaired t-test p > 0.05. Psuccess: Control: 0.95 ± 0.02, 

n = 20; post-SE: 0.83 ± 0.10, n = 9; unpaired t-test p > 0.05) indicating that the reduction 
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was likely due to a decrease in postsynaptic receptors. The connection probability between 

AAC and GC showed a trend towards a decrease which did not reach significance (Fig. 

B.4H, probability of synaptic connections in % - Control: 50%; 25/50 pairs; post-SE: 

32.3%; 10 /31 pairs; χ2 (1, 81) = 2.45, p = 0.12 chi-square test with Yates correction). 

IPSCs evoked by AAC activation at 20 Hz showed robust short depression in both control 

and post-SE mice (Fig. B.4I, J) which is consistent with the high release probability of at 

AAC synapses and is similar to what has been reported in PV-BC synapses (Hefft and 

Jonas, 2005, Yu et al., 2016a, Zhang and Buckmaster, 2009). Despite the decrease in peak 

amplitude of AAC evoked uIPSC in GC after SE (amplitude in pA, Fig. B.4I, Control 

IPSC1: 230.16 ± 58.4, n = 8 pairs; Post SE IPSC1: 77.08 ± 27.2, n = 6 pairs, between 

treatment, Two way ANOVA F(1130) = 36.8, p < 0.001), the rate of synaptic depression 

elicited by a 20 Hz train was not different between groups (Fig. B.4K, ratio of amplitude 

of IPSC10 to IPSC1, ControlIPSC10/IPSC1: 0.31 ± 0.04, n = 8 pairs; Post SE 

IPSC10/IPSC1: 0.27 ± 0.04, n = 6 pairs, between treatment p > 0.05 by Two way RM 

ANOVA). Together, data demonstrate a significant weakening in potency of AAC to GC 

synapses and suggests that AAC mediated AIS inhibition is reduced early after SE. 

AIS GABA reversal is depolarizing and unchanged after SE 

Previous studies have identified that the reversal potential for GABA currents (EGABA) 

at AAC synapses on AIS of cortical pyramidal neurons show a delayed developmental 

switch to hyperpolarization relative to the resting membrane potential (Rinetti-Vargas et 

al., 2017). However, whether EGABA in the AIS of GCs, which rest at relatively 

hyperpolarized membrane potentials, is depolarizing has not been examined. Moreover, 
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whether EGABA at GC AIS is altered early after SE, as observed in the somato-dendritic 

compartments of GCs (Pathak et al., 2007), is currently unknown. We used gramicidin 

perforated-patch recordings to measure EGABA at GC AIS in brain slices from control 

and post-SE mice. Epifluorescence images were conducted during perforated patch 

recordings including both 5-CFDA, a dye permeable through the perforation, as well as 

Alexa 594 which is excluded from the perforated pore. As illustrated in Figs. B.5A, 5-

CFDA (green) but not Alexa 594 (red) fluorescence was visualized in the somata upon 

establishment of the perforated patch. The appearance of Alexa 594 fluorescence marked 

the transition to whole cell configuration and was accompanied by a change in EGABA to 

0 mV reflecting the high chloride internal solution (Supplementary Fig. 7). Muscimol 

(100 μM), a GABAAR agonist, was applied on to the GC AIS using a picospritzer to elicit 

GABA currents. Fig. B.5B illustrates the relative location of the recording electrode and 

the muscimol puff (stim) electrode. Note that the puff electrode targets the 5-CFDA labeled 

AIS (Fig. B.5B3) and elicited inward currents at the holding potential (Vhold) lower than 

− 70 mV (Fig. B.5C). GABA currents in response to muscimol application were recorded 

at various holding potentials and used to determine GABA reversal potential as the voltage 

at 0 current (Fig. B.5C, Supplementary Fig. 7 A). Recordings were discontinued when 

Alexa 594 was visualized in the soma or if there was a sudden drop in access resistance. 

Control experiments confirmed that muscimol and not mechanical pressure contributed to 

the inward currents and that muscimol-evoked currents were blocked by the GABAAR 

antagonist SR95531 (10 µM) (Supplementary Fig. 7B-C). In recordings from control and 

post-SE slices, GC AIS EGABA was significantly depolarized compared to the resting 
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membrane potential (Fig. B.5C-D, Ctrl: RMP = −88.39 ± 1.48 mV, EGABA = 

−65.59 ± 1.25 mV, n = 6 cells from 3 mice, p < 0.0001; Post-SE: RMP = −85.50 ± 1.20 mV, 

EGABA = −60.96 ± 2.77 mV, n = 8 cells from 4 mice p < 0.0001 by paired t-test). 

However, there was no difference in either AIS EGABA or resting membrane potential 

between GCs from control and post-SE mice (Fig. B.5D, MdnCtrl = −65.88 mV, MdnPilo 

= −61.82 mV, U = 15, p = 0.2824,). These data indicate that EGABA AAC to GC synapses 

are not altered after SE. 

GABAA receptors at AAC synapses on to GCs are reduced after SE 

The selective reduction in amplitude potency at AAC synapses on GCs without reduction 

in release probability suggests a decrease in postsynaptic GABAA receptors. Using peak-

scaled nonstationary fluctuation analysis (Sigworth, 1980, Traynelis et al., 1993, Yu et al., 

2016b), we evaluated the change in single channel current and receptor number at AAC to 

GC synapses. Although the peak amplitudes were much lower and less variable in synapses 

from post-SE mice, the characteristic parabolic distribution of mean-variance data was 

observed at AAC to GC synapses from both control and post-SE mice (Fig. B.6A). Single 

channel current estimates between synapses in control and post-SE mice were not different 

(Fig. B.6B, in pA, Control: 1.24 ± 0.36, n = 13; post-SE: 1.3 ± 0.27, n = 7, by Mann 

Whitney U-test p > 0.05), indicating that GABAA receptor conductance is unchanged 

following SE. However, the number of channels open at peak in the post-SE group was 

significantly reduced to approximately half that of controls (Fig. B.6C, Control: 

110.97 ± 16.8, n = 13; post-SE: 51.56 ± 14.6, n = 7, by Mann Whitney U-test p < 0.05). 

These findings indicate a selective weakening of AAC synapses on GCs early after SE. 
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Inhibitory synapses on AIS express GABAA receptor α2 subunits (Fritschy et al., 1998). 

To test whether SE leads to a reduction in putative postsynaptic sites with GABAA receptor 

α2 subunits at the AIS, we undertook immunostaining for GABAA receptor α2 subunits 

and AIS using the AIS specific scaffolding protein Ankyrin G (Gao and Heldt, 2016, 

Jenkins and Bennett, 2001). While AIS length remained unchanged after SE 

(Supplementary Fig. 8A-C, in µm, Control: 40.75+4.22, n = 8 segments/5 mice; post-SE: 

42.39+4.65, n = 12 segments/5 mice by unpaired t-test), the number of putative 

postsynaptic sites labeled for GABAA α2 subunits located in close apposition to the AIS 

was decreased (Supplementary Fig. 8D, Control: 14.50+2.33, n = 8 segments/5 mice; post-

SE: 9.00+2.17, n = 12 segments/5 mice by unpaired t-test, p < 0.05). Correspondingly, the 

density of sites labeled for GABAA receptor α2 subunits found in close apposition to the 

AIS was also reduced (Supplementary Fig. 8E, Control: 0.356+0.0590, n = 8 segments/5 

mice; post-SE: 0.212+0.0591, n = 12 segments/5 mice by unpaired t-test, p < 0.05). 

Post-SE reduction in synaptic strength compromises AAC dependent shunting inhibition of 

GC firing 

The reduction in the number of putative AIS synapses labeled for GABAA receptor α2 

subunits density after SE, identified in our immunofluorescence, and reduction in receptor 

numbers in nonstationary fluctuation analysis, indicate compromised GABA conductance. 

Based on the experimental GABA reversal potential, the single channel conductance, and 

channel numbers estimated from nonstationary fluctuation analysis we calculated the peak 

GABA conductance at an AAC to GC synapse at the AIS to be approximately 4.8nS in 

controls and 1.48nS after SE. We performed simulations on a multicompartmental GC 
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model (Santhakumar et al., 2005, Yu et al., 2016a) and included an AIS compartment (Fig. 

7A-B, also see methods) to examine the efficiency of GABA conductance in shunting 

synaptically driven GC action potential firing. Model GC was activated with increasing 

levels of peak excitatory AMPA conductance (low:14 nS – high:30 nS, Fig. 7C) at the two 

simulated medial perforant path inputs to the granule cell. The effect of increasing GABA 

conductance at each of the two simulated AAC to AIS synapses from 0.5 to 10 nS (with 

decay set at 7 ms based on uIPSC decay in controls), on GC firing was examined (Fig. 

B.7D). GABA conductance in the range observed in controls (4.5–5.5 nS) was effective in 

shunting action potential firing for a range of AMPA currents and were permissive to firing 

when the AMPA conductance was increased. In contrast, GABA conductance in the range 

observed in post-SE AIS synapses failed to suppress firing even in response to low levels 

of excitation. These findings demonstrate that the post-SE change in conductance 

compromises AAC-mediated shunting of GC firing (Fig. B.7D, E). Although the decay 

kinetics of uIPSCs was not different between groups (Fig. B.4F), decay time in synapses 

from post-SE GCs trended to be higher (about 10 ms). Since synaptic decay kinetics can 

have a significant impact on GABAergic inhibition, we performed additional simulations 

using the AMPA and GABA conductance parameter space above with GABA synaptic 

conductance set to 10 ms to better simulate the post-SE condition. Even with the slower 

decay, the GABA synapses constrained by the conductance values recorded in GC from 

post-SE mice were less efficacious at suppressing afferent driven GC firing than synapses 

with 7 ms decay and constrained by the conductance values observed in controls 

(comparing Fig. B.7 D and F). These simulation studies indicate that the post-SE reduction 
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in AAC synaptic strength could comprise overall AAC dependent inhibition at GC 

synapses. 

 

Discussion 

Combining colocalization of parvalbumin and PTHLH, a reliable marker for axo-axonic 

cells (Paul et al., 2017), and neuronal morphology, the current study identifies that PV 

neurons in the dentate IML are predominantly axo-axonic cells providing a viable approach 

to target this sparse neuronal population for physiological analysis. Despite sharing high-

frequency, non-adapting firing characteristics and low input resistance with PV-BCs, 

AACs have a significantly higher rheobase for activation and a more depolarized action 

potential threshold. Although AACs need greater depolarization to reach threshold, their 

maximum firing rate trended to be higher than in PV-BCs. Unlike PV-BCs, AACs lacked 

persistent firing upon repolarization. Thus, the intrinsic physiology of dentate AACs is 

ideally suited to respond to strong sustained increases in network activity with high-fidelity 

firing. Our analysis revealed that the frequency of spontaneous excitatory and inhibitory 

synaptic currents was reduced after SE. Moreover, we identified a significant decrease in 

maximum firing frequency of AACs after SE which was associated with an increase in 

membrane capacitance. Simultaneously, although GABA reversal potential at AIS 

synapses, uIPSC reliability, and short-term plasticity of AACs to GCs synapses remained 

unchanged, the uIPSC amplitude was significantly decreased after SE. Non-stationary 

noise analysis was consistent with a decrease in GABAA receptors at AIS synapses. 

Additionally, there was an apparent reduction in the number of postsynaptic sites 
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immunolabeled for GABAAR α2 subunits at the GC AIS after SE. To our knowledge, our 

study is the first to evaluate functional changes in AAC in a model of experimental epilepsy 

and demonstrates a reduction in synaptic input, intrinsic firing, and synaptic output in 

dentate AACs after SE. Computational simulation of the effect of AIS synapses on 

synaptically evoked GC firing demonstrated a loss in the efficacy of shunting inhibition in 

models constrained by the post-SE AIS GABA conductance. Taken together, these changes 

indicate a diminished role of AACs in the dentate circuit early after status epilepticus. This 

functional uncoupling of AACs from the epileptogenic network and loss in inhibitory 

efficacy at the AIS could undermine an essential break to dentate throughput and contribute 

to epileptogenesis. 

Localization and synaptic physiology of dentate AACs 

Since the early studies characterizing their extensive and unique axonal targeting synapses 

(Buhl et al., 1994, Somogyi et al., 1982, Szentagothai and Arbib, 1974), there has been 

great interest in understanding AACs regulation of neuronal output, brain rhythms and their 

role in disease (Dudok et al., 2022, Gallo et al., 2020, Howard et al., 2005). Recognition 

that labeling a cohort of inhibitory neuron precursors expressing the homeobox protein 

Nkx2.1 at a late embryonic stage selectively labels cortical AACs (Taniguchi et al., 2013) 

spearheaded the neurochemical and physiological analysis of cortical AACs (Gallo et al., 

2020, Ishino et al., 2017, Paul et al., 2017). Although the labeling strategies used to identify 

cortical AACs fail to label hippocampal AACs, single-cell sequencing of cortical AACs 

has yielded specific markers that have been leveraged to target AACs in the hippocampal 

CA1 (Dudok et al., 2021, Ishino et al., 2017, Paul et al., 2017). Here we show, for the first 
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time, that PTHLH also labels PV+ve AACs in the dentate IML. Consistent with earlier 

studies using Golgi staining (Soriano and Frotscher, 1989, Soriano et al., 1990), we show 

that the morphology of PV neurons in the dentate IML is consistent with AACs. The 

multipolar dendritic morphology with prominent apical dendrites and somatic location at 

the border of the GCL and molecular layer of AACs in our study is consistent with the 

structure and layered location pattern in cortical AACs (Taniguchi et al., 2013). Our finding 

also complements earlier studies which tracked the somata of cells extending axonal 

cartridges to GC AIS to PV+ve neurons in the dentate molecular layer in rat (Soriano et 

al., 1990). In keeping with the presence of morphologically identified AACs in the GCL 

and hilus (Elgueta et al., 2015, Overstreet and Westbrook, 2003), we report sparse PV and 

PTHLH labeled, presumed AACs in these regions. A subset of PTHLH-positive neurons 

failed to localize PV suggesting that, similar to the cortex (Paul et al., 2017), DG may have 

more than one neurochemical AAC subtype. These data indicate that IML PV-INs can be 

reliably targeted for functional analysis of dentate AACs. 

Available physiological data from dentate AACs suggest that they share intrinsic 

membrane properties and fast-spiking characteristics with PV-BCs (Buhl et al., 1994, 

Overstreet and Westbrook, 2003). Our comparison identified that AACs need greater 

depolarization to reach threshold but show more reliable high-frequency firing during 

depolarization and lack the persistent discharges in the absence of depolarization observed 

in BCs (Elgueta et al., 2015). Indeed, despite sharing fast spiking characteristics, cortical 

BC and AACs have been found to differ in certain intrinsic properties (Taniguchi et al., 

2013). Moreover, AACs also show regional differences in physiology, morphology, and 
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expression of neurochemical markers (Buhl et al., 1994, Ishino et al., 2017). Apart from 

similarities in intrinsic physiology, AAC synapses on GCs have high success rates and 

robust paired pulse and short-term depression (Fig. B.4), as seen in BC to GC synapses 

(Bartos et al., 2002, Overstreet and Westbrook, 2003, Yu et al., 2016a). Together these 

physiological features of dentate AACs and their extensive apical dendritic arbors, make 

them ideally suited to sense afferent excitability, respond reliably during high input 

activation, and inhibit action potential initiation by projection neurons, as has been reported 

in response to whisker stimulation in the barrel cortex (Zhu et al., 2004). Thus, AACs are 

in a privileged position to support the dentate inhibitory gate and limit dentate throughput 

during re-entrant seizure-like activity. 

Seizure-induced changes in AAC intrinsic and synaptic physiology 

Given the potential for AACs to clamp down action potential initiation (Schmidt-Hieber 

and Bischofberger, 2010) and the role for altered dentate inhibition during epileptogenesis, 

several studies have examined histopathological changes in dentate AAC to GC synapses. 

However, functional analysis of AACs in a model of epilepsy has been lacking (Dudok et 

al., 2022). Studies in human epileptic tissue have found that although PV-INs in the hilus 

are reduced, the PV-IN density in the dentate IML remains unchanged (Wittner et al., 

2001). Despite the caveat that PV immunoreactivity can be altered in disease, our data 

showing maintenance of PV-INs in IML after pilocarpine-SE are consistent with the human 

epilepsy data (Wittner et al., 2001) and suggest that AACs largely survive SE induction. 

Several studies have reported loss of AAC terminals in human epileptic circuits with the 

most profound loss observed in the DG (Arellano et al., 2004, Ribak, 1985), while others 
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have reported an increase in PV synapse on the AIS (Wittner et al., 2001). A recent study 

using a combination of markers to identify AAC synapses found an increase in PV-BC 

synapses and a decrease in AAC synapses in the human epileptic dentate gyrus (Alhourani 

et al., 2020, Lillis, 2020), suggesting a selective reduction in AAC mediated inhibition in 

epilepsy. Our direct assessment of AAC physiology after experimental SE identified that, 

despite a lack of change in passive membrane properties, there is a striking reduction in the 

high frequency firing of AACs after SE. Further analysis identified a reduction in the 

integrity of perineuronal nets and a corresponding increase in AAC capacitance after SE 

which could contribute to the decrease in AAC firing. Indeed, previous studies have shown 

that seizure-induced degradation of the perineuronal net can increase PV neuron 

capacitance and reduce intrinsic excitability without changes in action potential threshold 

(Tewari et al., 2018). Since our recordings were conducted in the absence of synaptic 

blockers, it is possible that changes in feedback synaptic inhibition or tonic GABA currents 

could also contribute to the post-SE decrease in AAC firing. These findings in AACs are 

distinct from the lack of change in the intrinsic physiology of PV-BCs after SE (Yu et al., 

2016a) and would directly undermine activity-dependent GABA release at the synapses. 

The post-SE reduction in the frequency of sEPSCs and sIPSCs that we report in AACs 

parallels what has been reported in PV-BCs (Yu et al., 2013, Yu et al., 2016a, Zhang and 

Buckmaster, 2009). The reduction in basal synaptic input to AACs likely reflects the loss 

of hilar mossy cells and interneurons after SE (Buckmaster et al., 2017, Buckmaster and 

Jongen-Relo, 1999, Obenaus et al., 1993, Zhang et al., 2009). Additionally, it is possible 

afferent inputs to AACs are also reduced which could limit the recruitment of AAC 
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mediated feedforward inhibition. While sIPSC amplitude showed a slight reduction, 

sEPSC amplitude was increased after SE suggesting potential compensatory regulation, as 

the average EPSC charge transfer over time was not different between control and post-SE 

groups (Supplementary Figure 5). 

Our identification that AAC synapse on to GC show a profound decrease in unitary IPSC 

amplitude without a change in success rate after SE, differs from the increase in failures 

and amplitude of PV-BC synapses on GCs early after SE (Zhang and Buckmaster, 2009). 

Additionally, there was a trend towards a decrease in synaptic connectivity between AACs 

and GCs after SE which points to a further reduction in the ability of AACs to influence 

GC output. Thus, while the input received by PV-BCs and AACs is similarly decreased 

early after SE, AACs show a unique reduction in intrinsic firing and strength of synaptic 

output to GCs. Further evaluation of the GABAA receptor expression using nonstationary 

noise analysis identified that a decrease in GABAA receptors contributed to post-SE 

reduction in AAC synaptic strength. These changes, taken together, suggest functional 

uncoupling of AACs from the circuit which is likely to undermine their role in responding 

to heightened activity with robust synaptic inhibition of GCs. 

Plasticity of AIS Synapses 

An intriguing aspect of AACs mediated inhibition is the possibility that AAC synapses can 

be depolarizing long after somatic and dendritic inhibition undergoes the developmental 

switch to hyperpolarization (Pan-Vazquez et al., 2020, Rinetti-Vargas et al., 2017, 

Szabadics et al., 2006). While it has been speculated that GABA may be depolarizing at 

the AIS (Szabadics et al., 2006, Woodruff et al., 2009), GABA reversal in cortical neurons 
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has been shown to be hyperpolarizing at the age-range (>6 week postnatal) used in or study 

(Rinetti-Vargas et al., 2017). We find that while AIS GABA reversal (−60 mV) is more 

depolarized than the GC resting membrane potential (−80 mV), it is more negative than the 

action potentials threshold. Thus, AAC synapses would be expected to mediate shunting 

inhibition to GC (Schmidt-Hieber and Bischofberger, 2010). Indeed, we find that AIS 

synapses constrained by experimental conductance and depolarizing GABA reversal 

effectively shunt GC firing for a range of excitatory input drive. However, unlike GCs and 

PV-BCs which show a depolarizing shift in EGABA one week after pilocarpine SE (Pathak 

et al., 2007, Yu et al., 2013), both AIS GABA reversal and GC resting membrane potential 

remained unchanged after SE. The post-SE decrease in AAC synaptic strength may reflect 

a homeostatic compensation to limit the AIS depolarization. This possibility is supported 

by recent studies demonstrating that chemogenetic activation of AACs reduces IPSC 

amplitude at AIS synapses in immature cortex, when GABA is depolarizing, while it 

increases IPSC amplitude at AIS synapses in the mature cortex when GABA is 

hyperpolarizing (Pan-Vazquez et al., 2020). Structural changes in AIS length which can 

impact neuronal spike threshold (Harty et al., 2013, Liu et al., 2017, Wefelmeyer et al., 

2015) were not observed in post-SE GCs. Immunostaining for GABAA receptor α2 

subunits revealed potential reduction in colocalization with the AIS indicating a potential 

decrease in the number of AIS synapses. Since confocal imaging adopted here lacks the 

resolution to quantify receptor numbers, future studies using electron microscopy or super-

resolution imaging could determine whether the number of receptors at AIS GABA 
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synapses are reduced after SE. These findings together with the results of non-stationary 

fluctuation analysis indicate weakening of the AAC to AIS synapse after SE. 

Implications for epilepsy 

Our findings demonstrate an early reduction in AAC excitability and its ability to inhibit 

GCs after SE. This reduction in inhibition at the site of action potential initiation is expected 

to compromise the strong inhibitory gating of the dentate gyrus which is critical for limiting 

dentate throughput and the spread of seizures (Carlson and Coulter, 2008, Dengler and 

Coulter, 2016, Krook-Magnuson et al., 2015, Krook-Magnuson et al., 2013). Additionally, 

activity sparsening mediated by dentate inhibition is also critical for pattern separation, a 

dentate dependent ability to discriminate patterns of neuronal activity representing 

overlapping behaviorally relevant information (Cayco-Gajic and Silver, 2019) which is 

compromised in epilepsy (Kahn et al., 2019, Madar et al., 2021). Moreover, hippocampal 

AACs have been found to contribute to maintaining location specific place cell firing 

indicating a role in memory processing (Dudok et al., 2021). Thus, the loss of AAC 

inhibition early after SE could contribute to both enhanced excitability and cognitive 

deficits associated with epilepsy. Interestingly, the advent of opto and chemogenetic 

approaches to manipulate specific neuronal populations has opened avenues for in vivo 

optical activation of parvalbumin neurons for seizure control (Krook-Magnuson et al., 

2013, Paz et al., 2013). Since PV neurons include AIS targeting AACs, whether activating 

AACs which show differential plasticity in experimental epilepsy could paradoxically 

promote excitability needs to be considered. In this regard, the variable outcomes with 

optogenetic activation of PV neurons suppressing seizures in some studies (Ellender et al., 
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2014, Krook-Magnuson et al., 2013) while exacerbating it in others may be explained by 

opposite circuit effects of BCs and AACs after SE. Selective opto/chemogenetic 

manipulation of dentate AACs, needed to directly evaluate the role of AACs 

epileptogenesis, are currently limited by the low specificity of approaches to label dentate 

AACs (Ishino et al., 2017). Here we overcome these limitations by using a combination of 

PV labeling and layer specific localization to target AACs for functional analysis in a 

model of experimental epilepsy. Our study provides the first systematic physiological assay 

of dentate AACs and demonstrates a reduction in AAC excitability, synapse potency and 

AIS inhibition after SE. This undermining of AIS inhibition early after SE could augment 

dentate excitability and contribute to epileptogenesis. 
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Fig. B.1. Characterization of dentate parvalbumin-positive BCs and AACs. (A-C) 

Epifluorescence images of the dentate gyrus illustrate localization of probes for PV in green 

(A) PTHLH in red (B) and merged image showing co-labeling (C). Insets illustrate 

magnified images of PTHLH and PV co-labeled neurons in the inner molecular layer 

(IML). (D) Summary graph of percentage of PTHLH/PV positive neurons in IML vs. 

Hilus. (E-F) Maximum intensity projections of confocal image stacks of a representative 

AAC (E) BC (F). Images to the right of (E) illustrate two examples of axons from the cell 

in E showing close apposition for βIV-spectrin labeling for axon initial segments (top), and 

biocytin (middle) as shown in merge (bottom). Arrowheads indicate regions of close 

apposition between βIV-spectrin labeling on axon initial segment of GC and biocytin filled 

axonal cartridge of AAC. (G) Representative suprathreshold traces from two different 

AAC (top) and BC (bottom) neurons showing persistent firing in BCs but not in AACs. 

(H) The average firing frequency of BCs and AACs in response to increasing current 

injection shows differences in firing frequency at low amplitude current injections (inset). 

(I) Summary plots of input resistance in BC and AAC. (J-L). Example phase plots (J) and 

summary of action potential threshold (K) and, rheobase (L) in BCs and AACs. Scale: 

100 µm. * indicates p < 0.05 by unpaired Student’s t-test. Note: GCL – Granule Cell Layer, 

IML – Inner Molecular Layer. (Candidate Data Panels A-D) 
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Fig. B.2. AAC excitability is compromised after status epilepticus. (A) Representative 

confocal image of AAC in the dentate IML region and spanning axonal cartridges. (B-C) 

Membrane voltage traces of axo-axonic cells from control (B) and post-SE mice (C) during 

a 520 pA and − 120 pA current steps. (D-F) Summary histograms of resting membrane 

potential (D), input resistance (E), and SAG ratio (F) from control and post-SE groups. (G) 

Overlay of the firing rates of control and post-SE AACs in response to increasing current 

injections. (H) Summary graph of threshold in AACs from control and post-SE mice. (I) 

Summary plot of AAC membrane capacitance * in panel I indicates p < 0.05 by unpaired 

Student’s t-test and in panel G represents p < 0.05 by two-way repeated measure ANOVA. 

(Data generated by co-authors) 
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Fig. B.3. Status epilepticus alters synaptic drive to dentate AACs in the inner 

molecular layer. (A) Schematic of recording configuration illustrates targeting eYFP 

positive IML-AAC neurons (above) Representative current traces show spontaneous 

excitatory postsynaptic currents from AACs in control (top) and post-SE mice (bottom). 

(B-C) Cumulative probability plots of sEPSC frequency (B) and amplitude (C) recorded in 

gabazine (10 µM) (inset gray lines shows differences at 50% probability). (D) Example 

traces show spontaneous inhibitory postsynaptic currents in AACs from control (top) and 

post-SE (bottom) mice. (E-F) Cumulative probability plots of sIPSC frequency (E), and 

amplitude (F), recorded in kynurenic acid (3 mM) (inset gray dotted lines shows 

differences at 50% probability). * Indicates p < 0.05, by Mann-Whitney U Test, n = 10 cells 

each. (Data generated by co-authors) 
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Fig. B.4. Decreased synaptic strength at AAC-GC synapses early after SE. (A) 

Schematic of dentate gyrus slice on the left illustrating voltage-clamped granule cells, and 

typical eYFP+ AAC and eYFP- neuron in the IML region indicated by 1 and 2, 

respectively. Line diagram in blue shows light path routed through the DMD. 

Representative traces on the right indicated by 1 show control experiments where DMD 

stimulation of eYFP+ neuron evokes uIPSCs in coupled GC, whereas DMD stimulation of 

eYFP- neuron failed to elicit responses in GC indicated by 2. Example confocal image on 

the right shows biocytin-filled GC and AAC filled during paired recording. (B) 

Representative uIPSCs evoked (10 sweeps in gray) in synaptically coupled GCs by 

discharging single spikes in presynaptic AACs from control (left) and post-SE (right) mice. 

Average uIPSC traces are in black. Blue bar indicates light activation. (C) Postsynaptic 

responses in coupled GC in control (left) and post-SE (right) elicited by presynaptic action 

potentials (above) in AAC. (D-G) Summary histograms for AAC mediated uIPSC peak 

amplitude including failures (D), excluding failures (E), weighted decay (F) and probability 

of success (G). (H) Summary of percentage of synaptic connections from AAC to GC. (I) 

Representative traces illustrate multi-pulse depression of AAC evoked uIPSCs in GCs 

during optogenetic stimulation (blue bar) in control (left) and post-SE (right). The 10 

individual sweeps are in gray, and the average trace is illustrated in black. (J-K) Summary 

plot of peak amplitude of uIPSCs elicited during the stimulus train (J) and amplitude ratio 

between uIPSCn and uIPSC1 (K). * Indicates p < 0.05 by Two-way ANOVA. Note: GCL 

– Granule Cell Layer, IML – Inner Molecular Layer. (Data generated by co-authors) 
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Fig. B.5. AIS-mediated GABA currents are depolarizing in both control and post-SE 

GCs. (A). Representative epifluorescence images obtained during gramicidin perforated-

patch show confirmation of perforated patch mode by presence of 5-CFDA and absence of 

Alexa 594 signal in the recorded GC (on the left). Somatic Alexa 594 fluorescence on the 

right illustrates the rupture of perforated patch and entry into whole cell mode. (B) Low-

magnification (B1), high-magnification IR-DIC (B2), and epifluorescence (B3) images 

illustrate placement of the stimulation pipette (Stim.) targeting the axon initial segment 

(AIS, arrowhead) and patch pipette (Rec.) at the GC somata. (C) Gramicidin-perforated 

patch recordings of muscimol-evoked GABA currents in the recorded GC during muscimol 

stimulation of AIS in control (left) and post-SE (right) mice. The holding potentials (Vhold) 

are indicated on the left. (D) Summary of the resting membrane potential (RMP) and 

equilibrium potential of GABA (EGABA) in AIS in control and post-SE mice. *p < 0.0001, 

two-tail paired t-test. (Data generated by co-authors) 
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Fig. B.6. Decrease in postsynaptic GABAA receptors at AAC-GC synapses. (A) 

Summary mean-variance current plots from control (black) and post-SE (blue) obtained 

from uIPSCs at AAC-GC synapses. (B-C) Summary plots represent weighted-mean single-

channel currents (B) and the number of channels open at the peak current (C) obtained 

from curves fitted with equation f(x) = ix –x2/N, where ‘i′ is weighted-mean single-channel 

current, ‘N′ is the number of channels open at the peak. (Data generated by co-authors) 

 



218 

 

 



219 

 

 

Fig. B.7. Post-SE changes in GABA conductance compromises AAC dependent 

shunting inhibition at AIS synapses. (A) Schematic of multicompartmental model GC 

showing location of excitatory synapses in the middle molecular layer compartment of the 

two dendrites and inhibitory synapse location on AIS. (B) Characteristic voltage responses 

of model GC during + 300pA and − 200pA current steps. (C) Model GC firing in response 

activation of excitatory conductance in the MML and in the absence of inhibitory 

conductance at the AIS segment. (D) Summary heatmap with GABA decay set to control 

mean value of 7 ms, shows GC firing (1) in response to increasing AMPA and GABA 

conductances. The range representing estimated GABA conductance in control and post-

SE GCs is boxed in yellow. 1 – Represents action potential (red) and 0 – represents 

shunting inhibition of firing (blue). (E) Representative action potential (left) and EPSP 

(right) illustrate the simulated membrane traces with firing indicated as 1 in heat map and 

lack of action potential denoted by 0 in the heat maps. (F) Summary heatmap with GABA 

decay set to 10 ms, the value observed in AAC to GC synapses in post-SE mice. GC 

response to increasing AMPA and GABA conductances are as in D. (Data generated by 

co-authors) 
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Supplementary Figure B.8. Immunohistological validation of GABAAA α2 receptor 

density at AIS segments in control and post-SE mice. (A-B) representative confocal 

images of sections immunolabeled for ankyrin-G to localize AIS (green) with GABAA α2 

receptor (red) in control (A) and Post-SE (B) and magnified images are shown in the right 

panels respectively. The bottom panels show representative reconstructed AIS segments in 

cyan and the colocalized puncta counts are illustrated in white circular markers. (C-E) 

Summary plot of AIS length (C), number of GABAA α2 subunits (D) and density of 

GABAA α2 subunits (E). (Data generated by candidate) 
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