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Abstract

Analysis of Genomic Rearrangements in Cancer from High Throughput

Sequencing Data.

by

Tracy J. Ballinger

In the last century cancer has become increasingly prevalent and is the sec-

ond largest killer in the United States, estimated to afflict 1 in 4 people during their

life. Despite our long history with cancer and our herculean efforts to thwart the dis-

ease, in many cases we still do not understand the underlying causes or have successful

treatments. In my graduate work, I’ve developed two approaches to the study of cancer

genomics and applied them to the whole genome sequencing data of cancer patients from

The Cancer Genome Atlas (TCGA). In collaboration with Dr. Ewing, I built a pipeline

to detect retrotransposon insertions from paired-end high-throughput sequencing data

and found somatic retrotransposon insertions in a fifth of cancer patients.

My second novel contribution to the study of cancer genomics is the develop-

ment of the CN-AVG pipeline, a method for reconstructing the evolutionary history of

a single tumor by predicing the order of structural mutations such as deletions, dupli-

cations, and inversion. The CN-AVG theory was developed by Drs. Haussler, Zerbino,

and Paten and samples potential evolutionary histories for a tumor using Markov Chain

Monte Carlo sampling. I contributed to the development of this method by testing its

accuracy and limitations on simulated evolutionary histories. I found that the ability

viii



to reconstruct a history decays exponentially with increased breakpoint reuse, but that

we can estimate how accuratly we reconstruct a mutation event using the likelihood

scores of the events. I further designed novel techniques for the application of CN-AVG

to whole genome sequencing data from actual patients and applied these techniques

to search for evolutionary patterns in glioblastoma multiforme using sequencing data

from TCGA. My results show patterns of two-hit deletions, as we would expect, and

amplifications occurring over several mutational events. I also find that the CN-AVG

method frequently makes use of whole chromosome copy number changes following by

localized deletions, a bias that could be mitigated through modifying the cost function

for an evolutionary history.
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Chapter 1

Introduction

Cancer is a complex, often fatal disease, estimated to afflict one in four people

in the United States in their lifetimes. More background about the biology of cancer

can be found in Section 2.1, but suffice to say, it is notoriously difficult to cure for

two reasons. One, most cancers are caused by a unique mutational combination, so

essentially each cancer is a unique disease requiring a unique cure, and two, it is a

moving target even within a single patient. Through studying how cancer develops

and progresses, rather than simply how it exists at the time of diagnosis or operation,

researchers may develop better preventive strategies and, by anticipating the cancer’s

next evolutionary step, they may develop better treatments to block its progression.

In this thesis, I attempt to elucidate the evolution of cancer at the level of individual

patients by predicting the order of structural rearrangements in a tumor genome. As I

will describe in greater detail in Chapter 2, this pipeline is unique in that it can account

for multiclonality within a tumor, focuses on the ordering of structure rearrangement,
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and is able to predict parsimonious evolutionary histories for single patients.

Drs. Haussler, Zerbino, and Paten have developed a mathematical framework,

the Copy Number Ancestral Variation Graph (CN-AVG) to predict the order of struc-

tural rearrangements using copy number changes and breaks or links between distant

loci in the genome indicative of structural rearrangements [173]. In Chapters 3 and 4

I will describe my work of testing the method using simulated data and novel methods

for applying the framework to whole genome sequencing data from TCGA. This new

CN-AVG pipeline has the advantage of being able to order large-scale mutational events

for a single patient and, therefore, is capable of biological discovery even without large

sample sizes. Additionally, it may tell us the chronological order of secondary and later

mutations, illuminating how the cancer continued to develop, perhaps giving insight

into metastasis and drug resistance processes. I anticipate that this type of analysis,

the reconstruction of the evolutionary history of a tumor, will be an important asset

in future cancer genomics studies. It could give us greater insight to cancer biology by

revealing patterns in how cancers develope. All patients will benefit if their initiating

and driving mutations could be determined regardless of how common those mutations

are in other patients.

The CN-AVG method, as novel and powerful as it is, had not been applied to

actual data nor tested to determine how well it could reconstruct evolutionary histories

prior to my work. My aim has been to make this exciting new method accessible

and the results interpretable to other researchers, which I will describe in Chapter 4.

Furthermore, for others to believe that this method works, it needed to be tested, so this
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was another aim of my thesis work. Although, ideally, I would test the method against

actual evolving tumor genomes, this type of experimental data is currently unavailable

with whole genome sequencing. Therefore, I tested the method against evolutionary

histories generated in silico. In testing, it was necessary to create ways for combining

CN-AVG results and compare these to the known history. I describe my methods for

doing so in Chapter 3.

Several large projects are undertaking to sequence the DNA of many patients’

cancers with the goal of finding mutation patterns associated with cancers. The Can-

cer Genome Atlas Project, funded by the National Cancer Institute, has sequenced

thousands of patients across twenty cancer types since 2006 [27]. The International

Cancer Genome Consortium is an international effort studying fifty cancer types [77].

The Wellcome Trust Sanger Institute has its Cancer Genome Project [36], and even

the entertainment industry raised funds for studying cancer genomes with the Stand

Up to Cancer project [19, 99]. Most cancer genetics studies examine only single nu-

cleotide variants (SNVs) or copy number alterations (CNAs) because these are: 1) the

easiest to detect from high throughput sequencing studies, 2) the most frequent, and

3) thought to have the largest cumulative phenotypic effect. In genomic studies, re-

searchers may find genes linked to cancer based on the frequency that a gene is mutated

across patients [158, 88].

A patient may appear to lack common mutations because gene function is being

altered by an undetected type of mutation, such as inversions, fusions or small indels.

For my third aim, I attempt to fill part of this detection gap by developing a pipeline
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to find retrotransposon insertions from paired-end high throughput sequencing data.

As I will discuss in Chapter 5, retrotransposons are particularly interesting because the

biological mechanism behind them is well understood and linked to a specific pathway.

Activity in this normally dormant pathway is evidenced by somatic retrotransposition.

We can generate more accurate and statistically powerful results from population studies

using better and more complete mutation detection algorithms. Furthermore, we can

better understand the biological mechanisms affecting tumors through studying this

unique type of insertional mutagen.

Even with additional mutation-detection algorithms, it is likely that many pa-

tients will still lack mutations in known cancer genes, so researchers need other strategies

for understanding these unique cases. One is to look for significantly mutated pathways,

networks of genes responsible for certain functions such as apoptosis or other cancer

hallmarks [92, 28] since a gene pathway or network may be significantly perturbed in a

population although any individual gene in the pathway is not mutated at a significant

level by itself. This method may explain some cancers lacking mutated oncogenes, but

there will likely still be patients lacking mutated oncopathways. Furthermore, these

methods do not necessarily elucidate what initially caused the cancer. Fortunately, re-

searchers have taken yet another approach to glean insight to an individual cancer by

reconstructing the order that mutations happen from a single tumor sample. Cancer

develops gradually over time [162], and although the transition from a pre-cancerous

cell to a cancerous one is hard to define, early occurring mutations are more likely to

have played a role in initiating cancer than later ones. Further insight to the cause of

4



cancer and therefore how to prevent or treat it may come through knowing the order

that mutations happened in addition to knowing what mutations are present.
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Chapter 2

Cancer history and evolution

The bulk of my thesis work involved building up the CN-AVG pipeline in

order to study the evolution of cancer. In this chapter, I will give a brief history of

cancer in order to illustrate the complexity of the disease and why current efforts are

focused on studying cancer genomes. Section 2.2 reviews past studies of cancer evolu-

tion, Section 2.3 reviews previous theories for reconstructing structural rearrangements

in genomes, including an overview of the CN-AVG method.

2.1 A brief history of cancer

The earliest evidence of a human tumor was found on a skeleton in south-

eastern Africa dating to two million years ago, and ancient Egyption medical writings

from 2500 B.C. contain a detailed description of, “a bulging mass of the breast” for

which there is no treatment” [109]. Throughout human history, theories on the causes

and best treatments for cancer have naturally progressed along with medical technolo-
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gies and biological knowledge, ranging from a belief that the disease is caused by black

bile in the first century (AD 160) [58], to a theory that it is contagious or caused by

lympth stagnation[59], to the current belief that genetic mutations are the underlying

instigators [162]. Many early theories of cancer were not entirely wrong. Although

a contagious human cancer has yet to be found, the tasmanian devil population has

recently been plagued by a contagious tumor transmissible through biting [122], and

some human cancers have pathogenic origins in the form of oncoviruses and even bac-

teria. For example, HPV causes cervical cancer [31], and Helicobacter pylori can cause

stomach cancer through prolonged inflammation [159]. With stomach cancer as a case

in point, tumors can also form as a result of chronic inflammation [61] as Hermann

Boerhaave and Jean Astruc hypothesized in their lymph stagnation theory [59]. Ad-

ditionally, some cancer types are hereditary, while others are linked to environmental

factors such as x-rays or chemical carcinogens [162]. The classification of cancer as a

genetic disease, therefore, does not necessarily discount other theories, but rather ex-

plains them. For example, Temin showed that oncoviruses instigate cancer through

incorporating their DNA into a cell’s genome [153], Knudson hypothesized a genetic

link through the study of inherited retinoblastoma [85], and Ames showed that some

carcinogens increase mutation rates [1]. Genetic instability and mutation are not one of

the hallmarks of cancer, as defined by Hanahan and Weinberg, but they are considered

“enabling characteristics” of cancer, along with tumor-promoting inflation, indicating

that they are a means through which cells acquire malignant properties [61]. Although

tumorigenesis is a complex process driven by diverse mechanisms, it is useful to think
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of cancer as a genetic disease for several reasons: all tumors have some level of muta-

tions [158]; these mutations may be the root cause of the disease; and we currently have

the technology to sequence and study genomes comprehensively.

Frustratingly, although new technologies better our understanding of cancer,

they have brought cures to only a subset of disease types (Figure 2.1). For example, there

is now a vaccine for HPV, the virus that causes cervical cancer [31] and chronic myeloge-

nous leukemia with the fusion gene BCR-ABL is now treatable with Imatinib [132, 39].

Other types of treatment include surgery, chemotherapy, and radiation, often in combi-

nation. Surgery is the oldest remedy and is most successful if the tumor can be safely

extracted and has not spread throughout the body [162, 109]. Radiotherapy began

in the early twentieth century following the discover of X-rays and consists of blast-

ing tumors with focused electromagnetic radiation [162, 109]. Chemotherapy involves

giving patients chemical compounds that block or damage DNA in an effort to selec-

tively kill rapidly growing cells. Unfortunately, healthy cells are killed alongside cancer

cells, causing brutal side effects to the patient, so the essential aim of chemotherapy

becomes to kill the cancer cells before killing the patient, a difficult target [162, 109].

Surgery and radiation can also have harmful side affects and may instigate future disease

through prolonged inflammation as part of the post-surgical healing process, or through

off-target mutagenic affects of X-rays. Today, researchers are pursuing immunotherapy,

the activation of the native immune system against cancer cells [133, 128], and targeted

therapy, which are drugs that inhibit the cancer-specific form of an oncoprotein [162],

as ways to specifically kill only cancer cells. Hopefully, these treatments will be less
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detrimental to patients and more successful overall.

Incurable patients either do not respond to existing treatments, or respond for

a short time and then relapse, with the recurring tumor often growing more aggressively

than the initial one [162]. One theory of cancer recurrence is that the tumor acquires

genetic mutations that confer treatment resistance. In essence, the cancer is changing

in response to its environment until it has the right mutational combination to allow it

to survive [162]. Hence, today cancer can be understood as an evolutionary disease, a

constantly changing disease, difficult to eradicate because of its ability to evolve.

True to its changing form, cancer develops over a long period of time be-

cause a cell must acquire multiple hallmarks such as immortality, activation of prolif-

eration, and resistance to cell death before it becomes cancerous or, in the final stages,

metastatic [61, 60]. Because these hallmarks involve different genes and signaling path-

ways, multiple genes need to be mutated. Cancer is thought to happen stepwise; a

cellular lineage gradually gains random mutations as the cells duplicate and divide.

The multiple mutation theory was first described by Nordling in 1952, in which he and

others estimate that at least 7 mutations are needed, based on the age incidence of

cancer [114]. Decades later, Vogelstein found evidence of mutation accumulation coin-

ciding with cancer progression by sequencing 4 known common mutations in patients

suffering from various stages of colon neoplasias [157]. More recently researchers used

genomic studies to calculate the number of mutations needed to generate cancer, and

their estimate, two to eight, is similar to the estimate of fifty years ago [158]. Mutations

accumulate slowly and steadily in a cell until the cell gains a mutation that confers

9



Figure 2.1: Cancers have differing levels of mortality, as measured by various
survival times, but few cancers have near 100% survival. Breast is for female
only and prostate is for male only. Figure taken from Cancer Research UK,
http://www.cancerresearchuk.org/cancer-info/cancerstats/survival/common-cancers/,
March 2015.
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genetic instability or hypermutation, an increased rate of mutation, at which point the

cell can change more quickly, potentially rapidly advancing toward malignancy. Of note,

childhood cancers and lymphomas have very few mutations [158] and therefore do not

exhibit hypermutation or genomic instability, but these are the few exceptions. Also,

different types of cancer exhibit different types of mutation patterns, from C-T transver-

sions frequent in melanomas [89, 162], to microsattellite instability seen in familial colon

cancers [124].

It takes years for a cell to obtain a combination of mutations that will allow

the cell to grow uncontrollably, and it takes additional time for the cell to spawn enough

progeny to become a detectible mass or exhibit symptoms in a patient. At this point

of detection, the initiating mutations are often lost amongst many secondary others.

The secondary mutations may be passengers, benign and simply carried along with the

tumor, affecting neither its growth nor survival [158, 162]. Conversely, these secondary

mutations, along with the initiating ones, may be drivers, mutations allowing and en-

couraging uncontrolled cellular growth. Driver mutations can occur in oncogenes, genes

which stimulate cell growth, or in tumor suppressors, genes responsible for monitoring

and inhibiting cell growth [162]. Oncogenes such as PIK3CA or EGFR are often am-

plified or exist in an mutated overactive form, whereas tumor suppressors such as RB1

are often deleted or have disabling mutations [162, 104, 158].

Previous methods and studies designed to study the evolution of cancer will

be reviewed in Section 2.2, and a review of methods for reconstructing the evolutionary

history of a genome in terms of genome rearrangements, including the method used in
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this dissertation, appears in Section 2.3.

2.2 Cancer evolution

In the evolutionary process, some mutations are positively selected for because

they confer a survival advantage to a cell or organism, others negatively selected, while

most mutations have no effect on fitness. The same principles apply to cancer evolu-

tion. Peter Nowell first described the theory of cancer evolution in 1976, where, based

on cytogentic, X-inactivation, and immunoglobulin studies, he concluded that cancer

begins in a single cell [115] (Figure 2.2). The cell gradually acquires genetic mutations

allowing it to grow uncontrollably and mutate further, spawning genetically diverse sub-

clones. A select few mutations lead to the increased and uncontrolled growth of the cell,

and these are commonly called driver mutations. In contrast, most mutations are be-

nign and commonly called passenger mutations, because they are merely carried along

in the cancer’s genome. Nearly all adult solid tumor cancer types have an increased

rate of mutation, or hypermutation [158, 162], which is advantageous for the cancer as

it allows more rapid evolution, but disadvantageous to cancer geneticists, because it

generates large numbers of passenger mutations, effectively increasing the noise in the

tumor genome. The main goal in cancer genetic research is to distinguish drivers from

passengers, because abrogating the effects of driving mutations will end the disease,

while targeting passenger mutations is extremely difficult if there are many passengers

and will have no curative effect. The increased noise from genetic instability makes it

12



Figure 2.2: Illustration of the theory of cancer evolution from Nowell [115].

more difficult to sift the wheat, drivers, from the chaff, passengers.

Since all tumor genomic data is acquired after a cancer has been diagnosed,

cancer evolution cannot be studied from its inception, only from the point at which it

has already evolved from a single normal cell to a massive heterogenous population.

Several experimental and analytical techniques attempt to look back in time and see

the cancer genome near its genesis. Most of these focus on single nucleotide variants

(SNVs), ignoring large scale structural rearrangements, and are valuable complementary

methods to the CN-AVG method I employ. Methods for determining the rearrangement

sequence between two genomes do exist, but have only been applied to cancer genomes

in a few cases [3].
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2.2.1 Retrospective studies

Researchers have studied cancer evolution retrospectively by looking at the

allele frequency of single nucleotide variants (SNVs) within a heterogenous tumor. SNV

allele frequencies are estimated by the number of sequencing reads that contain the

variant out of all of the sequencing reads covering the variant locus. Mutations with

high allele frequencies were probably present in the founding cell or occurred early in

the history of the cancer and therefore may be driving mutations. A low allele frequency

indicates that the SNV is found in a subset of cells and is likely to have occurred more

recently in the history of the cancer. This strategy has been used in several studies to

determine the subclonal population structure of tumors [138, 163, 32, 113].

In the last several years, three methods were published for the purpose of

rigorously estimating clonality using variant allele frequencies and copy number (CN)

estimates generated from read coverage [25, 107, 129], and one method using the CN

estimate alone [116]. From these mutation clusters, researchers infer the subclonal

structure of a tumor and parts of the evolutionary history. For example, Carter et

al. [25] used their ABSOLUTE method to estimate ploidy of cancer cells and thus

distinguish whole genome duplication events, or genome doublings, from localized copy

number changes, or somatic copy-number alterations (SCNAs). Through finding similar

SCNA profiles with varying ploidy estimates across multiple samples, they concluded

that genome doublings frequently occur after SCNAs in many cancer types. Durinck,

et al. [41] also timed CN changes relative to each other by looking at the frequency

14



of SNVs within amplified regions. A region of early amplification would acquire more

SNVs than a late amplification, assuming SNVs are equally likely across the genome

and across time. Furthermore, they timed a SNV relative to a CN change in the same

region by looking for loss of heterozygosity (LOH) or amplification of the SNV along

with the CN. A SNV that occured before LOH would acquire high allelic frequency with

the LOH event, whereas one that occurred after LOH would not.

Researchers use SNVs and SCNAs not only to time copy number rearrange-

ments relative to each other, but also to infer the phylogeny of cells in a tumor and, in

turn, the order that these alterations occured [21, 116, 164]. Several studies have used

deep sequencing, or next generation sequencing at high coverage, to generate highly

accurate SNV allelic counts and construct accurate subclonal estimates [138]. It should

be noted that although the clonal structure can be estimated from SNVs or SCNAs as

previously described, the clonal architecture of a tumor does not necessarily determine

its phylogeny. For example, a subclone constituting 20% of a tumor may be a descendent

of an 80% primary clone or it may come from an independent lineage. An accurate phy-

logenetic tree could be determined given linkage information between SNVs, or which

variants are on the same DNA strands, but high throughput sequencing reads are too

short to provide this information.

Single-cell sequencing can provide the linkage information needed to disam-

biguate the phylogeny, and researchers have employed several methods to determine

the DNA sequence of single tumor cells. Campbell et al. [21] performed deep long read

(250bp) sequencing of the IGH locus in chronic lymphocytic leukemia patients, while

15



Tsao et al. [155] performed single-cell sequencing of the colorectal tumor microsatel-

lites. Two other groups [112, 75] applied high-throughput sequencing technology to

single cells of a breast cancer patient and a patient with essential thrombocythemia, a

myeloproliferative disorder. Others obtain single cell sequences through clonal expan-

sion of a single cell in culture or in xenograft, injecting the cell into a host animal to

allow it to expand [38]. The additional linkage information shows diverse evolutionary

histories of tumors, with some cancers gradually acquiring mutations and others rapidly

mutating over short time spans [155]. Furthermore, tumors have diverse and complex

phylogenies, often composed of multiple clonal expansions [112, 75, 163] and complex

family trees [21, 112]. Phylogenetic studies of tumors are important since the cellular

diversity of a tumor may determine its adaptability and be a good predictor of patient

survival.

2.2.2 Multiple time point studies

Researchers also study cancer evolution in real time by sampling a tumor at

multiple time points [139, 37, 32] or locations [168, 38, 22] from a single patient.

Although these studies cannot determine how the cancer began, they may reveal how

the cancer resists treatment or becomes metastatic. Is it acquiring novel mutations that

are driving drug resistance; does the treatment simply fail to eradicate the primary

tumor in the first place; or is the metastatic or recurring tumor formed from a subclone

distinct from the primary clone of the tumor? Studies comparing mutations from a

single patient’s primary and metastic tumors find that both the metastic and recurrent
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tumors contain mutations not found in the primary tumor or found at low frequency

in the primary tumor [139, 38], indicating that metastasis are, indeed, offshoots of the

clonally diverse primary tumor. Studies of patients pre- and post-treatment find that the

recurrent tumor closely resembles the primary tumor, indicating that the treatment did

not eradicate the original source of the tumor. In cases where the recurrent tumor has

acquired new mutations it is inconclusive whether these new mutations are responsible

for the relapse or are merely a side effect of hypermutability or chemotherapy, since

unfortunately, chemotherapies are mutagens themselves [37, 32]. These and other future

studies tracing genomic mutations in a tumor over time will yield valuable insights into

how a primary tumor evolves on a course to metastasis or in response to treatment.

However, this type of study requires more resources per patient and currently, large

cancer genomics projects sample a single timepoint. Methods that can retrospectively

study cancer evolution, such as those described in the previous section and the CN-AVG

method I use in this study, will remain valuable tools.

2.3 Evolutionary reconstruction with structural variants

Recent studies have focused on ordering structural variation in cancer, by, as

previously described, ordering SCNAs relative to each other and to SNVs [41, 125]. Still

others have developed algorithms to link rearrangements in cancer evolution, which I will

describe in Section 2.3.1. Additionally, bioinformaticians have developed mathematical

theories to solve the problem of transforming one genome into another via structural
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rearangements in the interest of modeling genome evolution. I will explain how the CN-

AVG method works and briefly review some of the theory behind it in Section 2.3.3.

2.3.1 Reconstructing structural rearrangements in cancer

In addition to the methods described in Section 2.2.1, several recent cancer

genomics studies have provided understanding of cancer evolution by examining com-

plex genomic structures common to cancer such as double minutes, which are regions of

massive amplification of short discontinuous segments of DNA [54, 130, 145, 12, 127],

and neochromosomes, which are large chromosome-like structures also known as su-

pernumerary chromsosomes [95]. Sometimes these studies use special sequencing tech-

niques [54, 12] or FISH experiments to verify or supplement their reconstruction of the

cancer genome [57, 130, 145]. They also use high-throughput sequencing data, identi-

fying breakpoints through changes in read coverage, which indicate a change in copy

number, and through discordant read pairs. I will refer to the connections between

distant regions of the reference genome as evidenced through discordant read pairs as

adjacencies, and will describe these studies in more detail in the following paragraphs.

Chromothripsis was first defined by Stephens et al. as an event in which

“tens to hundreds of genomic rearrangements occur in a one-off cellular crisis” [145]

. In other words, it is a shattering of a chromosomal region following by randomly

piecing the shattered segments back together with the loss of some genomic content

and reordering of the surviving pieces. The hallmarks of chromothripsis are a high

density of adjacencies in a genomic region, a copy number state that alternates between
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only two or three values, and a corresponding alternating state between heterozygous

and homozygous regions. These characteristics are unlikely to occur through series

of single double-strand break and amplification events and are better explained as a

single catastrophic event that shatters a genomic region. Chromothripsis was originally

recognized in chronic lympocytic leukaemia, but since then it has been detected in many

other cancer types [50, 127, 12]. The discovery of chromothripsis does not tell the full

story of how cancer evolves, but it does show that cancer cells may evolve in small leaps,

punctuated evolution, rather than gradual steps, and illustrates the immense value in

characterizing structural rearrangements indepth.

Another algorithm, ChainFinder, links breakpoints in a tumor genome based

on the adjacency probability of the breakpoints [3]. The adjacency probability is the

probability of two breakpoints being in close proximity, given the genome wide break-

point densities determined from the cohort and the number of breaks for the genome

under study. After linking breakpoints together, Baca, et al. search for chains of con-

nected breakpoints and use the resulting long chains as evidence for chromoplexy events,

or complex rearrangements involving simultaneous and interdependent deletions, inver-

sions, or other rearrangements. Chromoplexy typically includes fewer rearrangements

between more dispersed regions of the genome and more separate chromosomes than

chromothripsis, which inhibits more breakpoints in a focal region involving only one

or two chromosomes. Along with chromothripsis, it supports the idea that complex

structural rearrangements seen in cancers happen not gradually, but in spurts, or as

“puctuated evolution”.
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Garsed et al. isolate and sequence neochromosomes from liposarcoma cell

lines in order to uncover the evolutionary processes behind their formation [54]. They

test whether the copy number and adjacency patterns match a history of breakage

fusion bridge cycles or chromothripsis events by comparing the observed profiles to those

generated from simulations of various evolutionary scenarios. Breakage fusion bridge

(BFB) cycles are thought to play a role in cancer as they can lead to highly amplified

genomic regions [12, 55, 96], and they begin with the fusion of two chromosome ends due

to eroded telomeres. The fused chromosomes are repeatedly broken and refused together

every round of mitosis until they somehow aquire new telomeres [101], and the end result

is a series of inverted segmental duplications and a step-like copy number profile. Garsed,

et. al determine that the most likely evolutionary path of a neochromosome is the initial

formation of a ring chromosome through a chromothripsis event, then amplification of

the circlular chromosome, a combination of BFB and chromothripsis events, and finally

telomere capture and linearlization of the circular chromosome.

The studies just described uncover some of the underlying processes taking

part in cancer evolution, but they do not attempt to predict the exact sequence of

structural rearrangements, both large and small. Greenman et al. do make such an

attempt through the construction of allelic graphs and somatic graphs [57]. They use

SNVs, copy number, and adjacencies to represent phased mutated genomes which can be

converted to these specialized graphs, the components of which represent a single type

of structural mutation. To order these events, they search for a parsimonious series

of structural rearrangements that generate the known phenotype. While a powerful
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method, it relies on the assumption of single breakpoint use and uses a limited set of

rearrangements which, understandably, does not include chromothripsis.

None of the methods I’ve just described offer a robust and scalable solution to

the reconstruction of both the evolutionary history of a tumor and novel genomic struc-

tures such as double minutes or neochromosomes. Some studies rely on a predetermined

genome rearrangement [54, 57] from which they make evolutionary claims, while other

methods focus on determining the possible novel genome structures from sequencing

data, a challenge in and of itself due to noisy sequencing data, ambiguities that arise

from the polyploid nature of cancer genomes, and the multiclonality of tumors [3, 130].

For example, Geenman et al. determine a series of specific structural rearrangement

operations that can best explain a given copy number and SNP profile, but they apply

this method only to small rearrangement clusters for which they can reliably build the

allelic graphs and, as previously stated, do not model chromothripsis, an important

process in cancer evolution.

The methods have various levels of scalability as well. For example, the se-

quence of a double minute, a small circular DNA structure typically containing onco-

genes and present in many copies in a tumor cell [6, 134, 81], was painstakingly done

by hand for some studies [127, 130], and the reconstruction of neochromosomes re-

quired isolating the neochromosome before sequencing to prevent other chromosomes

from clouding the sequencing data.

The ChainFinder algorithm has been applied to larger cohorts, and in fact,

relies on multiple samples for the statistical power to link breakpoints together into

21



chains, but this yields little insight into how the chromoplexy events occur since they

are not explainable by BFB cycles or chromothripsis events. Despite the diversity of

these methods, they all point to complex structural rearrangement events as playing key

roles in cancer evolution, and they often predict these events to happen simultaneously

or in close succession.

The CN-AVG method is more general than previous methods because it allows

for multiclonality within the DNA sequencing sample and is not limited to a predeter-

mined set of rearrangements. It allows any type of complex rearrangement to play a part

in the evolutionary history, from simple segmental duplications, inversions, or deletions,

to the simulataneous deletion, amplification, and rearrangement as a single rearrange-

ment event, as in chromothripsis. Furthermore, I will demonstrate the application of

this method to widely available WGS data and offer an automated interpretation of its

results so that the method can easily be applied at an industrial scale.

2.3.2 Graph-based methods to reconstruct structural rearrangements

Determining the evolutionary path from one genome to another via structural

rearrangements has been a long standing problem in computational biology and has a

rich theoretical background. The problem can be thought of as a puzzle. One starts

with a sequence of lettered blocks on a string, representing genes in a genome, and

the object is to get the blocks in the same order and orientation as a second string,

or genome, with as few cuts to the string as possible. The problem is easier or more

difficult depending on whether the blocks are unique and whether adding blocks, gene
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duplication, is allowed.

The evolutionary distance between two genomes is often estimated by looking

at the number of single nucleotide differences between them, as determined by aligning

the sequences of two or more genomes. In 1992 Sankoff devised an evolutionary distance

measure between two genomes based on rearrangements rather than small genetic vari-

ants gathered from sequence alignments [131]. He used different formulas to measure

distance based on gene content (deletions and insertions) or gene order (inversions and

transpositions) and computed the final distance as the sum of these two unrelated val-

ues. Several years later, Hannenhalli and Pevzner developed the first algorithm to find

a series of inversions that could explain the differences between simple genomes in poly-

nomial time and applied it to the mitochondrial sequence of cabbages and turnips [67].

They expanded their theory to include genomes with multiple chromosomes and fusions,

fissions, and translocations in addition to inversion operations [66]. Yancopoulos, et.al

introduced a double-cut-and-join (DCJ) operation, which can also represent inversions,

translocations, fissions, and fusions, and found an algorithm that can determine the

transformative sequence between genomes more efficiently than previous works [169].

The DCJ concept becomes important in future studies, as it offers an alternative model

for measuring evolutionary distances with rearrangements. It unifies rearrangements af-

fecting gene content with those affecting synteny and represents a unit of measurement

for the distance between two genomes in evolutionary time, also called the edit dis-

tance. Just as maximum parsimony evolutionary trees are built to minimize the overall

number of SNVs between genomes, the evolutionary history of a genome via structural
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rearrangements is built to minimize the number of DCJ operations between it and its

ancestor. Furthermore, unlike SNVs, which are completely independent events until

they are placed on a phylogenetic tree, DCJ operations may have an inherent ordering

regardless of a phylogenetic tree. For example, although a single base may change and

then has a 1 in 3 chance of reverting back to the original nucleotide, a gene cannot be

reappear as a duplication after the original has been deleted. The minimal, or most

parsimonious, set of DCJ operations tells us both the evolutionary distance between

two genomes as well as the evolutionary path.

Having made inroads to the problem of transforming genomes of equal con-

tent, the next hurdle would be to find the evolutionary path between genomes of unequal

content. Hence, later studies incorporate duplications into their algorithms, one stipu-

lating that only the descendent is allowed duplicated gene content while the ancestor

must not [4], another handling duplications by discounting whichever copy made the evo-

lutionary history less parsimonious [170], and a third allowing insertions and deletions

but not duplicate regions [16]. Shao and Lin are the first to allow true duplications and

also show that, with this allowance, computing the edit distance between two genomes

is NP hard.1 Although an exact solution cannot be computed, they are able to compute

a range for the edit distance [140].

I have given this brief history of the problem of reconstructing evolutionary

1Problems in computer science are classified based on their “time comlexity”, or the function of time
it takes to compute a solution given inputs of varying lengths. In bioinformatics the input is often the
length of a DNA sequence, and in the case of evolutionary rearrangement history, it is the number of
conserved DNA segments. NP stands for “nondeterministic polynomial time” and essentially means
that the solution to a problem cannot be found in finite time. Problems for which the solution can
be determined in real time belong in complexity class P, which stands for polynomial time, or more
specifically, deterministic polynomial time.
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histories in order to illustrate that it is a very difficult problem. In fact, computing the

rearrangement cost between two genomes cannot be done in a realistic amount of time,

let alone determining the exact sequence of rearrangement events. (Unless, of course,

the edit distance is very small and the answer very simple.) The CN-AVG method

models duplications, deletions, and other complex rearrangements, putting bounds on

the minimum rearrangement cost, as Shao and Lin have done [140]. Additionally, the

CN-AVG method generates sets of DCJ operations capable of transforming an ancestor

genome to the evolved form and is able to model a multiclonal population, essentially

assigning each DCJ operation to a subclone. Reconstructing cancer evolution through

DCJ operations can be attempted now that amplifications, one of the most significant

phenomena in cancer evolution, and multiclonality, present in all tumor DNA samples

to some extent, are included in the framework.

2.3.3 The Copy Number Ancestral Variation Graph (CN-AVG) the-

ory

The Copy Number Ancestral Variation Graph (CN-AVG), as previously stated,

was developed by Drs. Zerbino, Paten, and Haussler, building on work described in the

previous section and on the concept of a bilayered directed history graph, also developed

by them [121] and which I explain on the following page. In this section, I will give an

detailed overview of the CN-AVG theory, but I refer the reader to Dr. Zerbino’s paper

for the proofs and further details [173].

The Copy Number Ancestral Variation Graph (CN-AVG) represents a genome
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as a sequence graph, a graph where nodes represent breakpoint locations, and edges

represent either genomic sequence, called segments, or the bonds connecting those seg-

ments, called adjacencies. The relationship between bilayered history graphs and se-

quence graphs is illustrated in Figure 2.3. Each edge has a copy number weighting, a

value associated with it representing the number of times that sequence or bond is seen

in the genome. As an example, a tandem duplication would be represented as a single

segment edge with a weight of two and an adjacency would exist connecting the end of

that segment to its beginning, with a weight of one or more than one if the segment is

highly amplified. There are restrictions on the weights of the sequence graph. Namely,

the total weight of segment edges at every node must equal the total weight of adja-

cency edges, which Zerbino calls the balance condition. This condition ensures that the

model is biologically accurate because a single DNA molecule cannot split and connect

to two different DNA molecules at one end, nor can there be free DNA ends. With DCJ

operations, for every break in a genome, there must be a splicing back together. Zerbino

defines flows as the set of values for the sequence graph that maintain this balance.

A history graph also represents genomes as graphs with conserved sequence

blocks as directed nodes and the bonds between them as adjacencies, almost identical

to the sequence graph described above. A third type of edge, a branch, connects a

sequence block to its orthologous block in a second genome, which forms the second layer

of the bilayered directed history graph. The history graph may have many layers which,

in sequence, represent an evolutionary path from the utmost ancestor, the reference

genome in this case, to the last descendent, the tumor genome. To reconstruct the
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Figure 2.3: On the left is a layered directed history graph, with directed arrows repre-
senting conserved and continuous blocks of genomic sequence. Each layer is a genomic
sequence at a point in evolutionary time. On the right is the corresponding sequence
graph, with the arrows in the sequence graph now represented as directed edges. The
numbers in parenthesis represent the copy number weights for the bottom sequence in
the history graph. (Figure made by Dr. Zerbino.)
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evolutionary history of a tumor, we must go from a sequence graph that we’ve generated

from high-throughput sequencing data, to a bilayered history graph, which will tell us

the evolutionary history of the tumor.

To begin, the reference genome is represented by the flow, or set of edge

weights, in the sequence graph where every segment in the sequence graph has a weight

of one and adjacencies connect them in the proper order. Likewise, the tumor genome

can be represented by its own flow, which may traverse some edges multiple times and

others not at all. We don’t know the exact flow of the tumor genome since we don’t

know the exact sequence of the tumor genome, but we can estimate its flow using copy

number and adjacency information gathered from the sequencing data. Other flows

may represent genomes that are intermediate states between the reference and the tu-

mor genome, layers in the bilayered history graph we are trying to construct, or they

may represent genomic configurations that never happened in the history of our tumor.

We want to find a sequence of flows that best represents the transitionary states and,

because the sequence graph is a balanced bi-edge-colored graph, this turns out to be

fairly easy to do using a greedy algorithm. Furthermore, Zerbino shows that the edit

distance, or rearrangement cost of a flow sequence, is the sum of the cost between each

of the flows in the sequence and that the cost between any two flows, fi and fi+1,

falls within the limits given by the lower complexity, Clfi,fi+1
and the upper complexity,

Cufi,fi+1
.

A single flow sequence represents a believable evolutionary history, but there

may be other flow sequences, alternative evolutionary histories, that are better, more
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parsimonious. We’ve already seen that finding the most parsimonious evolutionary his-

tory is an NP-hard problem, so we know that it is not feasible to generate all possible

flow sequences. We wish to have a methodological approach for finding a more parsimo-

nious solution, one that allows incremental changes to a flow sequence so that, combined

with an efficient sampling algorithm such as Markov Chain Monte Carlo [105], better

histories can be found over time. The CN-AVG method is able to do this through the

use of flow changes and primary flows.

As a reminder, a flow simply represents a transitionary state in our evolution-

ary history; it is a snapshot of our tumor genome at some point in time. The difference

between two flows, or flow change, takes a slightly different form than the sequence

graphs I have already described. A flow change does not necessarily represent a genome

because it may not contain any segments. For example, an inversion in a history graph

presents as two flows with identical segments and different adjacencies. The flow change

contains only the edges that are different between two flows (or have different weights),

so the flow change in this case will have only adjacencies. These adjacencies must form

a cycle that alternates between created and deleted edges since every break must be

rejoined and the only thing for the broken ends to reconnect to is each other. A flow

change representing an amplification would also be cyclic, with a newly created segment

connected to an adjacency, and a deletion would be the same except the cycle would

have a negative weight since the edges are being deleted. These concepts are illustrated

in Figure 2.4.

In the CN-AVG, primary flows were constructed to be the building blocks of
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Figure 2.4: An simple evolutionary history in 3 different representations. An intuitive
block representation is on the left, the sequence graph in the middle, and flow transitions
on the right. CN-AVG works by finding sets of primary flow transitions. (Figure made
by Dr. Zerbino.)
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the evolutionary histories. Each primary flow represents a single rearrangement events

such as a duplication, deletion, inversion, fusion, or a complex mutational event that is

a combination of those. The manipulation of primary flows is what allows incremental

changes in the CN-AVG history, making it amenable to iterative sampling techniques,

as previously mentioned. The following paragraphs gives a more indepth description of

primary flows and how they are constructed from the CN-AVG.

Since primary flows are the building blocks of the reconstructed evolutionary

history, a primary flow is defined as a flow on the CN-AVG that cannot be decomposed

as the sum of two flows without increasing the L1 norm, defined as the absolute sum of

the flows over every edge: ‖f‖1 =
∑

e∈E |f(e)|. The L1 norm is essentially a measure of

how much DNA changed over the course of the evolutionary history, and this is what

we want to minimize.

CN-AVG uses a method for finding primary flows that allows edge reuse, since

the most parsimonious histories often have edge reuse. To help us explore the space of

all possible flows we describe flows using cycles on the graph. First, because it is easy to

find alternating cycles in a balanced bi-edge-colored graph [123], we want to transform

the sequence graph such that flow changes are alternating on a balanced bi-edge-colored

graph. I previously stated that for inversions flow changes alternate between created

and deleted adjacencies, so they are alternating cycles if the graph is bi-edge colored

in regards to created and deleted adjacencies. However, flow changes representing copy

changes do not alternate between created and deleted edges unless we change the graph

in some way. Fortunately, there is a simple solution, what Zerbino calls a conjugate
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transformation, in which we invert the sign of adjacencies in the graph. Now both

copy-neutral flow changes and copy-number alterations alternate between positive and

negative values, and we can easily transform a graph back to its original state by flipping

the signs of adjacency edges back. This is illustrated in Figure 2.5. It should be noted

that changing the sign of adjacency edges is arbitrary, and we could just as easily decided

to invert the segment edges. Now we have a graph that is balanced and bi-edge-colored

such that we can find alternating cycles that represent flow changes. This set of flow

changes will be more encompassing than the set generated through finding valid flow

sequences. It will allow breakpoint and edge reuse, but it may also allow deletion and

recreation of a genomic segment, an unrealistic scenario biologically. In order to correct

for this, a penalty cost of two is added to the rearrangement cost of a CN-AVG history

if the copy number of a segment falls below zero at any point in the history. The cost of

two accounts for a model in which the ghost segment exists as a free-floating sequence

that arose from a simultaneous duplication and fission event.

Given this set of alternating flow changes, Zerbino proves that primary flows

can be generated from any nested and synchronized cycle, using the conjugate of the

alternating weighting of that cycle. I refer the reader to Dr. Zerbino’s paper for a

detailed description and proof of these types of cycles [173]. Suffice it to say, both

non-nested or non-synchronized cycles can be split into synchronized and nested cycles,

so these special, minimal cycles are a representation of primary flows, and they can

be merged and resplit to produce different evolutionary histories. In this way, the

solution space for an evolutionary history can be explored systematically using Markov
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Figure 2.5: This illustrates the concepts of the conjugate transformation. a) an even
length cycle traversal. b) The alternating weighting, alternating between created (posi-
tive) and deleted (negative) edges. This representation allows us to find primary flows,
the building blocks of the history we are constructing. c) The conjugate of the alter-
nating weightings, which satisfy the condition that the total weight of segment edges
(thick lines) equals the total weight of adjacency edges (thin lines) at each node, and
therefore represents a valid genome configuration. (Figure made by Dr. Zerbino.)

Chain Monte Carlo (MCMC) [105] sampling. MCMC sampling works by starting with

a random solution, randomly changing part of the solution, and then keeping the new

solution with some probability. We use an exponential probability function with an

acceptance ratio: αi = ek(C̄i−C̄i−1) where C̄i is the average of the upper and lower

complexity costs, each of which is the sum of the upper and lower complexities costs

for each flow change in the history (Cl =
∑n

j=1Cl,j). This function is arbitrary, and we

assign k a value of 1, but decrease k if the sampling appears to be stuck and is rejecting

all other solutions. We allow this flexibility to prevent the sampling from being stuck

in a local minimum.

After many iterations, the solution can be approximated as the average of all

the randomly generated values, and I will describe how I combine many evolutionary
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histories into a consensus evolutionary history in Chapter 4.

To summarize, the CN-AVG theory builds relationships between sequence

graphs, history graphs, flows, flow changes, and primary flows in order to demonstrate

that evolutionary histories can be constructed through generating sets of primary flows

from a sequence graph. In essence, it allows us to go from a sequence graph, which we

can construct using high throughput whole genome sequencing data for a tumor, to a bi-

layered history graph, which represents an evolutionary history from the normal genome

to the tumor. Through the manipulation of primary flows, the CN-AVG pipeline itera-

tively approaches the most parsimonious evolutionary histories using MCMC sampling.
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Chapter 3

Testing the CN-AVG method with

simulations

Before applying the CN-AVG method to real patient data, I needed to deter-

mine whether the method worked and to explore its limitations. As described in the

previous chapter on CN-AVG theory, the CN-AVG method generates increasingly more

parsimonious evolutionary histories through MCMC sampling. In practice, the CN-AVG

pipeline takes genomic copy number profiles and novel adjacencies as input and generates

multiple evolutionary histories as it goes through MCMC sampling. In order to test the

CN-AVG method, I needed a way to test how well the evolutionary histories predicted

by the CN-AVG pipeline recapitulated a known “truth”, so I first generated random

evolutionary histories in silico to serve as my known or “true” histories. These histories

involved only simple two- or four-edge cycles representing single duplications, deletions,

and inversions of various sizes and copy number changes, and they were applied to single
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chromosome genomes composed of different lengths and unkown sequence. Although

rich models of genome evolution exist (http://www.drive5.com/evolver/), this simple

evolution model served the purpose of benchmarking the CN-AVG method, which is

ignorant of sequence composition or gene content. To produce CN-AVG predicted his-

tories, I ran the CN-AVG pipeline on the copy number profiles and adjacencies resulting

from the final configuration of the random evolutionary histories. As previously stated,

the CN-AVG pipeline generates multiple potential histories given a genome’s evolved

copy number profile and adjacencies, so I needed to develop methods for comparing the

true evolutionary histories to the set predicted by the CN-AVG method. Last, I used

these methods to calculate accuracy statistics.

3.1 Methods

In the following, I will refer to primary flows as events since each primary

flow represents a single structural rearrangement event. The event may be a simple

inversion, tandem duplication, or deletion, requiring only one DCJ (double-cut-and-

join), or it may be a more complex rearrangement requiring multiple DCJs. Also,

to review, events have values associated with them that represent the copy number

change for that event and the prevalence. In a CN-AVG history, prevalence refers to

the estimated fraction of tumor cells that have a certain event and is used to infer the

order or timing of events within an evolutionary history. This is exactly what is done in

evolutionary studies using SNVs; the variant allele frequency represents the prevalence
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of that SNV in the population of tumor cells, and is used to estimate the relative

timing that SNVs occurred. An evolutionary tree must have the prevalence of any node

(representing a mutational event, a structural rearrangement or SNV) be greater than

the total prevalence of all of the immediate children of that node. Therefore, events that

have a high prevalence are assumed to have occurred before events with low prevalence.

For example, if event A has a prevalence of 0.8, and event B has a prevalence 0.2, we

assume that the 20% of cells containing event B are a subset of the 80% of cells with

event A, and therefore, that event A occurred before event B. Although we could just

as easily claim that the 20% event B cells are a separate, unrelated subclone to the

80% event A cells, we make the simplifying assumption that they are subsets because

this assumption is consistent with any prevalence values of event A and event B. For

example, if event B now has 30% prevalence, it cannot be a distinct subclone, but must

be a subset of the 80% clone.

Just as in cancer evolution studies using SNVs, accurate phylogenetic trees

cannot be constructed without linkage information. In SNVs, this information comes

from single-cell sequencing, and for our study, two events can be linked through parsi-

mony. For example, a deletion overlapping an amplified region can be assumed to have

happened after the amplification if more than two copies are deleted since a completely

deleted region cannot be subsequently amplified. This type of linkage will only tell us

whether event B depends on event A (in this case, the deletion of multiple copies, B,

depends on the prior amplification, A), which would indicate that the event B subclone

would be a descendent of the event A subclone. If event B is completely independent of

37



event A, for example, if the deletion does not overlap the amplified region, we still have

no way to tell if the event B subclone is distinct or part of the event A clone. In this

case, we use a simplified linear evolutionary model in which the ordering of mutation

events is directly related to prevalence, and assign B to be a descendent of A if the

prevalence of B is less than A. Alternatively, we could generate all possible consistent

phylogenetic trees to represent event relations, but this would add further complexity

and computational toil to the CN-AVG sampling method.

As previously described, the CN-AVG histories are sets of primary flows, cycles

in a graph representing structural rearrangement events. Each primary flow consists of

a set of edges and nodes which contain information about the genomic location of the

rearrangment, a prevalence value representing the fraction of tumor cells that have that

rearrangement, and an integer representing the change in copy number associated with

that rearrangement. CN-AVG histories can be represented less precisely as the sets

of edges constituting the set of primary flows or as cycles or edge sets with only copy

number change, ignoring prevalence values, or only a direction (positive or negative)

of copy number change, ignoring prevalence values and copy number amplitude. For

example, two primary flows may have identical breakpoints, segments, and adjacencies,

but different copy number values associated with them; one history may have a three-

fold copy change and another five-fold. In the evolution of cancer, I may want to consider

these events equivalent because they may both represent an amplification/deletion of a

genomic region or the creation of a breakpoint or fusion point in the genome. Hence,

reduced representations of the CN-AVG histories allows more meaningful comparisons
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between them.

This type of simplification will be useful for comparing histories across dif-

ferent patients in which a gene may be frequently amplified to varying degrees (see

Chapter 4), but it degrades the resolution of the evolutionary history within a single

patient. Within a single patient, multiple amplifications of the same genomic region

at different times during the evolution of the tumor should be distinguishable from a

single amplification event, so they should not be combined or considered equivalent to

each other. Restrictions can be put on event equivalence through enforcing matching

copy number or prevalence values. Prevalence and copy number are related, so in most

cases, restricting the value of one restricts that of the other. For example, an overall

copy number of 3 in the sequencing data may present as a copy number of 3 in 100% of

the cells or a copy number of 6 in 50% of the cells and so on for the CN-AVG histories.

Since it is easier to test integer copy number values for equivalency than to attempt

to define equivalence over a range of floating point prevalence values, for the following

analysis, I consider two events or edges to be identical if they have the same structure

and the same copy number value.

Having determined various metrics that I can use for comparing CN-AVG evo-

lutionary histories, I used these to compare known true evolutionary histories, generated

in silico, to the evolutionary histories predicted by CN-AVG. The purpose of this por-

tion of my thesis is both to measure the accuracy of the CN-AVG method and to find

an optimal sampling strategy.
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3.2 Results

I generated 90 simulated evolutionary histories using CN-AVG code. As previ-

ously described, each simulation begins with a single chromosomal genome broken into

100, 150, or 200 blocks and subsequently rearranges the segmental blocks via a series of

structural rearrangement events. Only inversions, deletions, or tandem amplifications

are applied, with the number of events varying from 5 to 125, and the prevalence of each

event given a value of 0.8, 0.7, or 0.6. This simulates a cellular population consisting

of 3 subclones at 80, 70, and 60%. Each of these 90 evolutionary histories results in

a new copy number profile and associated novel adjacencies, which are subsequenctly

input to the CN-AVG pipeline. As previously described, the CN-AVG method uses

MCMC sampling to generate sets of potentialy evolutionary histories. I combine all

9,000 evolutionary histories from 1,000 iterations across 9 independent sampling runs

into a set of events. The likelihood score of each event is the frequency of that event

across all 9,000 histories.

I examined the likelihood score of all events from the combined 90 simulations

to see if the likelihood score could be used to distinguish true events, those that matched

the true history, from false events, those that did not. Since the true histories are limited

to certain simple types of events, events in the predicted histories that were equivalent

to linear combinations of true events were also counted as true. I found that most events

are false, but that events with high likelihood are more likely to be true, with 789/1185

(66.6%) events with a greater than 0.5 likelihood representing true events (Figure 3.1a).
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In some cases, the CN-AVG found an evolutionary history that was more parsimonious

than the true history, in which case we would not expect the true history and its events

to have high likelihood scores. I did the same analysis excluding those simulations

for which the predicted evolutionary cost was less than the true evolutionary cost and

found that the accuracy of predicted events with likelihood greater than 0.5 improves

only slightly to 69.6% (284/408).

I expected the incorrect or FP events to be more complex events not modeled

by our simple simulated history evolutions. In order to verify this, I calculated the

average cost of each event across all histories and plotting the distribution of event

costs for each type of error classification (Figure 3.1c). Indeed, the events that did not

match the simulated histories but had high likelihood (FP) had higher average costs

than the TP events. The FN events, true events that we either detected with low

likelihood or were unable to reconstruct, had a high cost, indicating that they were

probably large events that overlapped many other previous or subsequent events. The

cost of an event within a single history changes depending on the context of the rest of

the history, so the structure of an event may be the same, but its individual cost will

change depending on the rest of the history.

Not only does the cost of an individual event within a history depend on the

set of other events constituting the history, but it depends on their ordering. The

prevalence value plays a large role in the ordering of events, but I sought to test how

well the ordering could be predicted based only on parsimony, so for this experiment, I

simulated monoclonal evolutionary histories. For these, the prevalence of every event is 1
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Figure 3.1: a) The likelihood score of each predicted event is a good predictor of whether
the event exists in the true history. Although most predicted events do not match the
true history, using a cutoff of 0.5, we achieve 67% accuracy. b) The probability of an
event being true increases with the likelihood score of the event. c)The incorrect or FP
events that we predict are higher cost events, indicating that they may be more complex
events than are modeled in our simulations.
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and therefore cannot inform the ordering of events. I generated 90 evolutionary histories,

ran CN-AVG sampling on them with 10 independent runs of 1,000 iterations, and used

the events from the lowest cost history as the ideal history for further analysis. The ideal

set of events was randomly reordered, or shuffled, 1,000 times and the complexity cost

recomputed for each reordering. To reiterate, in this second step, the set of events in

the reconstructed history does not change, only the order of the events. In order to test

how well the predicted histories reconstructed not only the set of events in the known

history, but also their ordering, I looked at whether each pair of events was correctly

ordered relative to the known evolutionary history. I used pairwise event orders rather

than a rank analysis of the overall order of events because it is a more precise way

of detecting codependency between events. For example, two events in a history may

be constrained in their ordering, while all other events in the history are completely

independent of eachother. In a rank analysis, it would be difficult to detect this ordered

relationship amidst all other randomly ordered events.

Each pair of events can be classified in 3 ways. A pair is correct if both events

are in the true simulated history and they are in the same order in the predicted history

as they are in the true history. It is incorrect if both events are in the true history, but

in a different order in the predicted history. It is unknown if either event is not in the

true history. For events that we are able to reconstruct correctly, the ordering between

them has no effect on the overall complexity score of the history (Figure 3.2). This

result falls in line with the fact that we are able to predict well only the very simple,

non-overlapping events, which are independent of all others.
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In CN-AVG sampling, events are assigned a random order to start, and through-

out subsequent iterations only the events which are changed (either merged or split) are

reordered, but the entire order of events is never completely reordered or shuffled. Hav-

ing confirmed that the ordering of events does affect the cost of the overall history, I

wanted to see whether CN-AVG was finding the optimal history through selective re-

ordering or if more shuffling should be incorporated into the sampling. I compared the

minimum history cost from the purely shuffled histories to the minimum history cost of

the regular CN-AVG sampling and found that in 7 out of 90 simulations, shuffling was

able to find a lower cost history. However, the complexity cost improved by only 1 DCJ

with shuffling versus without shuffling, indicating that regular CN-AVG sampling finds

optimal or near optimal orderings through limited reordering (Figure 3.3).

As previously stated, equivalent events have equivalent copy number values,

but the prevalence values, although related to copy number, may vary. Therefore, for

each event I assign as the final or consensus prevalence the average prevalence of the

event across all histories. CN-AVG accurately predicts the prevalence values for events

and recapitulates the subclonal structure of the simulated tumor genome with peaks

at 80, 70, and 60%, shown in figure 3.4. The additional peaks at 10 and 20% can be

explained as the changes between the individual subclones. For example, an amplifica-

tion that occurred in the 80% subclone could also be predicted to have happened in the

60% subclone and then again in a 20% clone. This is supported by the fact that events

that did happen at 80% in the true history are more likely to be split into a 10% or

20% subclone. Figure 3.4 includes all true events, regardless of the likelihood, and in
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Figure 3.2: For each pair of events, A and B, the average complexity cost was calculated
for histories in which A came before B and for histories in which B came before A. Also,
each pair in which both events matched the true history was classified as matches true
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45



0
50

10
0

20
0 true cost

predicted cost

Cost ranges via shuffling the order of events

hi
st

or
y 

co
m

pl
ex

ity
 c

os
ts

0 20 40 60 80

0
50

10
0

15
0

20
0

true cost
predicted cost

hi
st

or
y 

co
m

pl
ex

ity
 c

os
ts

Cost ranges via CN-AVG sampling

simulation

Figure 3.3: Here are 90 simulated evolutionary histories ordered by increasing break-
point reuse. The lower panel shows the complexity costs for histories generated through
normal CN-AVG sampling in which primary flows are merged or split and then assigned
a new random order within the new CN-AVG history. The maximum cost for simulation
85 is 491. The upper panel shows the complexity costs for histories in which only the
order of events has been changed. In only 7 out of the 90 cases does reordering the entire
history find a lower cost than normal CN-AVG sampling, in which only restructured
(split or merged primary flows) are reordered.
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Figure 3.4: CN-AVG is able to recapitulate the subclonal structure of the tumor but cre-
ates smaller subclones at 10% and 20%, most likely representing the difference between
the larger clones at 60,70, and 80%.

this case, we predict the correct prevalence value only 17% of the time. However, for

events with likelihood of greater than 0.5, we predict the correct prevalence with 79.9%

accuracy.

I generated statistics for each of the 90 simulations to see how the accuracy

changed with different concentrations of events. Simple histories in which there are only

a few structural rearrangements will be easier to reconstruct than those containing many

rearrangements. The more events there are, the more likely it is that any two of them

will overlap and result in alternative histories. In many cases, as previously mentioned,

the true history is not the most parsimonious and may be impossible to reconstruct;

for example, any rearrangement taking place in a genomic region that is subsequently

deleted will be impossible to find. For simple histories with few events, we achieve

100% accuracy, but as the breakpoint reuse increases the accuracy drops exponentially
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(Figure 3.5). I use the connectivity of the true history, defined as the number of edges

in the graph divided by the number of nodes, to measure the breakpoint resuse. For

histories with a connectivity above two, the average accuracy is 17.8%, which makes

sense since at this connectivity on average there are two edges connected to each node,

creating ambiguity in the reconstruction of every primary cycle representing a structural

rearrangement event. Within the 1 to 2 connectivity range, we achieve an average

accuracy of 62%. I measure accuracy by the F1 score, where F1 = 2 ∗ precision∗recall
precision+recall ,

which is the harmonic mean of specificity and sensitivity.

I next divided events into three categories: amplifications, deletions, and copy

neutral rearrangements, in order to see if we were able to predict certain types of events

better than others. Events with only amplified segments were classified as amplifica-

tions, similarly for deletions, and events with no copy number change were classified

as copy neutral. Some events contain both an amplified and a deleted segment, and

these were excluded from this analysis. I found that CN-AVG did not reconstruct

large amplifications as well as short ones, as shown in figure 3.6b, most likely because

large amplifications are more likely to overlap and be broken up by smaller rearrange-

ments. CN-AVG predicts copy neutral structural rearrangements most consistently with

a 36.9% F1 score (Figure 3.6a), which makes sense considering that, although the ge-

nomic region being inverted may be large, the footprint of inversions is very small, only

at the site of the breakpoints, so other rearrangements would have to overlap a precise

region to change the footprint. How well CN-AVG predicts rearrangement events de-

pends not only on the overall complexity of the evolutionary history, but also on the
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Figure 3.6: a) CN-AVG reconstructs copy neutral events more reliably than amplifi-
cations or deletions. b) Smaller amplifications and deletions are also easier to predict
because they are less likely to overlap other structural rearrangements.

type and size of the event.

Last, I wanted to examine the accuracy at various sampling time points to

determine an optimal sampling strategy. I calculated the sensitivity and specificity for

combined histories from up to 1,000 iterations and 10 independent runs, using a 0.5

likelihood cutoff for events to count as true. I found that sensitivity decreases as more

independent sampling runs and iterations are done, but this is largely due to an artifact

of the experiment (figure 3.7). Our simulated histories are generated using only simple

DCJ events (events creating only two break points) and the sampling begins by finding

the smallest cycles possible, so the initial sampled histories will better represent the true

history simply because they are both favoring small cycles, or simple events. As the

sampling proceeds, the later histories will consist of larger, more complex events, which

will automatically be incorrect by our measure. In fact, the sensitivity falls between the

narrow range of 19.1% and 21.06% (the total being the total number of events across all
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simulations, 3,693). The specificity increases with more sampling because the complex

events, by default incorrect, also tend to be ambiguous and therefore inconsistent over

sampling time. Since we are interested not simply in whether the predicted histories

correctly recapitulate our biased simulations but in whether our sampling is sufficient

to give consistent results, a better measure of our sampling quality is simply whether

the high likelihood scoring events are consistent as we increase the sampling. We see

that the number of consistent events changes only slightly above 4 independent runs

and above 900 iterations (Figure 3.7), indicating that more sampling, either through

independent runs or through longer runs, will not change the consensus CN-AVG history

and that our sampling is sufficient.

3.3 Conclusions and discussion

Using simulated evolutionary histories, I have shown that CN-AVG is able

to reconstruct simple independent rearrangement events very well and the likelihood

score of an event reliably estimates if that event represents part of the true evolution-

ary history. The sampling method could be improved through periodically randomly

reordering all events, but the improvement would be minimal and not worth the extra

computational cost. The CN-AVG method can predict parts of the evolutionary history

and can determine which parts cannot be reconstructed reliably because they are too

complex.

51



0.
19
5

0.
20
0

0.
20
5

0.
21
0

iteration

se
ns
iti
vi
ty

# Runs
1
2
3
4
5
6
7
8
9
10

0.
40

0.
45

0.
50

0.
55

0.
60

iteration

sp
ec
ifi
ci
ty

# Runs
1
2
3
4
5
6
7
8
9
10

0 200 400 600 800 1000

12
00

14
00

16
00

18
00

20
00

iteration

to
ta

l e
ve

nt
s

# Runs
1
2
3
4
5
6
7
8
9
10

Statistics for events with likelihood > 0.5

iteration
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the CN-AVG predicted histories was calculated. The sensitivity of the method drops
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Chapter 4

Applying the CN-AVG analysis method

to glioblastoma

Although brain cancer is a relatively uncommon form of cancer, it is one of

the most lethal (Figure 2.1) with an average survival time of less than a year. Glioblas-

toma (GBM) is the most common type of brain cancer [147], and current treatment

includes surgery followed by radiotherapy. It is particularly difficult to treat GBM with

chemotherapy because the blood-brain barrier bars many drugs from reaching the brain,

but some chemotherapeutic agents can be beneficial in some cases and are undergoing

clinical trials [52, 147, 70, 44]. In 5% of GBM cases, the brain cancer is linked to a

genetically inherited syndrome, such as Li-Frameni or Von-Hippel-Lindau, that predis-

poses a person to various cancers, but in the majority of cases the cause is unknown.

Linking environmental factors or infectious agents to GBM is an area of ongoing re-

search [156, 135].
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Clues about the temporal order of mutations in GBM have been gathered from

genetically engineered mice and multi-sample analysis of single tumors. Zhu et al. used

recombination technology to knock out p54 and NF1 in mice, inducing astrocytomas in

cases where p53 was knocked out before NF1, but not vice versa [174]. Sottoriva et al.

studied glioblastoma evolution by taking multiple spatially separated samples of single

tumors and comparing somatic copy number alterations (SCNAs) between them. They

inferred common or shared copy changes between distinct regions as being textitearly

phase and unique changes as being late phase in GBM development. They also built

phylogenetic trees using long single-molecule reads from each separate sample and found

evidence for multiple subclones and complex hierarchies [142]. Single-cell RNA-seq was

applied to GBM a year later, and again showed that GBM tumors are heterogenous, as

the tumor cells showed a variety of expression patterns. They also generated RNA-seq

profiles for nine normal cells and found much less variety their expression patterns [119].

GBM is a good candidate for application of our CN-AVG method because

it has already been relatively well-characterized genomically. TCGA has published

several studies of GBM, detecting single-nucleotide variants (SNVs) and somatic copy

number alterations (SCNAs) across hundreds of GBM patients and uncovering signifi-

cally mutated cellular pathways [51, 102, 17, 23]. These studies have shown that GBM

contains relatively few SNVs compared to other cancers [158], indicating that copy num-

ber changes and chromosome instability may play a large role in the development of

this cancer. Furthermore, the number of copy number changes found in most GBM

patients may be “just right” for the CN-AVG method. Unlike ovarian or colorectal can-
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cer which typically exhibit extensive aneuploidy, abnormal numbers of chromosomes,

and chromosomal instability or blood cancers which typically have no SCNAs, most

GBM tumors contain a handful of focal copy number changes and little aneuploidy [11].

As described in Chapter 3, the evolutionary history of genomic regions with a high

density of structural rearrangements and copy number changes, as would be found in

ovarian or colorectal tumors, often cannot be accurately reconstructed, and, obviously,

tumors with few or no structural rearrangements would yield uninteresting evolutionary

histories with few or no structural rearrangement events.

4.1 Methods

For each patient’s tumor and normal, or blood, whole genome sequencing sam-

ple, bam1 files were processed using bambam, a custom mutation and copy number call-

ing algorithm developed by Dr. Sanborn [130]. Bambam generates copy number values

across the genome by calculating the RPKM2 values every several thousand reads, hence

the size of the genomic region per copy value varies. Bambam also finds locations of

possible novel adjacencies based on discordant read pairs.

The CN-AVG pipeline segments the genome, creating breakpoints where the

copy number of the tumor changes or where bambam predicts a novel adjacency. The

bambam copy number data is also smoothed using CBS [118], a method specifically

1bam stands for binary alignment file. It is the standard format for representing genomic alignments
of sequencing reads from high throughput sequencing experiments.

2RPKM is Reads Per Kilobase Million, or the number of sequencing reads per kilobase divided by
the total number of reads mapped to the genome in millions. It is a coverage measure designed to
correct for the size of the region of interest and the total number of reads generated in the experiment.
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designed for smoothing and segmenting noisy genomic copy number data. To briefly

review the CN-AVG pipeline, as described in Section 2.3.3, CN-AVG produces a cactus

graph [120] using the copy number profile and novel adjacency information, which it

decomposes into cycles, or primary flows, representing sets of structural rearrangements.

Each set of primary flows represents a potential evolutionary history for the tumor

sample, and the pipeline performs MCMC sampling to generate and search for optimal

evolutionary histories. For the GBM patients, 5,000 sampling iterations were done for

10 independent MCMC runs, producing a total of 50,000 possible evolutionary histories

per patient.

Again to review, the CN-AVG uses MCMC sampling because it is impossible to

examine every evolutionary history for a tumor. Instead, MCMC sampling progressively

generates better solutions by comparing each new history with the previous one and

keeping the new solution with a probability based on how much better the new solution

is from the previous one. Although a single best solution may not be found, the output

will represent the set of best solutions. To determine a consensus evolutionary history

for a patient, I combine the 50,000 evolutionary histories into a large set of events, again

using the frequency of the events across all 50,000 histories as the likelihood of that event.

Identical events have the same edges and the same copy number, and the prevalence

for a consensus event is the average prevalence over all instances of the event across the

various histories containing it. If the same event occurs twice in a single history, it is

counted as two separate events. For example, an amplification with the same amplitude

that is predicted to occur twice within a history will be in the combined history twice
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as well, with the prevalence of the first instance being the average prevalence of the

first instances and the prevalence of the second instance the average prevalence of the

second instances. The combined history is used in downstream processing, which I will

describe in the following sections. (See Figure 4.1 for a flow diagram of the complete

CN-AVG analysis pipeline.)

4.1.1 Sampling diagnostics

Zerbino et al. demonstrated that the CN-AVG method is ergodic, so that any

possible evolutionary history can be reached if given a long enough sampling run. Since

our sampling is done in finite time, I wanted to test how much the evolutionary histories

changed over time as a way to measure how quickly independent solutions could be

reached. To do this I looked at both the cost function over time and the similarities

between histories over time. One danger of MCMC sampling is that the sampling may

fall into a local minimum, never progressing to a globally minimal solution. To prevent

this from happening in our sampling we gradually increase the melting temperature

allowing a worse solution to be kept by downweighting the history cost in the probability

function. Specifically, we decrease k in the acceptance ratio, αi = ek(C̄i−C̄i−1), by 1%

each time a newly generated solution is rejected. This amounts to temporarily flattening

the solution space to allow its further exploration. For most patients, the cost function

reaches a minimum range over time, indicating that the sampling runs reached an

optimal solution space but are not stuck on a single minimal solution. There are a

few patients for whom the cost function does not reach a steady state, indicating that
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Figure 4.1: A diagram of the CN-AVG pipeline with program modules in boxes. Analysis
steps I developed for my thesis are highlighted in purple and not outlined. The dashed
arrow indicated an optional input to the pipeline.
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we should continue sampling these cases to find their optimal solutions. Further work

could be done to automatically optimize the sampling time, but even so, there must be

a sampling limit due to computational time. For the purpose of this study, the limit was

50,000 iterations or 24 hours of compute time per run (each run uses a single compute

node).

Two sampling runs may reach the same minimal cost while generating very

different histories at that minimal cost. To test whether independent sampling runs were

converging to the same solution, I looked at the similarity between histories of different

sampling runs. The history similarity is simply the intersection of events between two

histories divided by the union of those event sets. The initial solutions are very similar,

but this is because of the heuristic used by the CN-AVG to initialize the sampling run

which finds primary flows via the shortest paths in the CN-AVG. This heuristic results

in high cost histories composed of large sets of smaller, more simple events. For most

samples, the similarity between independent sampling runs does not increase over time,

indicating that they are not converging to similar evolutionary histories and that the

optimal solution space is large.

A drawback of MCMC sampling is that sequential solutions are dependent,

and in high dimensional solutions such as CN-AVG histories, this dependence can span

hundreds of iterations and can bias the end result. In other words, when each new

solution closely resembles the previous one, the end result may be largely shaped by the

random starting configuration rather than configurations within the optimal solution

space because the sampling requires many iterations to reach the optimal solution space.
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We correct for this bias by doing multiple sampling runs, essentially using multiple

random starting points. However, another correction strategy would be to use only a

subset of the solutions, discarding the majority that are shadows of a previous solution.

In order to test how many iterations were needed to reach independence, I compared

histories within the same sampling run over time. Two solutions within a sampling

run should be as similar to each other as two solutions from different runs if they

are truly independent. I found that in most cases, independence was never reached,

indicating that each sampling run was limited to a subspace of solutions, and therefore

independent runs are an important and more efficient way to find reliable consensus

evolutionary histories.

In the previous chapter, I showed that the sampling strategy of ten runs and

1,000 iterations was sufficient to generate a consistent set of histories for the artificial

histories generated in silico. It will be important in future use of the CN-AVG to run

the same analysis on the results from real patient data to test for adequate sampling.

Depending on the tumor, more or less sampling might be required, so I created a series

of diagnostic plots designed to inform a researcher about the quality of the CN-AVG

results. In addition to a histogram of the likelihood scores and the number of events with

high likelihood scores per iteration, I showed the history cost and history similarities per

iteration (Figure 4.2). Although not biologically informative, these graphs are important

for judging the quality of CN-AVG results.
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Figure 4.2: A series of plots designed to inform a researcher of the quality of CN-AVG
sampling. The complexity cost of the histories should decrease and then reach a minimal
range over time (top left panel). The similarity between independent sampling runs
indicates how large the solution space is. For this patient, only 40% of the histories are
identical, indicating that 60% of the predicted history is ambiguous (bottom left panel).
The likelihood score distribution can be used to determine a cutoff for and estimate the
accuracy of the final consensus history (top right panel). As with the complexity cost,
the number of high-likelihood events should reach a plateau once enough sampling has
been done. The bottom right panel shows the number of consistent events for increasing
numbers of runs and iterations. For this sample, there are between 35 and 40 consistent
events, and these events are found after seven independent runs and approximately
2,000 iterations.
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4.1.2 Transforming CN-AVG output to biologically meaningful results

After producing a combined evolutionary history from CN-AVG sampling,

the history ought to be translated into something interpretable by other researchers.

Namely, the primary flows need to be annotated, so the evolutionary histories can be

read as a series of gene perturbations. I did this in two ways. The first was to annotate

events with the genes that overlapped a copy number change or that intersected a break-

point within that event. To speed up the annotation process, rather than annotate every

event in the combined history, I discarded events with likelihood scores of less than 0.1

from annotation and further analysis. This remaining set of highly likely events formed

an evolutionary summary which could be compared across samples and used to find

evolutionary patterns. Additionally, it could be visualized as a scatterplot (Figure 4.3).

This type of visualization could aid biological discovery by giving researchers an easily

understood summary of the tumor’s evolutionary history.

For example, Figure 4.3 shows the summary evolutionary history for TCGA

glioblastoma patient no. 0145. This patient has an amplification of EGFR, a commonly

amplified oncogene that stimulates cell growth, of approximately 80 copies followed

by smaller amplifications of CDK4. The amplification of EGFR is not shown in the

plot because there are many different amplification events that could generate this

amplification, and none of them have a likelihood score of greater than 0.1. (The

likelihood score cutoff of 0.1 rather than 0.5 was chosen in order to display more events

and give more information about the evolutionary history of the tumor, even though
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some events will not represent part of the “true” history.) Although we don’t see an

amplification of EGFR at 80 copies, we do see a copy neutral structural rearrangement

affecting EGFR (the yellow circle at ten copies near prevalence of 1). This copy neutral

rearrangement is affecting around 10 copies of EGFR, indicating that at least ten copies

of EGFR must be present at nearly 100% prevalence. Hence EGFR must have undergone

an amplification of at least ten prior to this copy neutral event. We also see an early

deletion of CDKN2A at around 0.9 prevalence, but this event is not as likely as the later

deletion of CDKN2A at 0.2 prevalence, as indicated by the smaller circle size for the

early event. CDKN2A is a tumor suppressor gene on chr9, and in this patient there is a

chromosomal deletion of chr9, indicated by the purple vertical bar near 0.3 prevalence,

and a separate deletion on a smaller region of chr9 at around 0.2 prevalence.

Driver mutations can happen to oncogenes, genes that stimulate cell growth,

and to tumor suppressors, genes that control cell growth. In this patient, it appears that

the EGFR amplification responsible for driving growth may also have been responsible

for early tumor formation, while the tumor suppressor malfunction occurred later. This

makes intuitive sense since a cell with increased growth would generate more progeny

capable of acquiring more mutations. A cell with a defective tumor suppressor and

no growth advantage would not necessarily overtake the cellular population of a tissue

before acquiring further mutations necessary for tumor formation. Instead, such a cell

is more likely to simply die off because tumor suppressors are often involved in repairing

DNA damage. Increased mutations without increased cellular growth may just as readily

lead to cell death as to cell growth over time. The display and annotation of CN-AVG
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Figure 4.3: Each point represents an event, labeled with known GBM genes that they
affect. Only events with likelihood greater than 0.1 are shown, and the size of the
dot represents the likelihood of the event, while the color represents the type of event.
Events may appear to be duplicates because they are very similar and yet occur in
separate evolutionary paths. The genes used for annotation were selected from [17].

consensus histories helped piece together a story of how this patient’s disease began and

could give further insights to cancer biology as it is applied to more cases.

The second way of translating CN-AVG histories into gene perturbations is

to generate consensus histories at the genomic level rather than the event level by

essentially painting each primary cycle, or event, onto the genome. Because different

CN-AVG histories may generate equivalent localized histories, this allows for a different

kind of consensus history to emerge. For example, a region may be amplified as part of a

whole chromosome arm duplication in one history, and as a small tandem duplication in

another history. Although these are two very different amplification events, the effect on

the genomic segment of interest is the same. I call the genomic-level consensus histories

segment histories since they represent the evolutionary history of a single segment of
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the genome as a series of breaks and copy number changes.

For each unbroken genomic segment, I generate a copy number profile from

each evolutionary history. Each profile is a sequence of copy number (CN) changes

with associated prevalence values, and two CN profiles are identical if they have the

same sequence of CN changes. The prevalence values associated with each CN change

are simply the average prevalences over all histories that exhibit the same CN change

sequence. The likelihood of any CN profile for a segment is the frequency of that profile

across all CN-AVG histories.

Some genomic regions have no CN changes but may be affected by copy-neutral

rearrangements. Copy-neutral rearrangements may incapacitate a gene by splitting it

apart, or they may deregulate a gene by fusing a different promoter upstream of it,

potentially leading to its hyperactivatity. Copy-neutral rearrangements can also form

fusion genes, the most famous case being the BCR-ABL gene [8] that causes leukemia.

To include these rearrangements in localized gene-level analysis, I generate breakpoint

histories at the breakpoints of all primary flows. Instead of a CN change, a breakpoint

history for a given evolutionary history is the number of times the breakpoint gets used

within the history. For example, a breakpoint may be used once in one history, twice in

another, and so on. The type of event, whether inversion, amplification, or deletion, does

not matter in distinguishing breaks. Although the events using the breakpoint in the two

latter histories may be very different, the history of that breakpoint will be the same for

the latter two CN-AVG histories because it gets used twice, and a separate breakpoint

history containing only one break would result from the first CN-AVG history. As with

65



CN profiles, I assign each break in the sequence the average prevalence of the break

across all identical breakpoint profiles. In the previous example, the prevalence of the

first break in the two-break histories would be the average prevalence of the first breaks

in the two histories that use that breakpoint twice. The likelihood of a breakpoint

sequence is its frequency across all histories, so again in my example, the breakpoint

of interest has two breakpoint histories: a single break with a 33% likelihood, and a

double break with a 66% likelihood.

As with the consensus histories just described, segment histories can also be vi-

sualized in an intuitive way, allowing other researchers to explore the data and generate

hypotheses, as demonstrated in Figure 4.4. Here I show the same patient as in Fig-

ure 4.3 with the highly amplified region around EGFR apparent at the start of disease

development, and the deletion of CDKN2A most likely occuring in a two step process

afterward. Segment histories have an advantage over consensus events because they are

able to summarize even the part of the evolutionary history that is too complex for CN-

AVG to predict with any certainty. In this patient, for example, each evolutionary path

of EGFR has a low likelihood, presumably because the large amplification of EGFR

can be explained through numerous different amplification events or series of events.

Nevertheless, we can see in the segment histories that the evolutionary paths of EGFR

are all fairly consistent because they all show large amplifications at high prevalence.

This is in contrast to CDKN2A for which there are fewer and more diverse segment

histories, or evolutionary paths, and one that is clearly more likely than the others.
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Figure 4.4: Shown are copy number profiles for all segments of the genome as the tumor
evolves, using prevalence to estimate the order of somatic copy number alterations. The
width represents the likelihood of that profile, and lines are colored by genes of interest
that overlap the segment. Grey lines represent all other segments. The number of copy
number profiles for each gene is noted in the legend. For this sample, we see a large
amplificaiton of EGFR at high prevalence (early), while CDKN2A loss occurrs at a
lower prevalence (later). See Figure 4.5 for a zoomed in look.
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Figure 4.5: This is a zoomed in plot of figure 4.4 showing only the labeled segments to
make the copy number profile of CDKN2A more clear.

68



4.2 Combining evolutionary histories across multiple pa-

tients

Having developed methods for researchers to view and easily understand and

interpret CN-AVG for individual patient data, I next wanted ways to combine CN-AVG

histories across patients. Both the consensus histories composed of the events with

likelihood greater than 0.1 and the segment and breakpoint histories can be used to

produce gene-level evolutionary summaries that can be combined across samples. The

combined patient data from these two representations will take different forms and be

amenable to different types of downstream analysis.

Representing patients’ diseases via consensus evolutionary histories, I not only

annotated each event by the genes that overlap it, but by the effect that the event has on

the gene. An event may have four types of effects on a gene: an amplification, a deletion,

a simultaneous amplification and deletion of different parts of the gene, or a “break,”

a rearrangement in which a breakpoint overlaps the gene but does not affect the copy

number of the gene. For example, suppose an event represents a complex rearrangement,

such as chromothripsis, in which there is a simultaneous deletion, amplification, and

inversion. All of the genes that overlap or partially overlap a region of the genome

that was deleted in this event would receive a “deletion” effect, genes overlapping an

amplified region an “amplification” effect, and a gene that did not overlap any copy

number alterations but that overlapped a breakpoint from a novel adjacency would

have a “break” effect. In the end, each patient is described as a series of gene effects,
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each with an associated prevalence and likelihood inherited from the primary flow that

caused the effect.

I combined these gene effects across all patients by clustering each set using the

prevalence values. For example, amplifications of EGFR across all patients composed

the set of “EGFR amplifications” to be clustered, while the set of all of deletions of

EGFR were clustered separately (see Figure 4.6). I initially weighed each gene effect

the same regardless of likelihood or patient source, and since I used only the prevalence

values, the clustering amounted to finding the optimal intervals segregating gene effects.

I used the Jenks optimization method to do this, implemented as part of the “classInt”

package in R (http://cran.r-project.org/web/packages/classInt/index.html) [79]. Jenks

clustering is essentially a one-dimensional k-means clustering. It attempts to bin dat-

apoints to minimize the variance within each bin and maximize the variance between

bins. I specified the number of bins to be the average number of gene effects per patient

in the cohort. For example, EGFR is amplified by three separate amplification events

on average across all patients, so there are three bins for EGFR amplification. In a

secondary step, I assigned each gene effect to its respective interval, allowing only one

gene effect per patient per bin. In cases where a patient has multiple “hits” in the

same interval, I picked the one with the highest likelihood score. Last, I determined the

center of each interval as the average prevalence of all of the gene effects in the inter-

val, and noted the number of patients contributing to each bin. Through this method,

researchers may detect overall patterns in how certain cancer types develop.

I applied gene-effect clustering to the cohort of 16 TCGA patients with GBM,
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Figure 4.6: The effect of structural rearrangement events as predicted by CN-AVG on
four genes frequently undergoing somatic copy number alterations in GBM. The size of
the points represents the likelihood score of the event causing the copy number change
or copy neutral break within the gene. The dashed lines represent the boundaries of
clusters created from the most common gene effect per gene. For example, the top right
plot shows gene effects for CDKN2A with the cluster boundaries of CDKN2A deletions
as blue dashed lines.
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using 29 genes that were known to have significant copy number alterations from a

previous TCGA study (see Figure 1B from [17]) as my gene set. The results are shown

in Figure 4.7. The gene with the most hits was EGFR, which had an average of three

amplifications per patient. Genes near one another or on the same chromosome have

similar evolutionary histories, as expected, due to whole chromosome amplification and

deletion events.

Forming clusters of “gene effects” is useful for looking for evolutionary patterns,

but a single summary statistic per gene rather than multiple clusters would allow the

CN-AVG results to be used in traditional types of analysis applied to gene-level data,

such as patient stratification from gene expression measurements. Since the purpose of

the CN-AVG pipeline is to predict an ordering of mutational events, a natural summary

statistic per gene per patient would be the timing of when the gene is first affected by a

mutational event. As previously explained, timing can be inferred from the prevalence

value of an event, so I used the prevalence values as summary statistics for genes. I

assigned each gene a prevalence value using segment histories because, unlike events

(primary flows), segment histories can readily be ordered genomically, thereby easily

intersected with any other genome annotation.

For each gene, I calculated the total likelihood of all segment and breakpoint

histories overlapping the gene. If this total is less than 0.5, this means that the gene

is unaffected in most predicted evolutionary histories, so the summary score for the

gene is zero. Interpreted another way, a prevalence score of zero means that the gene

is unaffected in all cells of the tumor, and in terms of timing, this means the gene has
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Figure 4.7: Each point represents the average prevalence of all points in a cluster of
gene effects (see Figure 4.6 for an illustration). Clusters containing only one patient
are not shown. Genes are ordered by genomic location, with the chromosome noted in
parenthesis. From these analysis, we can see patterns in how glioblastoma forms, with
large deletions on chromosomes 12 and 17 occuring early in the tumor, followed closely
by amplification events of several growth factor receptors such as EGFR, MET, and the
proto-oncogenes MDM1 and MDM2. We also see that gene deletions tend to happen at
two separate times, as we would expect, to eliminate the two copies of the gene, while
amplifications may happen more than twice.
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yet to be perturbed. If the total likelihood score of all segment histories overlapping

a gene is greater than 0.5, I took the segment or breakpoint history with the highest

likelihood score associated with that gene as representative of that gene’s history. Last,

I took the highest prevalence value of all copy number alterations or breaks within that

history as the summary value for that gene. This may result in gene histories that are

inconsistent with any single CN-AVG history, but it is a useful way of summarizing the

large set of possible histories for a single gene.

Distilling evolutionary histories into single values per gene allows for easy

downstream analysis of large patient cohorts. As with examining mutational data across

large cohorts, through this representation of CN-AVG results, researchers could discover

potential oncogenes by detecting genes that are affected early (have high prevalence

values) in a small subset of patients. Whereas mutational data alone may not be able

to distinguish passenger versus driver mutations for genes mutated in a small subset

of patients, the additional ordering information could signify oncogenic potential for

early-mutated genes or passenger status for late-mutating ones. Furthermore, repre-

senting CN-AVG output as single values per gene allows patient cohorts to be easily

merged into a single matrix, so patients can be clustered and classified by not only their

gene expression patterns, but by the evolutionary history of their tumors. Combining

multiple data types such as expression and copy number data across many tumor types

for large patient cohorts led to new insights in a recent study which found that some

cancers with different tissues of origin had similar molecular classifications [72]. Patient

classification may be useful in determining treatment programs, and the single-gene
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summary values I’ve presented will allow CN-AVG to be part of that process.

4.3 Discussion

CN-AVG results contain two potentially problematic features for generating

trustworthy evolutionary histories. One feature is the bias of favoring lower amplifi-

caitons with high prevalence over higher amplifications with low prevalence. Highly

amplified regions are common in GBM and other cancers in the form of double minute

chromosomes or homogenous staining regions (HSRs) [130, 6], but the CN-AVG method

is unlikely to be able to accurately predict when these amplifications occurred in tumor

development.

The second feature of CN-AVG is a result of allowing whole chromosome dele-

tions and amplifications for “free”. Since only double cut and join (DCJ) events affect

the complexity cost of an evolutionary history, an amplification could occur in two,

essentially cost equivalent ways. The first would simply be an amplification of the re-

gion, and the second would be a “free” duplication of the entire chromosome containing

the amplified region followed by a deletion of the part of the chromosome that is not

amplified. This turns up in the combined histories in Figure 4.7 as deletions and amplifi-

caitons immediately following each other. Figure 4.8 shows this phenomena for MET1 in

TCGA patient 0145. MET1 is on the same chromosome as EGFR, chr7, and, although

EGFR is highly amplified in this patient, MET1 is only slightly amplified. However,

a significant number of evolutionary histories predict large copy number changes for
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Figure 4.8: The copy number profile of MET1 in patient 0145 shows large sequential
amplifications and deletions on the order seen for EGFR which is highly amplified on the
same chromosome. This illustrates a phenomena in CN-AVG where entire chromosomes
are amplified to account for a local amplification, and then select regions are deleted.

MET1 in close succession.

I attempted to filter such zero sum copy changes by filtering events in a CN-

AVG history which were equivalent aside from inverted copy number values. This

strategy did not work well because the events causing the rapid copy number changes

are often different primary flows in addition to having different copy numbers. Very

rarely is the same primary flow used twice in a CN-AVG history. I also attempted to

filter events that did not overlap regions of true copy number change in the data, but
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abandoned this strategy because copy number changes can have various boundaries.

Also, to limit the CN-AVG results to predetermined regions would potentially generate

histories inconsistent with the true copy number values of the data.

Although the large zero sum copy number changes could be seen as a fault of

the method, they also give us insight into cancer biology through understanding why

they are there. For example, the MET1 amplification on chr7 (see Figure 4.8) may have

been part of the larger amplification on chr7 and been subsequently deleted as part of a

chromothripsis event. Furthermore, chromosomal instability, the duplication or deletion

of whole chromosomes and whole chromosome arms, is part of the evolution of cancer,

so in actuality, it may be a likely phenomena for a cell to acquire a duplicated segment

through the deletion of a large portion of an extra chromosome.

4.4 Conclusion

I’ve developed methods for visualizing CN-AVG output so that it can be intu-

itively understood and used by other researchers to learn about individual patients’ tu-

mors, and I’ve transformed CN-AVG results to gene-level information for studying large

cohorts of patients. The CN-AVG method for generating evolutionary histories is avail-

able at https://github.com/dzerbino/cn-avg, and the modules for combining and post

processing the output can be found at https://github.com/TracyBallinger/cnavgpost.

These expansions of the CN-AVG pipeline could form a basis for future work in the area

of tumor genome evolution analysis. The displays I’ve developed could be made inter-
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active, displaying detailed information about an event or segment history as a scientist

clicks on it, incorporating zoom and span ability, and additional mutational information

such as SNVs and indels could be displayed alongside.

I applied the CN-AVG pipeline to a cohort of 16 GBM patients from TCGA,

and I will apply this to a larger cohort of 54 GBM patients from TCGA in the next

couple months. With this larger dataset, I will look for genes or gene sets that mutate

significantly early or late across the entire patient cohort by applying GSEA [148] to

the data matrix of gene prevalence values. As discussed in Section 4.2, I will also apply

heirarchical clustering to this larger patient cohort to test if the prevalence values for

rearrangements are able to classify patients in a meaningful way by predicting survival,

drug response, or other clinically useful information.

The CN-AVG theory is a powerful method for building evolutionary histories

from whole genome sequencing tumor data, and I’ve demonstrated in this chapter how it

can be used to study real patients and generate new biological hypothesis. Information

gained from this work could also help guide patient treatment in the future.
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Chapter 5

Retrotransposition in cancer genomes

The Cancer Genome Atlas project was initiated by the National Cancer In-

stitute in order to characterize the genomes of hundreds of tumors of various cancer

types. While much effort has been put into detecting SNVs in these data, transpos-

able element insertions have not yet been studied. Transposable elements are mobile

DNA sequences; thought to be remnants of ancient viruses, they can copy and paste

themselves elsewhere in a genome and manifest as repetitive sequences [13, 87]. Trans-

posable elements (TEs) are of particular interest in cancer because of several cases in

which a TE insertion is directly linked to cancer formation [106, 65], because of growing

evidence for somatic retrotransposition in the human genome [110, 29, 5], and because

of the global DNA hypomethylation characteristic of tumors which is hypothesized to

lead to retrotransposon reactivation [149, 68].

For this study, I worked with Dr. Adam Ewing to developed a computa-

tional pipeline to detect non-reference mobile element insertions from high-throughput
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paired-end whole genome sequencing data. Using this, I analyzed 86 whole genome

tumor datasets with paired normal samples from TCGA across 7 different cancer types.

I found the number of cancer specific insertions varied by cancer type, with most ep-

ithelial cancers having some degree of somatic retrotransposition, but AML, GBM, and

ovarian cancers having none. I detected between 0 and 64 cancer-specific insertions per

sample, and in total I detected 157 cancer-specific LINE insertions, 21 cancer-specific

Alu insertions, and 1 cancer-specific SVA insertion.

5.1 Retrotransposon background

Retrotransposons are found in all eukaryotic genomes that we know of [64].

They are observed as repetitive DNA elements due to their capacity to insert new

copies of themselves into the host DNA through a copy and paste process using an RNA

intermediate [13]. They are categorized as either long terminal repeat (LTR) or non-LTR

and further into families based on sequence similarity to other elements and by their

mechanism of mobilization. The non-LTR retrotransposons that inhabit mammalian

genomes are likely to mobilize through a mechanism known as target-primed reverse

transcription [97]. Numerous retrotransposon copies have been detected in the human

genome, comprising at least 45% of its DNA [87] and perhaps over two-thirds when

highly sensitive TE detection methods are applied [34]. The most prolific retroelements

in the human genome include LINE-1 and Alu sequences, comprising 17% and 8% of the

assembled reference genome, respectively. During primate evolution, the general pattern
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of retroelement activity has been for one family of LINE element to be active at a time,

suggesting either competition for a host factor or adaptation to evade one [83]. LINE-

1 elements are autonomous retrotransposons encoding two proteins [136] responsible

for both their own mobilization in cis and the mobilization of non-autonomous Alu

elements [35], SVA elements [62], and processed pseudogenes [43] in trans. The activity

of the human-specific LINE element, termed L1HS, was first recognized in vivo due to

its ability to disrupt exons and cause Mendelian disease [82]. Since then, transposable

elements have been linked to a variety of diseases, including cancer, through insertional

mutagenesis of exons and regulatory regions near genes, disrupting gene function or

regulation (see Hancks et al. 2012 for review). For example, in one case, an exonic

L1 insertion was found in the APC tumor suppressor gene in colon cancer tissue but

not in the normal tissue of the same patient [106]. Intronic retroelement insertions are

known to affect splicing by providing 5’ or 3’ splice sites or disrupting sequence at the

branch point [10, 63, 150]. Recent estimates place the rate of L1 retrotransposition in

human genomes at one new insertion per every 100 to 150 live births [45, 76]. Since

retroelements may clearly have an impact on phenotype and disease, it is important

that retrotransposon insertion polymorphisms (RIPs) and mutations be characterized

in genomic studies. A plethora of recent studies provides various means to document

retrotransposon insertion polymorphisms (RIPs) segregating in human populations [9,

45, 73, 76, 78, 165, 47, 146], including one report of 9 somatic retrotransposon insertions

across six lung tumors [78].

Cancer progression depends on the accumulation of somatic mutations, and
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recent evidence suggests that retrotransposition also occurs in some somatic tissues

such as neuronal stem cells [110, 29, 5]. The observation of somatic retrotransposition

in specific tissue types suggests tissue-specific regulation, either through known regu-

lators such as APOBEC3 proteins [84, 108, 144, 24], germline piRNAs [2], and DNA

methylation [171, 14], or through novel mechanism(s) not yet ascribed to transposable

elements. Other lines of evidence for somatic retrotransposition include the aforemen-

tioned disease-causing insertions, observations of varying levels of transgenes originating

through somatic retrotransposition in transgenic mice [80, 26, 40], and somatic R2 in-

sertions in Drosophila simulans [42]. In addition to mutagenizing both somatic and

germline genomes through new insertions, transposable elements play an important role

in shaping gene regulatory networks by providing binding sites for transcription fac-

tors, including those highly important for cancer progression such as TP53 and SOX2

[161, 15, 86, 69]. Furthermore, genome-wide methylation status is often assessed through

analysis of CpG islands located in the 5’ UTRs of LINE-1 elements, which are typically

heavily methylated [166], contributing to their quiescence in most somatic tissue types.

Through this assay, a wide variety of cancers are found to be hypomethylated [117],

leading me to speculate that retrotransposition rates may be substantially increased in

certain cancer types or samples.

In order to test this hypothesis, I took advantage of whole-genome sequence

data available through The Cancer Genome Atlas (TCGA). TCGA is an ongoing multi-

institutional effort that will eventually include whole genome sequence data for hundreds

of tumors and corresponding normal samples for over 20 different cancer types. Here,
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I consider transposable element insertions in the genomes of seven cancer types: acute

myeloid leukemia (AML), breast cancer (BRCA), lung adenocarcinoma (LUAD), lung

squamous cell carcinoma (LUSC), glioblastoma multiforme (GBM) [151], ovarian serous

cystoadenocarcinoma (OV) [152], and colon/rectal adenocarcinoma (COAD/READ) [111],

and present evidence for substantially increased retrotransposition in colorectal adeno-

carcinoma.

5.2 Methods

A number of successful computational methods have been devised capable

of detecting transposable element insertions from whole-genome sequence data includ-

ing VariationHunter2 [74], T-lex [48], RetroSeq (https://github.com/tk2/RetroSeq),

HYDRA-SV [126], Tea [91], and most recently, TranspoSeq [71]. The approach outlined

here, implemented as discord-retro (http://github.com/adamewing/discord-retro), has

the advantage of working directly from the ubiquitous .bam sequence alignment format

(as do RetroSeq and TranspoSeq) with minimal need for additional mapping apart from

that required to identify insertion breakpoints. Here, I give a high-level overview of the

discord-retro method. This method was developed in collaboration with Dr. Ewing.

I created tools to read the .bam files directly and efficiently filter out discordant read

pairs and split reads, using the samtools code base and UCSC’s kent source code. This

filtering was faster than using Pysam, the python interferface to .bam files, because it is

written in C, and it is more efficient that using the SAMtools command line commands
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because it is able to intersect read mappings with multiple entries in a bed file, rather

than one at a time. Intersection with a genome annotation was necessary to find dis-

cordant read pairs in which one read mapped to a known transposable element in the

reference genome. My .bam filtering tools are also able to filter out reads that partially

map, or split reads. Split reads were used to detect exact breakpoints of insertion sites.

Dr. Ewing created the discord-retro tool, which clusters discordant read pairs,

maps them against a library of transposable element sequences, and make a predic-

tion for the exact breakpoint based on target site duplicated sequence. Sequence data

analyzed in this study was generated on the Illumina platform and aligned to a hu-

man reference assembly (NCBI36 or GRCh37) by TCGA Research Network members

at TCGA Genome Sequencing Centers.

Paired-end reads can be classified based on how they map to the reference

genome. A read pair is called concordant if both reads map the proper distance apart and

in the correct orientation for the insert size and procedure used in the library preparation

and sequencing, and discordant if these conditions are not met. For example, ends of

a discordant paired read may map to different chromosomes, too far apart, too close

together, or in the wrong orientation. A second type of improperly paired reads are

ones in which one read maps to the reference, but its pair does not. These reads are

referred to as one-end-anchored (OEA). Reads are called soft-clipped when part of the

read aligns to the reference sequence, but either or both ends of the read do not.

I selected all discordant reads from both the tumor and normal sequencing data

of a patient where one read of the pair maps to a unique portion of the genome, called
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the anchored read, and the other end maps to a repeatmasker annotation elsewhere

in the genome. See Figure 5.1 for an illustration of this concept. I will refer to these

types of read-pairs as one-end-repeat (OER) reads. I filtered elements corresponding

to AluS and LTR elements from the results due to an overabundance of calls with no

corresponding breakpoint predictions in some samples. Regions where the uniquely

mapped ends of the OER reads clustered in two peaks with opposite orientation were

considered consistent with an insertion existing between the two clusters of OER reads.

I require there to be eight OER read pairs within a 500bp window, and for there to be

at least two uniquely mapped or anchored reads on either strand. The requirement that

both breakpoints, at the 5’ and 3’ junctions, be covered by paired reads reduces the

chance of incorrectly annotating a segmental duplication, translocation, or inversion as

a transposable element insertion.

The selection of clustered discordant OER reads yields a set of 20-50bp

windows as predicted transposable element insertion sites. These were annotated as

germline if there were discordant reads in both the tumor and normal tissue samples, as

somatic/cancer if there were contributing discordant reads only in the tumor tissue, and

as somatic/normal if there were contributing discordant reads only in the normal tis-

sue. Insertion loci are cross-referenced against retrotransposon insertion polymorphisms

(RIPs) cataloged in previous studies [160, 9, 45, 73, 78, 165, 47, 146] and against each

other. As breakpoint resolution varies across studies, insertions within the same 500bp

window were considered overlapping.
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Figure 5.1: Discordant read “one-end repeat (OER)” mappings for the 4 colorectal
adenocarcinoma samples with tumor-specific retrotranposon activity. Links are shown
in the color of the chromosome where the insertion occurred. Figure made by Dr.
Ewing.
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5.2.1 Breakpoint refinement

For the breakpoint refinement, I extracted soft-clipped reads from the .bam

files and Dr. Ewing used them to predict the breakpoints. Soft-clipped reads mapped

using bwa [93] could be used to pinpoint a breakpoint in the insertion site. For each of

the 14 samples aligned with bwa (Table S1), soft-clipped reads mapping within 500bp of

each of the predicted insertion sites and which had greater than 10 bp clipped from the

read were used to find a consensus breakpoint where a majority of soft-clipped read ends

occurred at the same nucleotide in the reference genome. When breakpoints for both

the 5’ and 3’ junctions between the element and the reference genome were detected, I

identified target site duplications when the breakpoint on the forward strand occured

3-50bp downstream of the breakpoint on the reverse strand.

I also used a local assembly and realignment strategy to determine breakpoints

for all samples. All discordant and soft-clipped reads within 500bp of a predicted in-

sertion site were assembled using Velvet [172] with a k-mer size of 31, the shortPaired

option, and insert length of 300. If the reads assembled into 5 contigs or less, these

contigs were mapped back to the reference genome using BLAT. A cutoff of 5 contigs

was chosen because when more contigs were present, they were generally too short to

be more informative than the original reads. After mapping the assembled contigs back

to the reference assembly, breakpoints present as the point where a contig no longer

matches the reference sequence and begins matching a reference retroelement sequence.

Target site duplications could be ascertained in cases where two assembled contigs had
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overlapping alignments to the predicted insertion site on opposite strands.

5.2.2 Simulation

To measure the accuracy and sensitivity of our pipeline, Dr. Ewing inserted 100

LINE, SINE, and SVA sequences randomly into the euchromatic sequence of chr22 from

hg19/GRCh37. The retroelement sequences were randomly truncated on the 5’ end up

to 75% of the original element length for LINEs and SVAs, and 25% for Alus. Truncation

was done because transposable elements are often found truncated in genomes, reflecting

incomplete reverse transcription. Poly(A) tails between 20 and 70bp in length were

added to the 3’ end, and 12bp of the target insertion site was duplicated on the 5’

junction to mimic target site duplications. Paired Illumina reads were simulated via

wgsim (https://github.com/lh3/wgsim) to generate paired 75bp reads at 30x coverage.

The wgsim tools is a very basic read simulator that uses a simple uniform substitution

error model, and does not model indel error or chimeric reads. These reads were mapped

back to the reference genome using bwa [93] with the following parameters: -q 5 -l

32 -k 2 -t 4 -o 1, alignments were processed with samtools [94] and used as input

to discord-retro.

5.2.3 Assessing sequence similarity to reference elements

I performed local sequence assembly as described in Section 5.2.1 to gen-

erate contigs corresponding to inserted sequences. BLAT alignments of the contigs

were carried out to find the most closely related elements in the reference genome.
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Repeatmasker-annotated elements were scored by the sum of the products of the per-

cent identity of a BLAT alignment times the length of the alignment for each contig that

overlapped the repeat masked element. The element with the highest score was pre-

dicted to be the source element for the new insertion, excluding elements within 1000bp

of the insertion site. Elements scoring within 20 of the highest score were considered

as potential progenitors as well. In cases where there were several repeat elements tied

for the highest score or very close to the highest score, the progenitor is considered

ambiguous. I ranked the repeat-masked elements by the number of times they were

predicted to be a progenitor for an somatic insertion, whether ambiguous or not, and

examined the top 10 elements for retrotransposition capability.

5.2.4 Calculating COSMIC gene enrichment

I used UCSC Known Genes as the list of total genes in the reference genome.

The longest transcript was chosen for each gene when multiple transcripts were listed

with the same gene identifier, and genes that overlapped were combined into one genic

region to give a total of 20,438 non-overlapping genic regions. I used the Complete

working list (http://www.sanger.ac.uk/genetics/CGP/Census/), a curated list of genes

that have been implicated in cancer [53], as COSMIC genes. I found 427 out of 487

COSMIC gene symbols matched a gene name in UCSC known genes, and disregarded

the 60 gene symbols for which we could not find a UCSC known gene annotation.

Again, I merged overlapping genes together resulting in 418 non-overlapping genic re-

gions. I found 2,667 non-overlapping genic regions and 87 COSMIC genic regions which
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contained a non-reference insertion. Fold enrichment was calculated as 87/2,667
418/20,438 and

calculated a p-value using the hypergeometric distribution (R command: phyper(87,

418, 20438-418, 2667, lower.tail=FALSE)).

5.3 Results

Dr. Ewing and I developed a computational pipeline to detect non-reference

retrotransposon insertions from paired end whole genome sequencing data by using

mate-pair information from discordantly mapped read pairs (see Methods in Section 5.2).

This pipeline, discord-retro, is available online at http://github.com/adamewing/discord-

retro. Dr. Ewing measured the detection characteristics of our application by repeatedly

inserting 100 retrotransposons into the euchromatic portion of human chr22 at random

positions, generating paired reads, mapping to the GRCh37 reference sequence, and

applying discord-retro (see Section 5.2 for details). He observed 87.9% sensitivity with

perfect specificity when insertions into other insertions of the same class (eg., LINE into

a LINE or Alu into an Alu) are discarded, and 94.5% sensitivity and perfect specificity

if these insertions are allowed.

Using discord-retro, I analyzed 86 high-coverage (>30 times) tumor and normal

genome pairs produced by TCGA, and identified retrotransposon insertions not found

in the human reference genome (NCBI36 or GRCh37). For high-coverage data, the

tumor and patient-matched normal paired-end sequence data were combined in order

to distinguish between a non-reference germline insertion, which would be found in
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both tissues, from a somatic insertion, one found only in the tumor (or normal) DNA.

Refinement of junctions using local assembly and analysis of soft-clipped reads allowed

breakpoint-resolution on one or both ends of a predicted insertion. In many cases, target

site duplications (TSDs) were identified, a 10-15bp duplication of sequence around the

insertion site that occur as a byproduct of target-primed reverse transcription. I found

that L1HS insertions had a high rate of TSD detection as well as members of the AluY

and SVA subclasses (Figure 5.2), which is what I would expect given that these are

known active retrotransposon families.

5.3.1 Germline Insertions

Across all 86 patients, I found 6,029 non-reference germline or polymorphic

retrotransposon insertions which were not detected in a previous study [9, 46, 47, 73,

78, 146, 160, 165]. Of these new insertions, 645 were LINE elements, 5,081 were Alu,

and 298 were SVA. The number of non-reference LINE, SINE, and SVA insertions found

per patient follow approximately normal distributions with means of 100, 769, and 34,

respectively (Figure 5.3). Ewing calculated an average of 152 L1 insertions present

in an individual genome but not in the reference genome [45], and Huang estimated

greater than 100 non-reference L1(Ta) per individual [76]. Both of these studies are

more sensitive than studies using WGS to detect retrotransposon insertions, because

they used targeted resequencing of L1 to detect polymorphic elements. Hormozdiari

et al. characterized Alu RIPs using next-generation whole genome sequencing data,

and estimated an expected 1400 non-reference Alu insertions per individual, with 27.1x
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Figure 5.2: The most commonly detected type of novel insertions are the AluY and
AluS subclasses, the most recent Alu lineages and the most abundant in the human
genome. For each insertion, I show whether a target site duplication (TSD), a 10-
15bp duplication of sequence around the insertion site, was identified. TSD provides
evidence that the insertion is a results of retrotransposition as opposed to another type
of mutation mechanism such as a tandem duplication. TSD detection is highest in the
AluY and L1HS subclasses, the known active retrotransposon families, as expected.
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Figure 5.3: The number of non-reference germline insertions varied per patient, but I
found an average of 98 LINE insertions, 751 SINE insertions, and 34 SVA insertions
across all 86 patients.

coverage Alu (see Table 1 of [73]), and a study of RIPs from the 1000 Genomes Project

estimates 224 (120-329) L1 differences, 1570 (1310-1870) Alu differences, and 80 (48-

113) SVA differences between individuals [146]. Again, these estimates are higher than

what we find, indicating that our criteria for calling an insertion are more stringent than

those used in other studies. This is supported by the fact that our false positive rate

derived from simulations is 0%, whereas the false discovery rate for the 1000 Genomes

Project study is 2-5%. For this study, I preferred specificity over sensitivity in order

to generate a high-confidence set of tumor-specific insertions that could be used in

downstream analysis and in forming hypotheses about a giving tumor. For example, if

I found an insertion in an oncogene of a particular patient, I wanted to be confident

that it represented a true somatic insertion rather than an artifact before claiming that

the insertion played a role in tumor formation.
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Of the 6,029 previously undetected germline insertions found in TCGA sam-

ples, 42% were found within a gene, and a similar fraction of previously detected

germline RIPs (41.5%) were found within a gene. I compared the set of genes containing

germline retrotransposon insertions with a set of oncogenes catalogued by COSMIC [49]

and found a 1.6-fold enrichment of oncogenes (3E-6 p-value). This indicates that some

RIPs, similarly to some segregating SNPs, may confer a predisposition towards cancer

to individuals who carry the mutation. This has been seen in the BRCA1 and BRCA2

genes in which there are germline Alu insertions in families with a predisposition to

breast cancer [154, 98]. As more cancer patient genomes are sequenced and character-

ized, population-scale studies can be done comparing the genomes of individuals with

cancer to a normal or healthy population to find associations between cancer and indi-

vidual RIPs.

5.3.2 Somatic Insertions

Somatic insertions are those occuring exclusively in either the tumor or normal

sample of a patient-matched pair of genomes and also not present in any other sample or

catalogue of retrotransposon insertions from a previous study. Furthermore, because I

combine discordant read pairs across both the tumor and normal tissue for an individual,

I can be sure that if a tumor-specific or normal-specific call is made, not a single read

that could indicate the presence of the insertion exists in the other sample. I found

162 somatic insertions across all patients. The number of insertions varies by tissue

type with colorectal adenocarcinoma (COAD) and lung squamous (LUSC) displaying

94



higher retrotransposon activity, with averages of 14.4 and 5.4 insertions per patient, as

compared to breast (BRCA) and lung adenocarcinoma (LUAD), which have averages

of 1.1 and 2.2 insertions per patient. (It should also be noted that colon sample COAD-

A00R had an abnormally high number of normal-specific predictions which I believe

to be an artifact. This sample is also characterized as hypermutated by TCGA.) I

detected no somatic insertions in leukemia (AML), glioblastoma multiforme (GBM), or

ovarian cancers (OV) (Figure 5.4). This is consistent with the study by Iskow, et al. in

which they examined 20 lung tumors and found 9 somatic L1 insertions across 6 of them

and none in 10 brain tumors [78]. Of the 162 somatic insertions we found, 154 were

L1, 8 were AluY, and TSDs were detected in 27 of the L1 insertions, indicating that

they arose through retrotransposition rather than another process such as homologous

recombination. I found that 64 of the somatic insertions were within a gene, and 4

were within an exon or UTR. The genes containing somatic insertions within an exon,

specifically, RBM4, PBLD, PPP1R1C, and SORCS3, are not well characterized.

5.3.2.1 Age and mutation rate as potential factors

I compared the number of other types of mutations such as SNPs and LOH

for each sample to the number of somatic insertions in order to see if retrotransposon

activity is simply a byproduct of hypermutation that occurs in tumors or if it may

play a more active role in tumor formation. Retrotransposon activity that happens in

the late stages of cancer may be happening simply because the machinery needed to

silence mobile elements is no longer functional, and in this case, the somatic insertions
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Figure 5.4: The number of retrotransposon insertions detected only in the tumor tissue
for each of 86 patients analyzed. No cancer specific insertions were found in ovarian
carcinoma (OV), glioblastoma multiforme (GBM), or acute myeloid leukemia (AML).

are likely to be passenger mutations. Cases in which retrotransposon activity happens

early on in the tumor formation would present as more somatic insertions than expected

as compared with other types of mutations, and would indicate that retrotransposition

may play more of a driver role in the formation of the tumor. I used an in-house

mutation caller, bambam [130], to detect SNVs, LOH events, copy number alterations

(CNAs), and indels. I found a significant correlation between somatic mobile element

insertions and other types of mutations (0.433, pvalue 8.0E-8 with Kendall’s tau), and

there seems to be a threshold below which samples do not have mobile element insertions

(Figure 5.5).

As previously mentioned, retrotransposition has been shown to occur in the

germline [167, 45, 76] and in neuronal precursor cells [5, 29, 110], but the baseline

rate of retrotransposition in other types of somatic tissue is unknown. In order to
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test whether the retrotransposition I found in various tumors is a result of cancer or

simply somatic variation, I looked for a correlation between the age of the patient at

the initial diagnoses [56] and the number of somatic insertions. If retrotransposition is

happening at some level in healthy tissue, I would expect older patients to have more

somatic or cancer-specific insertions than younger patients. I did not find a significant

correlation (Figure 5.6, but this does not rule out the possibility that retrotransposition

was occurring in healthy, normal tissue. Regardless of whether the tumor-specific TE

insertions that I found are a result of the tumor environment or simply the result

of “normal” somatic retrotransposition, these somatic insertions may play a role in

tumorogenesis.

5.3.2.2 Similarity to reference elements

After acquiring a set of insertion predictions for each sample, I sought to

determine the closest element in the reference genome in terms of sequence similarity,

as this may represent an element similar to the active progenitor element. In general, it is

unlikely that the true progenitor can be identified through sequence similarity alone, as

the active elements in the human reference genome diverge from one another by less than

1% [18, 137, 9]. That said, I performed this analysis for 72 tumor-specific L1 insertions

in 4 colon cancer cases (Table 5.1) and found an enrichment of full-length, intact, human

L1 elements, some of which are known to be active elements. This substantiated the

claim that the cancer-specific novel insertions that I found are derived from active L1

elements.
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Figure 5.6: I did not find a significant correlation between age and the number of
somatic insertions, indicating that the insertions that I found are cancer-related rather
than occurring in normal somatic tissue. Correlation was measured using Kendall’s tau.
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5.4 Discussion

As TCGA and others continue to sequence more cancer and paired normal

cases across a wider variety of cancer types, we may uncover clear driver mutations

caused by transposable elements and other cancer types that exhibit high levels of in-

sertional mutagenesis by transposable elements. Notably, several other studies have

recently been published that detect retrotransposon insertions in cancer genomes from

high-throughput sequencing data, similar to this one [90, 141, 71, 30]. Helman [71] re-

cently produced a very comprehensive study of somatic retrotransposition in cancer, in-

cluding 11 different cancer types and a total of 967 patients using whole genome and ex-

ome sequencing from TCGA. A nearly submitted version of our study that includes only

OV, GBM, and COAD cancer types is available on arXiv (http://arxiv.org/abs/1501.04268).

New technologies and the decreasing cost of sequencing will likely provide new

insights into somatic retrotransposition in the future as studies examine multiple tissues

from a single donor. This is an exciting time for transposable element biology given

our improving ability to explore entire genomes. In this case, whole-genome paired-

end sequencing has allowed us to detect somatic retrotransposition in cancer genomes,

an observation that opens up many new questions regarding the role of mobile DNA

in carcinogenesis and tumor molecular biology. As sequencing technologies and our

ability to detect structural variants improve, so will our ability to characterize new TE

insertions and their parent elements, perhaps gaining further insight into what leads to

tissue or disease specific TE activation.
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Chapter 6

Conclusions and future directions

I created two new data analysis pipelines for analyzing high-throughput whole

genome sequencing datasets with the goal of enabling researchers to uncover tumor

histories and causes. The discord-retro pipeline detects retrotransposon insertions by

finding read pairs where one end maps to an annotated retrotransposon element and

the other maps to a distant unique location in the genome. I applied this method to

a 86 TCGA patients and seven cancer types and found that colon, breast, and lung

cancers showed evidence of somatic retrotransposition, while acute myeloid leukemia,

ovarian cancer and brain cancers did not. This type of analysis has been applied to an

even larger TCGA cohort by Helman et al. [71], and it should be incorporated as part

of all genomic analysis pipelines in order to give a more complete picture of a patients

genome. It is not enough to detect only SNVs, indels, and copy number changes when

we know other classes of mutations can cause disease, too.

Additionally, I developed a pipeline for analyzing copy number changes and

102



novel adjacencies using the CN-AVG method, a framework invented by Drs. Zerbino,

Paten, and Haussler [173]. This pipeline uses the CN-AVG method to find series of

structural rearrangements, or potential evolutionary histories, that give rise to the mu-

tated cancer genome configuration from the germ line genome of a patient. I tested the

method on artificial evolutionary histories generated in silico to calculate its accuracy

and applied the method to a cohort of 16 glioblastoma patients from TCGA.

I built up the CN-AVG data analysis pipeline so that other researchers may

use it to learn about cancer evolution and uncover testable biological hypothesis. For

example, the importance of mutational order for certain cancer types can be tested di-

rectly using mouse models in which mice are genetically engineered to acquire mutations

at specific time points. Zhu et al. used such a model to discover that astrocytomas form

only when p53 loss comes before or concurrently with NF1 loss [174]. As demonstrated

in Section 4.1, the CN-AVG pipeline can be used to gain insight to individual patients’

tumors and therefore would be a useful tool for clinicians or gene therapists. Addi-

tionally, I created ways for combining CN-AVG across patients, so the pipeline can be

used by researchers studying large patient cohorts as well. My thesis work is the first

step towards making the CN-AVG method available and useful to the medical research

community.

In the future, I would like to apply the CN-AVG method to whole genome

sequencing data taken at multiple time points from the same patient and test whether

events that appear early in the CN-AVG predicted history of later time points also

appear in the early time points. This could provide further evidence that the CN-
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AVG method is able to accurately reconstruct the order of structural rearrangements.

Conversely, such an experiment may show that cancer develops in unexpected ways.

For example, a rapidly mutating tumor may exhibit genomes at the later time point

that are too diverged from the first sampling to predict the early events accurately using

CN-AVG. Currently, chronological whole genome sequencing experiments are not widely

available and may be difficult to generate. Studies that do sample tumors multiple times

focus on a small set of mutations rather than whole genome sequencing, presumably due

to limited amounts of tissue. Furthermore, it would be unreasonable to collect multiple

samples from patients at controlled time points for research purposes because nearly all

tumors are inaccessible without surgery, which is typically done only once or a few times

only at the patient’s benefit for obvious reasons. Although sampling blood cancers is

a less invasive procedure and could potentially be done in a time series, these cancers

tend to have very few genomic rearrangments or mutations, making them poor models

for studying genome evolution.

Multiple samples gathered at a single time point but from different regions

of the tumor or from different metastatic lesions may also be used to study cancer

evolution, as discussed in Chapter 2. Barrett oesophagus, a premalignant condition that

leads to oesophageal adenocarcinoma, is an ideal candidate to study in this way because

the diseased tissue spreads gradually upward in the oesophagus as it progresses, creating

a spatially segregated evolutionary path [7, 100]. Although TCGA has not collected

sequential whole genome sequencing (WGS) data for oesophageal adenocarcinoma, it

has obtained WGS samples of metastatic and primary tumors for ten GBM patients.
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For future work I will run these data through the CN-AVG pipeline, using the metastatic

as the later time point and the primary tumor as the early time point.

Researchers study the evolution of cancer not only out of desire to better un-

derstand the disease and improve patient treatment, but because cancer is a great model

for genome evolution. Not only is there a plethora of sequencing data available for the

disease, but tumors evolve on timescales shorter than human lifespans, allowing the

potential to study their evolution in real time. However, the CN-AVG pipeline could be

used to study genomic evolution in contexts outside of cancer, as well. It could be used

to study evolution of species by predicting series of structural rearrangements between

distant species. Additionally, since the method accounts for multi-clonality in a sample,

it can be used in the study of mixed populations of microscopic organisms, or metage-

nomics. Without a reference genome for the whole population, one could still detect

copy number changes in contigs within the population and model the rearrangements

of these contigs with CN-AVG. This may help track how resistance to antibacterial

drugs develops over time or how the microbial ecosystems of the soil or oceans change

in response to environmental perturbations.

Currently, CN-AVG only models evolution of structural rearrangements, leav-

ing out single nucleotide variants (SNVs) and indels, nor does it take biological biases

into account when modeling genome evolution. For example, due to sequence compo-

sition or chromatin structure, breakpoint reuse may be favored in evolution, and this

could be incorporated into the model by lowering the cost function for rearrangements

that use breakpoints from prior events. SNVs and indels could be incorporated into the

105



CN-AVG framework by modeling them as separate sequence paths through the graph,

with copy numbers assigned according to the allelic fraction of each SNV. This strategy

may have a drawback of generateing highly complex graph structures and no consensus

evolutionary path. Alternatively, the evolutionary history of these types of SNVs could

be estimated using allele frequency estimates, as described in Section 2.2. The SNV in-

formation could then be easily overlayed with the history of structural rearrangements

and both mutations types could be further analyzed together.

Yet another strategy to improve the CN-AVG method using SNV data would

be to phase genomes prior to application of the CN-AVG method, providing 46 copy

number profiles as input rather than 23, and setting the default copy number as one

rather than two. Phasing is difficult to do with short read sequencing data because SNVs

cannot be linked unless they coexist on the same reads, in which case they must be within

a few hundred bases of each other. Incorporating single nucleotide polymorphism (SNP)

linkage information from population studies can aid phasing by increasing the number

of linked SNVs. For example, if two somatic variants co-occur with SNPs belonging

to the same haplotype and hence on the same DNA strand, it is likely that the two

somatic variants are likewise on the same strand. Although potentially allowing for a

more accurate picture of a genome, SNP information may be cumbersome to generate

and incorporate into an analysis pipeline. It is more likely that improved sequencing

technology will yield longer reads, making phased genomic sequence the norm. A more

accurate and detailed snapshot of a tumor genome should improve the ability of CN-

AVG to reconstruct its history.
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This work describes a way to predict the chronological order of specific types of

mutations, genomic rearrangements, but understanding a tumor’s genetic evolutionary

history will only be a small piece of the enormous cancer puzzle. Although, as stated

in Chapter 1, cancer is currently understood as a disease of the genome, to understand

it only as a disease of the genome would be an over-simplification and a detriment

to finding a cure. We already know there are numerous environmental factors known

to cause the disease, including infectious agents and chemical carcinogens [162], and

probably just as many factors remain to be discovered. We also know that epigenetics

can play a role in the disease [33], and metabolites have recently been proposed to play

a role in prostate cancer [143] with metabolic changes in general hypothesized to lead

to cancer [20]. Therefore, the complete mutational landscape and history of a tumor

and the precise ordering of every single SNV and structural rearrangement, will not

necessarily explain why the tumor arose in the first place or even how to treat it in the

long run. We may determine which mutations occurred first and are therefore probably

driving the cancer, but this will not explain why or how those first mutations arose. It

will be important in future efforts to cure cancer to recognize the limitations of genetic

studies in a time when cancer is frequently described as a genetic disease.

Nevertheless, while genetic mutations are not the complete picture of a diseased

cell, they play a key role in disease and can provide clues to things happening outside

of the genome or outside the cell as well. With genome sequencing becoming common

place, future disease treatment will monitor a tumor genome in real time, allowing its

current unique mutational combination to be precisely targeted by drug combinations.
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Finding evolutionary patterns will give further advantage by allowing us to anticipate

what the next mutational step will be, giving doctors a chance to cut off cancer regrowth

at the outset. The CN-AVG and discord-retro methods will assist in finding these

evolutionary patterns, but it will be important in future evolutionary studies of cancer

to remember that cancer is not simply a genetic disease, but is heavily influenced by the

microenvironment within and without the cell. Cancer development should be viewed

as the evolution of ecological environments as well as of genomes [103].
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stein, Diane Kowalski, Clarence Sasaki, Jose Costa, and Paul M Lizardi. Loss of

149



epigenetic silencing in tumors preferentially affects primate-specific retroelements.

Gene, 448(2):151–67, December 2009.

[150] Mariko Taniguchi-Ikeda, Kazuhiro Kobayashi, Motoi Kanagawa, Chih-chieh Yu,

Kouhei Mori, Tetsuya Oda, Atsushi Kuga, Hiroki Kurahashi, Hasan O Akman,

Salvatore DiMauro, Ryuji Kaji, Toshifumi Yokota, Shin’ichi Takeda, and Tatsushi

Toda. Pathogenic exon-trapping by SVA retrotransposon and rescue in Fukuyama

muscular dystrophy. Nature, 478(7367):127–31, October 2011.

[151] TCGA Research Network. Comprehensive genomic characterization defines hu-

man glioblastoma genes and core pathways. Nature, 455(7216):1061–8, October

2008.

[152] TCGA Research Network. Integrated genomic analyses of ovarian carcinoma.

Nature, 474(7353):609–15, June 2011.

[153] H M Temin. Homology between RNA from Rouse Sarcoma Virous and DNA

from Rouse Sarcoma virus-infected cells. Proceedings of the National Academy of

Sciences, 52:323–329, August 1964.

[154] Erik Teugels, Sylvia De Brakeleer, Guido Goelen, Willy Lissens, Erica Sermijn,
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Appendix A

Additional CN-AVG results for TCGA

GBM patients

The following are plots for checking the quality of CN-AVG sampling as in

Figure 4.2, and for viewing the overall consensus evolutionary history as in Figure 4.3

for three other TCGA GBM patients.
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Figure A.1: Plots for checking the quality of CN-AVG sampling for patient 0152. The
flat cost curves in the top left show that we have reached a cost minimum in the
sampling. The bottom left plot shows that about 40 of the histories are the same
between independent runs. The histogram in the top right shows that the likelihood
scores have a bimodal distribution, so the sample is behaving as the simulations did.
Lastly, the bottom right plot shows that there are 34 to 36 consistent events, and that
more sampling will not change this set.
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Figure A.2: Overview of the events in patient 0152 with likelihood of greater than 0.1
in the CN-AVG sampling, labeled with commonly mutated genes in GBM. Here we
see a large amplification of MDM1 and MDM2 early in the tumor, followed by several
other amplifications throughout its history. CCND2 and CDK4, both cyclins involved
in tumor suppressor pathways, are deleted early. Of note, this patient has a double
minute chromosome containing MDM1 and MDM2, which would explain the extremely
high copy numbers of those genes.
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Figure A.3: Plots for checking the quality of CN-AVG sampling for patient 0155. The
cost curves in the top left show how the random starting point in the sampling affects
the results, with some sampling runs achieving much lower costs than others. This
illustrates the importance of multiple random starts in MCMC. The bottom left plot
shows that a little over 40% of the histories are the same between independent runs,
and that the sampling within a single run never reaches this level of diversity, as it lies
at around 60%. The histogram in the top right shows that the likelihood scores have a
bimodal distribution, although the modes are not as strong as in the simulations. For
this sample, we may want to chood a more stringent cutoff (0.8) for a set of accurate
events. Lastly, the bottom right plot shows that there are 32 consistent events, and
that more sampling will not change this set.
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Figure A.4: Overview of the events in patient 0155 with likelihood of greater than
0.1 in the CN-AVG sampling, labeled with commonly mutated genes in GBM. In this
patient, there is an early complete loss of CCNE1 (at -2 copy number change and near
1.0 prevalence) followed by multiple EGFR amplifications, although at a low amplitude.
PDGFRA, another growth factor receptor, is amplified after EGFR.
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Figure A.5: Plots for checking the quality of CN-AVG sampling for patient 0185. The
cost curves in the top left show that all sampling runs converge to similar costs. The
bottom left plot shows that around 30% of the histories are the same between indepen-
dent runs, and that the sampling within a single run never reaches this level of diversity,
as it lies at around 60%. The histogram in the top right shows that the likelihood scores
have a bimodal distribution, although the modes are not as strong as in the simulations.
For this sample, we may want to chood a more stringent cutoff (0.8) for a set of accurate
events. Lastly, the bottom right plot shows that there are around 30 consistent events,
and that more sampling will not change this set.
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Figure A.6: Overview of the events in patient 0185 with likelihood of greater than 0.1
in the CN-AVG sampling, labeled with commonly mutated genes in GBM. Similar to
patient 0145, we see multiple amplifications of EGFR early on in tumor formation, and
may indicate the presence of a double minute. We also see some deletions of EGFR, and
this type of balancing effect may also indicate double minute formation, as it results
from complex genomic rearrangements occurring over multiple genomic regions. CN-
AVG may be constructing a history in which EGFR was amplified as part of a large
chromosomal amplification and subsequently deleted in a subset of cells.
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