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ABSTRACT OF THE THESIS

Towards Theoretical Analysis

and Empirical Improvement of Certified Robust Training

by

Yihan Wang

Master of Science in Computer Science

University of California, Los Angeles, 2022

Professor Cho-Jui Hsieh, Chair

Recently, bound propagation based certified robust training methods have been proposed

for training neural networks with certifiable robustness guarantees. Despite that state-of-

the-art (SOTA) methods including interval bound propagation (IBP) and CROWN-IBP

have succeeded in providing certified robustness with efficient per-batch training complexity,

there are several challenges faced by these certified robust training methods. First, they

usually use a long warmup schedule with hundreds or thousands epochs to increase the

perturbation radius for SOTA performance and are thus still costly. Second, the convergence

of IBP training remains unknown. In this paper, we identify two important issues related

to slow warmup schedule for IBP training, namely exploded bounds at initialization, and

the imbalance in ReLU activation states. These two issues make certified training difficult

and unstable, and thereby long warmup schedules were needed in prior works. We proposed

improvements to mitigate these issues and we are able to obtain 65.03% verified error on

CIFAR-10 (ε = 8
255

) using very short training schedules. For the convergence problem,

we show that for a randomly initialized two-layer ReLU neural network with logistic loss,
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with sufficiently small perturbation radius and large network width, gradient descent for IBP

training can converge to zero training robust error with a linear convergence rate with a high

probability, and at this convergence state the robustness certification by IBP can accurately

reflect the true robustness of the network.
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CHAPTER 1

Introduction

As the development of machine learning algorithms, machine learning models have been

successfully applied in many safety-critical areas like autonomous driving. And the safety

of machine learning models has attracted lots of attention. One critical problem of ma-

chine learning is the adversarial examples [SZS13, GSS15, CW17, KGB16, CZC17, MMS18,

SZC18, CZK19], which can fool machine learning models with imperceptible perturbations

that do not change the latent content. The robustness can be evaluated empirically by adver-

sarial attack. And many methods are also proposed to improve the empirical robustness of

models, such as adversarial training [MMS18], which augments the training with adversarial

examples. However, the empirical robustness by adversarial training is not certified, and can

be attacked by stronger attacks [CW17]. Therefore, some recent works propose to evaluate

the robustness by verification, which verify whether the model is safe within a given range

by verifying the worst case in the range [KBD17, ZWC18, WK18, SGM18, SGP19, BTT17,

RSL18, WPW18, XSZ20, WZX21]. Based on the evaluation, certified robust training is pro-

posed to improve the certified robustness by minimizing the upper bound of a certified loss

within the given perturbation range. Among the certified training methods, Interval Bound

Propagation (IBP)[GDS18, MGV18] and CROWN-IBP [ZCX20, XSZ20] can produce the

certified bounds the most efficiently, while CROWN [ZWC18] can produce tighter bounds

with a higher computational complexity. However, there are still several challenges remain-

ing for certified training. First, certified training needs a long warm-up schedule to gradually

increase the perturbation radius ε from zero to the maximum radius in the beginning of the

training. Otherwise, the training can be very easy to be trapped into local minima. Second,
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certified training suffers significant underfitting problem instead of overfitting. Even the

training certified error is difficult to decrease with a sufficiently large network width. This

indicates that there might be some essential difference between certified training and clean

training. As a simplified case, we focus on IBP training in our discussion, which is also

potentially able to be extended to other certified robust training methods.

For the slow warm-up schedule of certified training, we identified two issues in IBP

training. The first is the exploded bounds problems. The certified bounds of intermediate

layers can explode when passed through the layers, which leads to very loose bounds at the

last layer and can harm the training performance. To address this, we propose to use a special

initialization for IBP training and an explicit regularization to stabilize the certified bounds

at initialization. The second is the imbalanced ReLU status problem. The relaxation for

ReLU neurons in IBP training encourages the ReLU neurons to be inactive for tight bounds,

which can harm the capacity of network and harm the certified robustness. We proposed

to add BatchNormalization layers after each convolutional layer to mitigate the imbalance

problem and also use an explicit regularizer to control the ReLU imbalance pattern. With

these improvements, we are able to achieve state-of-the-art certified robust accuracy in 160

epochs in total compared to thousands or hundreds of training epochs in previous work.

For the difficulty in IBP training, we give the first convergence analysis of IBP training.

We show that for a randomly initialized two-layer ReLU neural network with logistic loss,

with sufficiently small perturbation radius and large network width, gradient descent for IBP

training can converge to zero training robust error with a linear convergence rate with a high

probability, and at this convergence state the robustness certification by IBP can accurately

reflect the true robustness of the network. On the other hand, if the perturbation radius is

relatively large, the convergence is not guaranteed even with large network width, which is

essentially different from standard training.
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CHAPTER 2

Interval Bound Propagation and IBP training

2.1 Certified Defense

Robust training can be formulated as solving a min-max optimization problem:

min
θ

E(x,y)∈X

[
max
δ∈∆(x)

L(fθ(x + δ), y)

]
, (2.1)

where fθ stands for a neural network parameterized by θ, X is the data distribution, x is

a data example, y is its ground-truth label, δ is a perturbation constrained by specification

∆(x), and L is the loss function. Empirical robust training like adversarial training [GSS15,

MMS18] solves the inner-max of 2.1 by adversarial attack. While adversarial training can

obtain effective empirical robustness, it is not certifiable robust and can be attacked by

stronger attack methods [CW17]. In contrast, certified robust training methods compute a

certified upper bound for for the inner maximization, which can give a provable guarantee

on the robustness after training.

For certified robust training, some works applies semidefinite relaxation for small net-

works, and another line of works use linear relaxation based bound propagation [GDS18,

MGV18, ZCX20, XSZ20, ZWC18]. Among the linear relaxation based methods, Interval

Bound Propagation (IBP) [GDS18, MGV18] is one of the most efficient methods that prop-

agate the upper and lower bounds in the forward pass.
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2.2 Interval Bound Propagation (IBP)

We consider a network fθ with L layers, indexed by i = 1, 2, ..., L. We use hi to denote the

pre-activation output value of the i-th layer, and hi,j denotes the j-th neuron in the i-th layer.

We also use zi = ReLU(hi) to denote the post-activation value. For a convolutional or fully-

connected layer, we use Wi and bi to denote its parameters, where Wi ∈ Rri×ni ,b ∈ Rri ,

and ri and ni are called the “fan-out” and “fan-in” number of the layer respectively [HZR15].

This is straightforward for a fully-connected layer, and for a convolutional layer with kernel

size k, cin input channels and cout output channels, we can still view the convolution as an

affine transformation with ni = k2cin and ri = cout. In particular, we use h0 = x + δ to

denote the input layer perturbed by δ (z0 is not applicable).

In IBP [MGV18, GDS18], it computes and propagates lower and upper bound intervals

layer by layer until the last layer.

For pre-activation hi, its interval bounds can be denoted as [hi,hi], where hi ≤ hi ≤

hi (∀‖δ‖∞ ≤ ε). Similarly, there are also post-activation interval bounds [zi, zi]. For an

affine layer with weight Wi, we can formulate the bound propagation as

hi = Wi,+zi−1 + Wi,−zi−1 + bi, hi = Wi,+zi−1 + Wi,−zi−1 + bi, (2.2)

2.3 Interval Bound Propagation (IBP) Training

In IBP training, we can extend the network with a loss operation, for which we can also get

its interval bounds by propagating from its inputs. And for Loss L, we can get its upper

and lower bounds within the perturbation set δ ∈ ∆(x) as L ≤ L ≤ L. Then in certified

training, we can relax 2.1 as

min
θ

E(x,y)∈X
[
L(fθ(x), y)

]
, (2.3)
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2.4 Slow Certified Training with Long Warm-up Schedule

Certified robust training including IBP and CROWN-IBP training remains costly and chal-

lenging, mainly due to their unstable training behavior – they could easily diverge or stuck

at a degenerate solution without a long “warmup” schedule. The warmup schedule here

refers to training the model with a regular (non-robust) loss first and then gradually in-

creasing the perturbation radius from 0 to the target value in the robust loss (some previous

works also refer to it as “ramp-up”). For example, generalized CROWN-IBP in [XSZ20]

used 900 epochs for warmup and 2,000 epochs in total to train a convolutional model on

CIFAR-10 [KH09].

2.5 Difficulty in IBP Convergence

Despite being one of the most successful certified defense methods, the convergence properties

of IBP training remained unknown. For natural neural network training (training without

considering adversarial perturbation, aka standard training), it has been shown that gradient

descent for overparameterized networks can provably converge to a global minimizer with

random initialization [LL18, DZP18, DLL18, JGH18, ALS18, ZCZ18]. Compared to natural

neural network training, IBP-based robust training has a very different training scheme, and

thus requires a different convergence analysis. First, in the robust training problem, input

data can contain adversarial perturbations, and the training objective is to minimize a robust

loss rather than a natural loss. Second, IBP training essentially optimizes an augmented

network which contains IBP bound computation rather than standard neural networks, as

illustrated in [ZCX20]. Third, in IBP training, the activation state of each neuron depends

on the certified bounds rather than the value in natural neural network computation, and

this introduces additional perturbation-related terms in the convergence analysis for IBP.

Also, some empirical experiments show that convergence of IBP-based robust training is

much more difficult than standard training. And in some settings, this difficulty can not be
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addressed by simply enlarging width like standard training.
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CHAPTER 3

Fast IBP Training with Shorter Warm-up

3.1 Two Issues in Existing IBP training

In this section, we analyze the issues in existing IBP training. In particular, we identify two

issues, including exploded bounds at initialization, and also the imbalance between ReLU

activation states.

3.1.0.1 Exploded Bounds at Initialization

For simplicity, we assume the network has a feedforward architecture in this analysis, but the

analysis can also be easily extended to other architectures. For affine layer hi = Wizi−1 +bi,

the IBP bound computation is as follows:

hi = Wi,+zi−1 + Wi,−zi−1 + bi, hi = Wi,+zi−1 + Wi,−zi−1 + bi, (3.1)

where Wi,+ stands for retaining positive elements in Wi only while setting other elements to

zero, and vice versa for Wi,−. hi can be viewed as a function with the post-activation value

of the previous layer zi as input, denoted as hi(zi). In Eq. (3.1), the IBP bounds guarantee

that hi ≤ hi(zi) ≤ hi (∀zi ≤ zi ≤ zi) for element-wise “≤”. We then check the tightness of

the interval bounds:

∆i = hi − hi = |Wi|(zi−1 − zi−1) = |Wi|δi−1, (3.2)
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where ∆i denotes the gap between the upper and lower bounds, which can reflect the tightness

of the bounds, and |Wi| stands for taking the absolute value element-wise. At initialization,

we assume that each Wi independently follows a distribution with zero mean and variance

σ2
i , and the distribution is symmetric about 0. For a vector or matrix with independent

elements following the same distribution, we use E(·) to denote the expectation of this

distribution. We can view each element in vector ∆i as a random variable that follows the

same distribution, and we denote its expectation as E(∆i), to measure the expected tightness

at layer i. As Wi and δi−1 are independent, we have E(∆i) = niE(|Wi|)E(δi−1). Detailed in

Appendix ??, we further have E(δi) = E(ReLU(hi)− ReLU(hi)) = 1
2
E(∆i), and

E(∆i) =
ni
2
E(|Wi|)E(∆i−1). (3.3)

Empirically, we can estimate E(∆i) given a batch of concrete data, by taking the mean,

and we use Ê(∆i) to denote the result of the empirical estimation.

We define a metric to characterize to what extent the certified bounds become looser,

after propagating bounds from layer i− 1 to layer i:

Definition 1. We define the difference gain when bounds are propagated from layer i− 1 to

layer i:

E(∆i)/E(∆i−1) =
ni
2
E(|Wi|). (3.4)

Bounds are considered to be stable if the difference gain E(∆i)/E(∆i−1) is close to 1.

A large difference gain indicates exploded bounds, but it cannot be much smaller than

1 either to avoid signal vanishing in the model. We find that weight initialization in prior

works have large difference gain values especially for layers with larger ni. For example, for

the widely used Xavier initialization [GB10], the difference gain is 1
4

√
ni, and it can be as

large as 45.25 when ni = 32768 for a fully-connected layer in experiments.

This indicates that certified bounds explode at initialization. We illustrate the bound

8



explosion in Figure 3.1. And in 3.1, we show difference gains for different initializations.

We show both closed form result and empirical values for a 7-layer CNN model with ni ∈

{27, 576, 1152, 32768} (without BN). The concrete values are obtained by computing the

mean of 100 random trials respectively. For orthogonal initialization, obtaining a closed

form of difference gain is non-trivial so we omit its closed-form result, but it has large

difference gains under empirical measurements.

As a result, long warmup schedules are important in previous works, to gradually tighten

certified bounds and ease training, but this is inefficient.

Table 3.1: List of several weight initialization methods and their difference gain.

Method Adopted by
Difference Gain

Closed form ni = 27 ni = 576 ni = 1152 ni = 32768

Xavier (uniform) [GB10] [ZCX20, XSZ20] 1
4

√
ni 1.30 6.00 8.48 45.25

Xavier (Gaussian) [GB10] -
√

1
2π

√
ni 2.07 9.57 13.54 72.2

Kaiming (uniform) [HZR15] -
√

3
4

√
ni 3.20 14.70 20.77 110.85

Kaiming (Gaussian) [HZR15] -
√

1
π

√
ni 2.93 13.54 19.15 102.13

Orthogonal [SMG13] [GDS18] - 2.09 9.58 13.54 72.22
IBP Initialization This work 1 1.01 1.00 1.00 1.00

3.1.0.2 Imbalanced ReLU Activation States

We show another issue in existing certified training, where the models have a bias towards

inactive ReLU neurons. Here “inactive ReLU neurons” are defined as neurons with non-

positive pre-activation upper bounds (hi,j ≤ 0), i.e., they are always inactive regardless of

input perturbations. Similarly, active ReLU neurons have non-negative pre-activation lower

bounds (hi,j ≥ 0). There are also unstable ReLU neurons with uncertain activation states

given different input perturbations (hi,j ≤ 0≤hi,j). In IBP training, inactive neurons have

tighter bounds than active and unstable ones as shown in Figure ?? in Appendix ??, and

thus the optimization tends to push the neurons to be inactive. We show this imbalance

ReLU status in Figure 3.2 (vanilla w/o BN), and it is more severe when the warmup is

9



Conv
n = 27
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Figure 3.1: We show that certified bounds
explode at initialization, in a simple un-
trained CNN (the classification layer is omit-
ted) using Xavier initialization. We plot
log Ê(∆i) for each layer i.
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Figure 3.2: Ratios of active and unstable
ReLU neurons for CNN-7 on CIFAR-10 with
different settings. The vanilla ones are not
regularized, and “vanilla (w/o BN)” does
not use BN either.

shorter. Too many inactive neurons indicates that many neurons are essentially unused or

dead, which will harm the model’s capacity and block gradients as discussed by [LSS19] on

standard training.

3.2 Proposed Method for Fast IBP Training

3.2.1 IBP initialization

We propose a new IBP initialization for IBP training. Specifically, we independently ini-

tialize each element in Wi following a normal distribution N (0, σ2
i ), and we aim to choose

a value for σi such that the difference gain defined in Eq. (3.4) is exactly 1. When ele-

ments in Wi follow the normal distribution, we have E(|Wi|) =
√

2/πσi, and thereby we

take σi =
√

2π
ni

, which makes the difference gain ni
2
E(|Wi|) exactly 1. This initialization

can further be calibrated for non-feedforward networks such as ResNet, please refer to [] for

details.
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3.2.2 Batch Normalization

Batch normalization (BN) [IS15] normalizes the input of each layer to a distribution with

stable mean and variance. It can improve the optimization for DNN as shown in prior

works for standard DNN training [IS15, Van17, STI18]. In addition, for IBP training, BN

can normalize the variance of bounds, and it can also improve the balance of ReLU acti-

vation states by shifting the center of upper and lower bounds to zero (before the addi-

tional linear transformation which comes after the normalization). In prior certified training

works [GDS18, ZCX20, XSZ20], they only used BN for some layers in some models but

not all layers, and they did not identify the benefit of BN in certified training. We em-

pirically demonstrate that fully adding BN to each affine layer can significantly mitigate

the imbalance ReLU issue and improve IBP training. We follow the BN implementation

by [WSM18, XSZ20] for certified training, where the shifting and scaling parameters are

computed from unperturbed data.

Note that our previous analysis on IBP initialization considers a network without BN.

BN which rescales the output of each layer can still affect the tightness of IBP bounds,

and the effect of IBP initialization may be weakened. This is a limitation of the proposed

initialization which could possibly be improved by considering the effect of BN in future

work.

3.2.3 Warmup Regularization

To further address the aforementioned two issues in Sec. 3.1, and to explicitly stabilize the

tightness of certified bounds and balance ReLU neuron states, we add two regularizers in

the warmup stage of IBP training, The regularizers are principled and motivated by the two

issues we discover.
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3.2.3.1 Bound Tightness Regularizer

Similar to the goal of stabilizing certified bounds at initialization, we also expect to keep the

mean value of ∆i in the current batch, Ê(∆i), stable along the warmup. Note that Ê(∆i)

is empirically computed from a concrete batch and different from the expectation E(∆i) at

initialization In the initialization, we aim to make E(∆i) ≈ E(∆i−1). Here, we relax the goal

to making τ Ê(∆i) ≤ Ê(∆0) with a configurable tolerance value τ (0<τ≤1), to balance the

regularization power and the model capacity. We add the following regularization term:

Ltightness =
1

τm

m∑
i=1

ReLU(τ − Ê(∆0)

Ê(∆i)
), (3.5)

where the training is penalized only when τ Ê(∆i) > Ê(∆0) due to the clipping effect by

ReLU(·).

3.2.3.2 ReLU activation states balancing regularizer

To balance ReLU activation states, we expect to balance the impact of active ReLU neurons

and inactive neurons respectively. Here, we consider the center of the interval bound, ci =

(hi + hi)/2, and we model the impact as the contribution of each type of neurons to the

mean and variance of the whole layer, i.e., Ê(ci) and Var(ci) respectively. Note that in the

beginning almost all neurons are unstable, and gradually most neurons become either active

or inactive. Therefore, we add this regularizer only when there is at least one active neuron

and one inactive neuron, which generally holds true unless at the training start. We use

αi to denote the ratio between the contribution of the active neurons and inactive neurons

respectively to Ê(ci), and similarly we use βi to denote the ratio of contribution to Var(ci).

They are computed as:

αi =

∑
j I(hi,j > 0)ci,j

−
∑

j I(hi,j < 0)ci,j
, βi =

∑
j I(hi,j > 0)(ci,j − Ê(ci))

2∑
j I(hi,j < 0)(ci,j − Ê(ci))2

,

12



and in general αi, βi > 0. We regard that the activation states are roughly balanced if

αi and βi are close to 1. With the same aforementioned tolerance τ , we expect to make

τ≤αi, βi≤1/τ , which is equivalent to making min(αi, 1/αi) ≥ τ, min(βi, 1/βi) ≥ τ . Thereby

we design the following regularization term:

Lrelu =
1

τm

m∑
i=1

(
ReLU(τ −min(αi,

1

αi
)) + ReLU(τ −min(βi,

1

βi
))

)
. (3.6)

3.2.4 Training Objectives

Certified robust training solves the robust optimization problem as Eq. (2.1), and when the

inner maximization is verifiably solved, the base training objective without regularization is:

Lrob = L(fθ,x, y, ε), where L(fθ,x, y, ε) ≥ max
‖δ‖∞≤ε

L(fθ(x + δ), y), (3.7)

such that L(fθ,x, y, ε) is an upper bound of L(fθ(x+δ), y) given by a robustness verifier, e.g.,

IBP. In our proposed method, we first initialize the parameters with our IBP initialization,

and then we perform a short warmup with gradually increasing ε (0 ≤ ε ≤ εtarget), where

εtarget stands for the target perturbation radius that is usually equal to or slightly larger than

the maximum perturbation radius used for test.

Our training objective L combines the ordinary objective Eq. (3.7) and the proposed

regularizers:

L = Lrob + λ(Ltightness + Lrelu), (3.8)

where λ is for balancing the regularizers and the original Lrob loss. For simplicity and

efficiency, we use IBP to compute the bounds in Lrob and the regularizers. During warmup,

we also gradually decrease λ from λ0 to 0 as ε grows, where λ = λ0(1 − ε/εtarget). After

warmup, we only use L = Lrob for final training with εtarget. Note that in the regularizers,

the value of each ReLU(·) term has the same range [0, τ ], and thus in Eq. (3.8) we directly

sum up them without weighing them for simplicity. In test, we still only use pure IBP bounds
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without any other tighter method.

3.3 Experiments

In the experiments, we demonstrate the effectiveness of our proposed method for training cer-

tifiably robust neural networks more efficiently while achieving better or comparable verified

errors.

3.3.1 Settings

We adopt two datasets, MNIST [LCB10], CIFAR-10 [KH09]. Following [XSZ20], we consider

three model architectures: a 7-layer feedforward convolutional network (CNN-7), Wide-

ResNet [ZK16] and ResNeXt [XGD17]. According our discussion in Sec. 3.2.2, we also

modify the models to fully add a BN after every convolutional or fully-connected layer. For

target perturbation radii, we mainly use εtarget = 0.4 for MNIST, εtarget = 8/255 for CIFAR-

10, and εtarget = 1/255 for TinyImageNet, following prior works. We mainly compare with

the following SOTA baselines on all the settings (note that in our main results, we also make

these baselines use models with full BNs unless otherwise indicated):
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Table 3.2: Standard and verified error rates (%) of models trained with different methods
respectively on MNIST (εtarget =0.4) and CIFAR-10 (εtarget =8/255). Schedule is represented
as the total number of epochs and the number of epochs in each of the three phases with
ε = 0, increasing ε ∈ (0, εtarget) and final ε = εtarget respectively. We report the mean and
standard deviation of the results on 5 repeats for CNN-7 and 3 repeats for Wide-ResNet
and ResNeXt respectively. All models include BN after every layer (see Sec. 3.2.2). We also
report the best run in “Ours (best)” since main results in prior works did not have repeats.
Literature results with the “†” mark are concurrent works.

Dataset
Schedule

Method
CNN-7 (with full BN) Wide-ResNet (with full BN) ResNeXt (with full BN)

(epochs) Standard Verified Standard Verified Standard Verified

MNIST

70 (0+20+50)

Vanilla IBP 2.59 ± 0.06 12.03 ± 0.09 3.18 ± 0.05 12.93 ± 0.17 4.09 ± 0.46 15.36 ± 0.94
CROWN-IBP a 2.75 ± 0.12 12.04 ± 0.22 3.39 ± 0.05 13.10 ± 0.15 4.22 ± 0.53 15.24 ± 0.78

Ours 2.33 ± 0.08 11.03 ± 0.13 2.77 ± 0.02 11.76 ± 0.07 3.22 ± 0.08 13.43 ± 0.17
Ours (best) 2.20 10.82 2.75 11.69 3.17 13.20

Literature results Warmup Total (epochs) Standard Verified
[GDS18] (2K+10K) steps 100 1.66 15.01 b

[ZCX20] (9 + 51) epochs 200 2.17 12.06
†IBP+ParamRamp [LGW21] e (9 + 51) epochs 200 2.16 10.88

†CROWN-IBP+ParamRamp [LGW21] e (9 + 51) epochs 200 2.36 10.61

CIFAR-10

70 (1+20+49)
Vanilla IBP 58.72 ± 0.27 69.88 ± 0.10 58.85 ± 0.22 69.77 ± 0.32 60.10 ± 0.27 71.19 ± 0.21

CROWN-IBP a 63.19 ± 0.36 71.29 ± 0.19 62.76 ± 0.23 71.82 ± 0.30 64.75 ± 0.50 72.50 ± 0.20
Ours 56.64 ± 0.48 68.81 ± 0.24 56.74 ± 0.40 68.71 ± 0.29 59.33 ± 0.86 70.62 ± 0.59

160 (1+80+79)

Vanilla IBP 53.80 ± 0.71 67.01 ± 0.29 54.31 ± 0.46 67.45 ± 0.21 55.23 ± 0.12 68.28 ± 0.15
CROWN-IBP a 58.76 ± 0.76 69.67 ± 0.38 60.39 ± 0.33 70.07 ± 0.42 61.08 ± 0.35 71.26 ± 0.11

Ours 51.72 ± 0.40 65.58 ± 0.32 51.95 ± 0.27 65.91 ± 0.14 53.68 ± 0.33 66.91 ± 0.40
Ours (best) 51.06 65.03 51.63 65.72 53.38 66.41

Literature results Warmup Total (epochs) Standard Verified
[GDS18] (5K+50K) steps 3,200 50.51 68.44 c

[ZCX20] (320 + 1600) epochs 3,200 54.02 66.94
[BV20] N/A d 800 48.3 72.5
[XSZ20] (100 + 800) epochs 2,000 53.71 66.62

†IBP+ParamRamp [LGW21] e (320 + 1600) epochs 3,200 55.28 67.09
†CROWN-IBP+ParamRamp [LGW21] e (320 + 1600) epochs 3,200 51.94 65.08

†`∞-dist net (other architecture) [ZCL21] f N/A f 800 48.32 64.90

a CROWN-IBP here follows [XSZ20] with loss fusion for efficiency, but we found it does not perform well
with a short training schedule under our settings and usually requires a longer schedule to achieve good
results.

b Some test results in [GDS18] are obtained with costly mixed integer programming (MIP) and linear
programming (LP); we take IBP verified errors for fair comparison following [ZCX20].

c Additional PGD adversarial training was involved for this result, according to [ZCX20].
d [BV20] used a different training scheme and train the network layer by layer.
e [LGW21] use IBP-based and CROWN-IBP-based training respectively with their parameterized activa-
tion, and they use a tighter linear bound propagation method for testing instead of IBP.

f [ZCL21] use a very different model architecture with `∞ distance neurons rather than traditional DNNs,
but still need a long schedule on both ε and `p norm where p is gradually increased until ∞.
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We conduct certified robust training using relatively short warmup schedules to demon-

strate the effectiveness of our proposed techniques for fast training. We show the results

in Table 3.2 for MNIST, CIFAR-10. Compared to Vanilla IBP and CROWN-IBP, our im-

proved IBP training consistently achieves lower standard errors and verified errors under

same schedules respectively, where BN is added to the models for all these three training

methods. We find that CROWN-IBP with loss fusion [XSZ20] tends to require a larger

number of epochs to obtain good results and it sometimes underperform Vanilla IBP under

short schedules, but disabling loss fusion can make it much more costly and unscalable. In

terms of the best results, we achieve verified error 10.82% on MNIST εtarget = 0.4, 65.03% on

CIFAR-10 εtarget = 8/255, and 82.36% on TinyImageNet εtarget = 1/255, which makes a no-

table improvement over literature SOTA [GDS18, XSZ20] that used long training schedules.

Compared to concurrent works [LGW21, ZCL21] which use different improvement tech-

niques, we have comparable verified errors, but they still need long training schedules. For

reference, we tried [ZCL21] which used a different architecture with “`∞ distance neurons”

rather than convolution-based DNNs. On CIFAR-10 using 160 total epochs by reducing

their training schedule proportionally, their verified error is 68.44% which is much higher

than ours. Overall, the results demonstrate that our improved IBP training is effective for

more efficient certified robust training with a shorter warmup. For more experiments, please

refer to [SWZ21].
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CHAPTER 4

Convergence Analysis for IBP Training

4.1 Preliminaries

4.1.1 Neural Networks

We consider a similar network architecture as used in [DZP18] – a two-layer ReLU network.

Unlike [DZP18] which considered a regression task with a square loss, here we consider

a classification task where IBP is usually used, and we consider binary classification for

simplicity. On a training dataset {(xi, yi)}ni=1, for every i ∈ [n], (xi, yi) is a training example

with d-dimensional input xi(xi∈Rd) and label yi(yi∈{±1}), and the network output is:

f(W, a,xi) =
1√
m

m∑
r=1

arσ(w>r xi), (4.1)

where m is the width of hidden layer (the first layer) in the network, W ∈ Rm×d is the weight

matrix of the hidden layer, wr(r∈ [m]) is the r-th row of W, a ∈ Rm is the weight vector of

the second layer (output layer) with elements a1, · · · , am, and σ(·) is the activation function.

We assume the activation is ReLU as IBP is typically used with ReLU. For initialization,

we set ar ∼ unif[{1,−1}] and wr ∼ N(0, I). Following [DZP18], we assume the second

layer is fixed after initialization, and we only train the first layer. Since we consider binary

classification, we use a logistic loss. For training example (xi, yi), we define ui(W, a,xi) :=

yif(W, a,xi), and then the loss for this example is computed as l(ui(W, a,xi)) = log(1 +

17



exp(−ui(W, a,xi))), and the standard training loss on the whole training set is

L =
n∑
i=1

l(ui(W, a,xi)) =
n∑
i=1

log

(
1 + exp(−ui(W, a,xi))

)
. (4.2)

4.1.2 IBP-based Certified Robust Training

In the robust training setting, for some original input xi (∀i ∈ [n]), we consider that the

actual input to the model may be perturbed into xi + ∆i by perturbation ∆i. For a widely

adopted setting in the adversarial robustness area, we consider `∞ perturbations, where the

perturbation is bounded by an `∞ ball with radius ε(0 ≤ ε ≤ 1), i.e., ‖∆i‖∞ ≤ ε. For

the convenience of subsequent analysis and without loss of generality, we set the following

assumption on each xi:

Assumption 1. ∀i ∈ [n], we assume there exists some ξ > 0, such that xi ∈ [ε, 1]d, ‖xi‖2 ≥

ξ.

This assumption can be easily satisfied by normalizing the training data. Through out

the remaining part of this paper, we assume this assumption holds. In [DZP18], they also

assume there are no parallel data points, and in our case we assume this holds under any

possible perturbation, formulated as:

Assumption 2. For perturbation radius ε, we assume that

∀i, j ∈ [n], i 6= j, ∀x′i ∈ B∞(xi, ε), ∀x′j ∈ B∞(xj, ε), x′i ∦ x′j,

where B∞(xi, ε) stands for the `∞ ball with radius ε centered at xi.

IBP training computes and optimizes a robust loss L, which is an upper bound of the

standard loss for any possible perturbation ∆i(∀i ∈ [n]):

L ≥
n∑
i=1

max
∆i

{
log
(

1 + exp(−yif(W, a,xi + ∆i))
)
| ‖∆i‖∞ ≤ ε

}
.
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To compute L, since log(·) and exp(·) are both monotonic, for every i ∈ [n], IBP first

computes the lower bound of ui(W, a,xi + ∆i) for ‖∆i‖∞ ≤ ε, denoted as ui. Then the IBP

robust loss is:

L =
n∑
i=1

log(1 + exp(−ui)), where ui ≤ min
∆i

ui(W, a,xi + ∆i) (i = 1, 2, · · · , n). (4.3)

For all i ∈ [n], IBP computes and propagates an interval lower and upper bound for each

neuron in the network, and then ui is equivalent to the lower bound of the final output

neuron. Initially, the interval bound of the input is [xi − ε · 1,x + ε · 1]. Given constraints

of ∆i, we have the interval bound of each neuron in the first layer:

∀r ∈ [m], σ
(
w>r xi − ε‖wr‖1

)
≤ σ

(
w>r (xi + ∆i)

)
≤ σ

(
w>r xi + ε‖wr‖1

)
. (4.4)

Then these interval bounds are propagated to the second layer. We focus on the lower bound

of ui, which can be computed from the bounds of the first layer by considering the sign of

multiplier yiar:

ui = yi
1√
m

m∑
r=1

arσ(w>r (xi + ∆i)) (4.5)

≥ 1√
m

m∑
r=1

1(yiar = 1)σ
(
w>r xi − ε‖wr‖1

)
+ 1(yiar = −1)σ

(
w>r xi + ε‖wr‖1

)
:= ui. (4.6)

Then the IBP robust loss can be obtained as Eq. (4.3). And we define u := (u1, u2, · · · , un).

For certified robust training, we can define a certified robust accuracy in IBP train-

ing, which is the percentage of examples that IBP bounds can successfully certify that the

prediction is correct for any possible perturbation. For every example i(i ∈ [n]), it is consid-

ered as classified correctly and robustly under IBP verification, if and only if ui > 0 where

ui is computed from IBP. Let ũi be the exact solution of the minimization in Eq. (4.3)

rather than relaxed IBP bounds, we can also define a true robust accuracy, where the
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robustness of prediction requires ũi > 0. The certified robust accuracy by IBP is a provable

lower bound of the true robust accuracy.

4.1.3 Gradient Flow and Gram Matrix

To analyze the convergence of IBP training, we adopt a continuous time analysis with gradi-

ent flow, which is gradient descent with infinitesimal step size and is also used in prior works

for standard training [ACH18, DLL18, DZP18]. In the gradient flow for IBP training,

∀r ∈ [m],
dwr(t)

dt
= − ∂L(t)

∂wr(t)
, (4.7)

where w1(t),w2(t), · · · ,wm(t) are rows of the weight matrix at time t, and L(t) is the IBP

robust loss defined as Eq. (4.3) using weights at time t.

Under the gradient flow setting as Eq. (4.7), for all i ∈ [n], we analyze the dynamics of

ui during IBP training, and we use ui(t) to denote the value of ui at time t:

d

dt
ui(t) =

m∑
r=1

〈
∂ui(t)

∂wr(t)
,
dwr(t)

dt

〉
=

n∑
j=1

−l′(uj)Hij(t), (4.8)

where l′(uj) is the derivative of the loss, H(t) is defined as Hij(t) =
∑m

r=1

〈
∂ui(t)

∂wr(t)
,
∂uj(t)

∂wr(t)

〉
(∀1 ≤ i, j ≤ n), and we provide a detailed derivation in Appendix ??. With the definition

of H, we can describe the dynamic of ui under the gradient flow using H.

From Eq. (4.6), ∀i ∈ [n], r ∈ [m], derivative
∂ui(t)

∂wr(t)
can be computed as follows:

∂ui(t)

∂wr(t)
=

1√
m
yiar

(
A+
ri(t)(xi − ε sign(wr(t))) + A−ri(t)(xi + ε sign(wr(t)))

)
,
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where sign(wr(t)) is element-wise for wr(t), and we define indicators

A+
ri(t) := 1(yiar = 1,wr(t)

>xi − ε‖wr(t)‖1 > 0), (4.9)

A−ri(t) := 1(yiar = −1,wr(t)
>xi + ε‖wr(t)‖1 > 0), (4.10)

where terms (wr(t)
>xi − ε‖wr(t)‖1 > 0) and (wr(t)xi + ε‖wr(t)‖1 > 0) stand for the active

status of the activation. Then elements in H can be written as (∀1 ≤ i, j ≤ n):

Hij(t) =
1

m
yiyj

m∑
r=1

a2
r

(
A+
ri(t)(xi − ε sign(wr(t))) + A−ri(t)(xi + ε sign(wr(t)))

)>
(
A+
rj(t)(xj − ε sign(wr(t))) + A−rj(t)(xj + ε sign(wr(t)))

)
(4.11)

=
1

m
yiyj

(
x>i xj

m∑
r=1

αrij(t)− ε
( m∑
r=1

(βrij(t)xi + βrji(t)xj)
> sign(wr(t))

)
+ ε2d

m∑
r=1

γrij(t)
)
,

(4.12)

where αrij(t) = (A+
ri(t) + A−ri(t))(A

+
rj(t) + A−rj(t)), (4.13)

βrij(t) = (A+
ri(t) + A−ri(t))(A

+
rj(t)− A−rj(t)), (4.14)

γrij(t) = (A+
ri(t)− A−ri(t))(A+

rj(t)− A−rj(t)). (4.15)

Further, we define Gram matrix H∞ which is the elementwise expectation of H(0), to char-

acterize H(0) on the random initialization basis:

∀1 ≤ i, j ≤ n, H∞ij := E∀1≤r≤m,wr∼N(0,I),ar∼unif[{−1,1}]Hij(0),

where Hij(0) depends on the initialization of weights wr and ar. We also define λ0 :=

λmin(H∞) as the smallest eigenvalue of H∞.
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4.2 Convergence Analysis for IBP Training

We present the following main theorem which shows the convergence of IBP training under

certain conditions on perturbation radius and network width:

Theorem 1 (Convergence of IBP Training). Suppose Assumption 1 and 2 hold for the

training data, and the `∞ perturbation radius satisfies ε ≤ O(min(
δ2λ20
d2.5n3 ,

√
2dR

log(
√

2πd
R
ξ)

)), where

R = cδλ0
d1.5n2 , c =

√
2πξ

384
. For a two-layer ReLU network (Eq. (4.1)), suppose its width for the

first hidden layer satisfies m ≥ Ω

((
d1.5n4δλ0

δ2λ20−εd2.5n4

)2
)

, and the network is randomly initialized

as ar ∼ unif[{1,−1}],wr ∼ N(0, I), with the second layer fixed during training. Then for

any confidence δ(0< δ < 1), with probability at least 1 − δ, IBP training with gradient flow

can converge to zero training error.

Theorem 2 (Convergence Rate of IBP Training). With the same assumptions and notations

in 1 and t ≤ cδλ0
√
m

d1.5n3 , we have

L(t) ≤ exp

(
2L(0)

)
L(0) exp

(
− λ0t

2

)
,

where L(0) is the IBP loss at initialization t = 0, and wr(t) is the weight wr at time t.

The proof is inspired by the convergence analysis of standard training based on Neural

Tangent Kernel [DZP18]. Please refer to [WSG21] for detailed proof.

4.3 Experiments

We further conduct experiments to compare the convergence of networks with different width

m for natural training and IBP training respectively. We use the MNIST [LCB10] dataset

and choose digit images with label 2 and 5 to construct a binary classification dataset. And

we use a two-layer fully-connected ReLU network with a variable width. In each experiment,

we train the model for 70 epochs. For IBP training, we keep ε fixed throughout the whole
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Figure 4.1: Experimental results.

training process. For all the experiments, we use the SGD optimizer. We present results

in Figure 4.1. First, compared with standard training, for the same network width m, IBP

has higher training errors (Figure 4.1a). Second, for relatively large ε (ε = 0.04), even

if we enlarge m up to 80,000 which is limited by the memory of a single GeForce RTX

2080 GPU, IBP certified robust error is far away from 0 (Figure 4.1a). This is consistent

to our main theorem that when ε is too large, simply enlarging m can not guarantee the

convergence. Moreover, when ε grows even larger, it can be difficult to even start the

training, although standard training is possible. IBP training stucks in a local minima of

random guess (with errors close to 50%) at the beginning of training (Figure 4.1b). Therefore

in IBP-based training, existing works typically use a scheduling on ε to gradually increase

ε from 0 until the target value. Theoretically, we believe that this is partly because λ0 can

be very small with a large perturbation, and then the training can be much more difficult,

while this difficulty cannot be alleviated by simply enlarging the network width m. Overall,

the empirical observations match our theoretical results.
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CHAPTER 5

Conclusion

This paper theoretically analyzes the challenges and difficulty in IBP-based certified robust

training, and also provides empirical improvement for fast and better IBP training. However,

there is still a significant performance gap between certified robust training and empirical

defense methods like adversarial training, and this demands a deeper understanding of the

neural networks and more essential improvements in the future.
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