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Next-generation sequencing (NGS) has effected an explosion of research into the 

relationship between genetic information and a variety of biological conditions. One of the most 

exciting areas of study is how the trillions of microbial species that we share this Earth with affect 

our health. However, the process of extracting useful biological insights from this breadth of data 

is far from trivial. There are numerous statistical and computational considerations in addition to 

the already complex and messy biological problems. In this thesis, I describe my work on 

developing and implementing software to tackle the complex world of statistical microbiome 

analysis. 

In the first part of this thesis, we review the applications and challenges of performing 

dimensionality reduction on microbiome data comprising thousands of microbial taxa. When 

dealing with this high dimensionality, it is imperative to be able to get an overview of the 

community structure in a lower dimensional space that can be both visualized and interpreted. 

We review the statistical considerations for dimensionality reduction and the existing tools and 

algorithms that can and cannot address them. This includes discussions about sparsity, 

compositionality, and phylogenetic signal. We also make recommendations about tools and 

algorithms to consider for different use-cases. 

In the second part of this thesis, we present a new software, Evident, designed to assist 

researchers with statistical analysis of microbiome effect sizes and power analysis. Effect sizes 

of statistical tests are not widely reported in microbiome datasets, limiting the interpretability of 

community differences such as alpha and beta diversity. As more large microbiome studies are 

produced, researchers have the opportunity to mine existing datasets to get a sense of the effect 

size for different biological conditions. These, in turn, can be used to perform power analysis prior 

to designing an experiment, allowing researchers to better allocate resources. We show how 

Evident is scalable to dozens of datasets and provides easy calculation and exploration of effect 

sizes and power analysis from existing data. 
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In the third part of this thesis, we describe a novel investigation into the joint microbiome 

and metabolome axis in colorectal cancer. In most cases of sporadic colorectal cancers (CRC), 

tumorigenesis is a multistep process driven by genomic alterations in concert with dietary 

influences. In addition, mounting evidence has implicated the gut microbiome as an effector in 

the development and progression of CRC. While large meta-analyses have provided mechanistic 

insight into disease progression in CRC patients, study heterogeneity has limited causal 

associations. To address this limitation, multi-omics studies on genetically controlled cohorts of 

mice were performed to distinguish genetic and dietary influences. Diet was identified as the major 

driver of microbial and metabolomic differences, with reductions in alpha diversity and widespread 

changes in cecal metabolites seen in HFD-fed mice. Similarly, the levels of non-classic amino 

acid conjugated forms of the bile acid cholic acid (AA-CAs) increased with HFD. We show that 

these AA-CAs signal through the nuclear receptor FXR and membrane receptor TGR5 to 

functionally impact intestinal stem cell growth. In addition, the poor intestinal permeability of these 

AA-CAs supports their localization in the gut. Moreover, two cryptic microbial strains, Ileibacterium 

valens and Ruminococcus gnavus, were shown to have the capacity to synthesize these AA-CAs. 

This multi-omics dataset from CRC mouse models supports diet-induced shifts in the microbiome 

and metabolome in disease progression with potential utility in directing future diagnostic and 

therapeutic developments. 

In the fourth chapter, we demonstrate a new framework for performing differential 

abundance analysis using customized statistical modeling. As we learn more and more about the 

relationship between the microbiome and biological conditions, experimental protocols are 

becoming more and more complex. For example, meta-analyses, interventions, longitudinal 

studies, etc. are being used to better understand the dynamic nature of the microbiome. However, 

statistical methods to analyze these relationships are lacking – especially in the field of differential 

abundance. Finding biomarkers associated with conditions of interest must be performed with 
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statistical care when dealing with these kinds of experimental designs. We present BIRDMAn, a 

software package integrating probabilistic programming with Stan to build custom models for 

analyzing microbiome data. We show that, on both simulated and real datasets, BIRDMAn is able 

to extract novel biological signals that are missed by existing methods. 

These chapters, taken together, advance our knowledge of statistical analysis of 

microbiome data and provide tools and references for researchers looking to perform analysis on 

their own data. 
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Chapter 1. Applications and comparison of dimensionality reduction 

methods for microbiome data 

 

Abstract 

Dimensionality reduction techniques are a key component of most microbiome studies, 

providing both the ability to tractably visualize complex microbiome datasets and the starting point 

for additional, more formal, statistical analyses. In this review, we discuss the motivation for 

applying dimensionality reduction techniques, the special characteristics of microbiome data such 

as sparsity and compositionality that make this difficult, the different categories of strategies that 

are available for dimensionality reduction, and examples from the literature of how they have been 

successfully applied (together with pitfalls to avoid). We conclude by describing the need for 

further development in the field, in particular combining the power of phylogenetic analysis with 

the ability to handle sparsity, compositionality, and non-normality, as well as discussing current 

techniques that should be applied more widely in future analyses. 

 

1.1. Introduction: what is dimensionality reduction and why do we do it?  

To a first approximation, life on Earth consists of complex microbial communities, with 

“familiar” multicellular organisms such as plants and animals being rounding errors in terms of 

cell count and biomass. The genetic repertoire of such a community is called a “microbiome” 

(Turnbaugh et al., 2007), although the term “microbiome” is often also loosely applied to the 

collection of microbes that make up the community. In either sense, microbiomes are typically 

incredibly complex, containing vast numbers of species and genes, and how samples relate, even 

in well-studied contexts, are not predetermined. For example, in the Earth Microbiome Project 

(EMP) (Thompson et al., 2017) and the work leading up to it (Lozupone and Knight, 2007; Ley et 

https://paperpile.com/c/UXyQvZ/33QY
https://paperpile.com/c/UXyQvZ/DFeB
https://paperpile.com/c/UXyQvZ/G6vc+395Q+FBJ4
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al., 2008; Caporaso et al., 2011), an ontology constructed from the microbe’s perspective based 

on community similarities and differences revealed many surprises, such as a deep separation 

between free-living and host-associated samples, and between saline and non-saline samples. 

Accordingly, to truly understand the microbial perspective, we must get acquainted with the 

structure of the data in human-interpretable formats. This is especially important when we need 

to separate new biological discoveries from technical artifacts, such as distinguishing clusters 

related to different habitats on the human body from artifacts caused by different sequencing 

methodologies such as PCR primers (The Human Microbiome Project Consortium, 2012). 

When microbiome sequencing data (Fig. 1.1a) are arranged into count tables (Fig. 1.1b), 

such as those that count 16S amplicon sequence variants (ASVs) or the microbial genes present 

in a sample, the number of features being counted across all of the samples often vastly 

outnumbers the number of samples observed. This phenomenon of having many features, and 

particularly having far more features than samples, is a hallmark of high-dimensionality. For 

example, the EMP  (Thompson et al., 2017) contained 23,828 samples and represented 307,572 

ASVs, where each of these ASVs is considered a dimension of the resulting count table. This 

degree of high feature dimensionality creates difficulties for interpreting data and calculating 

meaningful statistics, since humans cannot visualize more than 3 dimensions, many of the 

features are noisy or redundant, the number of hypotheses that explain the data is far greater 

than the number of observations, and the number of features can cause run-time issues for 

downstream analysis. These are all common consequences of the "curse of dimensionality". 

Dimensionality reduction transforms a high-dimensional dataset into a representation with fewer 

dimensions, while retaining the key relationships among samples from the full dataset, making 

analysis tractable. Accordingly, dimensionality reduction is a core step in microbiome analyses, 

both for creating human-understandable visualizations of the data and as the basis for further 

analysis.  The EMP used dimensionality reduction to produce plots of the 23,828 samples using 

https://paperpile.com/c/UXyQvZ/G6vc+395Q+FBJ4
https://paperpile.com/c/UXyQvZ/b1PT
https://paperpile.com/c/UXyQvZ/DFeB
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3 coordinates (in contrast to the 307,572 ASVs) that demonstrate the large difference between 

host-associated and non-host-associated microbiomes, and between saline and non-saline free-

living microbiomes (Fig. 1.1c). These differences in microbial communities were subsequently 

statistically validated. This example is particularly salient because it shows the value of preserving 

the structure of the data while using much less information to represent it. Owing to its importance, 

dimensionality reduction methods are included in many analysis packages, including QIIME 2 

(Bolyen et al., 2019), mothur (Schloss et al., 2009), and phyloseq (McMurdie and Holmes, 2013), 

as well as online software such as Qiita (Gonzalez et al., 2018) and MG-RAST (Keegan et al., 

2016).   

  

https://paperpile.com/c/UXyQvZ/f5P9
https://paperpile.com/c/UXyQvZ/XT5r
https://paperpile.com/c/UXyQvZ/h1h0
https://paperpile.com/c/UXyQvZ/eU72
https://paperpile.com/c/UXyQvZ/Q5M0
https://paperpile.com/c/UXyQvZ/Q5M0
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Figure 1.1: Overview of dimensionality reduction pipeline.Nucleotide sequences (a) from a 
biological experiment are organized in a feature table (b) containing the abundance of each 
feature in each sample. (c) Beta diversity plots showing unweighted UniFrac coordinates of EMP 
data annotated by EMPO levels 2 and 3 modified from Thompson et. al. (2017) (CC BY 4.0). 
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In this review, we describe how the characteristics of microbiome data complicate 

dimensionality reduction. We then discuss common strategies for dimensionality reduction, 

examining in detail whether and how they address each of the aspects that, in conjunction, 

confound microbiome analysis. Tried-and-true techniques, although useful, often have conceptual 

and practical problems that limit their utility in the microbiome, due to the inability to handle the 

data's most salient traits simultaneously. In this light, we then focus on examples of how 

dimensionality reduction techniques have been used in the literature, highlighting biological 

findings that have been revealed by each, while also discussing what may have been obscured. 

We then discuss common artifacts of widely used dimensionality reduction techniques, including 

specific pitfalls that users of these techniques must avoid in order to draw conclusions that are 

robust, reproducible, and well-supported by their data. We end with guidance on how 

dimensionality reduction should be used responsibly by practitioners in the field, and with an 

outlook describing how additional techniques that are seldom used today might provide valuable 

advances 

 

1.2. Specific features of microbiome data that complicate dimensionality reduction 

“Microbiome data” most often refers to sequencing results from two primary 

methodologies. The first class of microbiome sequencing is known as “amplicon sequencing” 

where a specific gene or region of a gene is targeted in each sample. 16S, 18S, and ITS 

sequencing approaches all fall under this class of methods. Variants of the targeted nucleotide 

sequences are used as a proxy for discrete microbial taxa. These unique sequences can be 

clustered by sequence similarity into “operational taxonomic units” (OTUs) or used by themselves 

as individual units after denoisers, such as DADA2 & Deblur, resolve the individual sequence 

variants from error-prone sequences (Callahan et al. 2016; Amir et al. 2017). These filtered 

sequences are often called amplicon sequence variants (ASVs) (Callahan et al., 2017) or sub-

https://paperpile.com/c/UXyQvZ/X1rP
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OTUs (sOTUs). The second class of microbiome sequencing is shotgun or whole metagenome 

sequencing. In this method, the DNA from a sample is collected and sequenced broadly. The 

reads are then mapped to a reference database to determine the corresponding units, which can 

range from taxonomic identities to gene families or genes from a specific reference genome. 

The result of these sequence analysis pipelines is typically a “feature table” that counts 

the microbial “units” or features (OTU, ASV, MAG, etc.) associated with each sample. Additionally, 

information about the relationship between features, such as taxonomic identity or gene family, 

can optionally be used to “collapse” the feature table to a lower resolution sum of its units.  At this 

point, the data are generally ready to pursue exploratory analysis with dimensionality reduction.  

However, there are several features common to microbiome data that can make standard 

dimensionality reduction techniques difficult to apply or to interpret. Each method must therefore 

handle each of these key issues or be benchmarked carefully to determine that these issues do 

not strongly affect the results in ways that are problematic for biological interpretation. 

High dimensionality. In this context, “dimensionality” refers to the number of features in a 

feature table. Microbiome data typically have far more features than samples. Across studies 

ranging from tens of samples to tens of thousands of samples, the number of features for 

taxonomic data typically exceeds the number of samples by 20-fold or more. With gene-oriented 

data, the number of genes represented in a metagenomic study typically exceeds samples by 

several orders of magnitude. This can lead many statistical methods to overfit or to produce 

artifactual results. 

Sparsity. Most microbes are not found in most samples, even of the same biospecimen 

type, for example, most human stool specimens from the same population have relatively low 

shared taxa (Allaband et al., 2019). As a result, a feature table containing counts of each microbe 

in each sample often has many zeros corresponding to unobserved microbes. Most 16S 

microbiome datasets do not have even as many as 10% of the possible entries observed in most 

https://paperpile.com/c/UXyQvZ/9Xn4
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of the specimens. Feature tables with this over-abundance of unobserved counts are said to be 

“sparse”, posing problems for statistical analysis. Moreover, the proportion of observed values 

tends to decrease as additional samples are sequenced, often leading to tables with density well 

below 1% (Hamady and Knight, 2009; McDonald et al., 2012). 

Compositionality. In any high-throughput sequencing experiment, we impose an implicit 

limitation and randomness to the number of reads from a given sample due to many factors, 

including the random sub-sampling occurring in the process of collecting samples as well as 

uncontrolled variation in how efficiently each sample is amplified and incorporated into molecular 

libraries for sequencing. This limitation, termed “compositionality”, should always be kept in mind 

when performing any microbiome analysis on abundance data. The total number of sequences 

per sample can affect the distances between samples (Weiss et al. 2017). Strategies such as 

rarefaction and relative abundance normalization are common for normalizing differences in 

sequencing depth. However, the relative amount of one feature in the sample is not independent 

from the counts of the other features. A difference in just one feature of the original sample can 

induce an observation that many other features are also changing (Morton et al. 2019) and neither 

rarefaction nor relative abundance sampling solve this issue. Due to this effect, many 

dimensionality reduction methods, such as PCA, will emphasize false correlations in the data. 

Repeated measures. One of the most challenging experimental aspects to account for in 

dimensionality reduction is repeated measures data, e.g., multiple timepoints from the same 

subject where the variation between subjects may be greater than the variation between 

timepoints (Wu et al., 2011). In the context of dimensionality reduction, subjects or sites with 

multiple samples represented (such as in longitudinal studies or replicate analysis) provide an 

additional source of variation that can inhibit interpretation of the experimental effect of interest; 

the samples from a single subject can be highly correlated, resulting in between-subject 

differences dominating the ordination (e.g., (Song et al., 2016)).  

https://paperpile.com/c/UXyQvZ/QWvu+Le8a
https://paperpile.com/c/UXyQvZ/4365
https://paperpile.com/c/UXyQvZ/b4Ls
https://paperpile.com/c/UXyQvZ/GfWA
https://paperpile.com/c/UXyQvZ/zNPK
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Feature interpretation. Analysis of high-dimensional microbiome data is often motivated 

to find microbial biomarkers associated with observed differences in sample communities 

(Fedarko et al., 2020). This line of inquiry is of interest for diagnosis and/or prognosis of disease 

status, dysbiosis, and a host of other biological questions. Although this task is often addressed 

with differential abundance methods, those methods make specific statistical assumptions and 

may not correspond to the group separation observed in an exploratory analysis performed with 

any dimensionality reduction method (Lin and Peddada, 2020). Thus, methods that offer a 

quantitative justification of their representation in terms of the microbial features are often 

desirable. However, methods with feature importance that are not specifically designed for the 

microbiome often fail to account for compositionality, which can include many false positives due 

to the induced correlation of features, and sparsity, where important but infrequently observed 

features will not be detected (false negatives). 

Complex patterns. Microbiome data are often assumed to contain clusters or gradients 

(Kuczynski et al., 2010). For example, multiple samples swabbed from one's own keyboard are 

more likely to be similar to each other than samples from another individual's keyboard (Fierer et 

al., 2010), and the microbial composition of soils is expected to vary continuously with soil pH 

(Lauber et al., 2009). However, with larger and larger datasets with many covariates and 

metadata on these being collected, more complex patterns can be detected (Debelius et al., 

2016), such as grouping by both biological and technical factors in the case of the Human 

Microbiome Project (The Human Microbiome Project Consortium, 2012). Furthermore, many 

conventional dimensionality reduction methods, such as principal component analysis (PCA), 

assume the data lie in a linear subspace, and this assumption is violated by microbiome data 

(Ginter and Thorndike, 1979; Greig-Smith, 1980; Potvin and Roff, 1993; Tabachnick and Fidell, 

2013). 

 

https://paperpile.com/c/UXyQvZ/jY1a
https://paperpile.com/c/UXyQvZ/f89Q
https://paperpile.com/c/UXyQvZ/Cl34
https://paperpile.com/c/UXyQvZ/1zR4
https://paperpile.com/c/UXyQvZ/1zR4
https://paperpile.com/c/UXyQvZ/WyV8
https://paperpile.com/c/UXyQvZ/5z5Q
https://paperpile.com/c/UXyQvZ/5z5Q
https://paperpile.com/c/UXyQvZ/b1PT
https://paperpile.com/c/UXyQvZ/Mo3C+UtEb+MGJJ+CGTl
https://paperpile.com/c/UXyQvZ/Mo3C+UtEb+MGJJ+CGTl
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1.3. Strategies for dimensionality reduction in the microbiome 

The problems that complicate dimensionality reduction in microbiome data are scattered 

throughout the analysis pipeline. Difficulties can arise immediately from the raw sequence count 

data. Many can be corrected before the dimensionality reduction step, with careful preprocessing, 

though this can raise other issues. Furthermore, beta-diversity analysis, which seeks to quantify 

the pairwise differences in microbial communities among all samples with dissimilarity metrics 

(tailored to microbiome data), is often helpful for addressing many of the aforementioned 

circumstances (Pielou, 1966). Algorithms that are able to incorporate these metrics are 

particularly valuable, and this can be done in a variety of ways. Finally, additional constraints can 

be placed on dimensionality reduction algorithms to account for study design or provide additional 

information about the correspondence between the features and the reduced dimensions. In this 

section, we discuss each of these strategies in depth.  

Compositionally Aware: Comparisons between and among samples must consider how 

sampling and sequencing depth can affect projection into low-dimensional space. Traditionally, 

compositionality has been addressed using logarithmic transformations of feature ratios. 

Transformations such as the additive log-ratio (ALR), centered log-ratio (CLR), and isometric log-

ratio (ILR) can convert  abundance data to the space of real numbers such that analysis and 

interpretation are less skewed by false positives (Aitchison and Greenacre, 2002; Pawlowsky-

Glahn and Buccianti, 2011). After transformation, the Euclidean distance can be taken directly on 

the log-ratio transformed data (referred to as Aitchison distance)  (Aitchison and Greenacre, 

2002). Dimensionality reduction methods that incorporate log-ratio transformations attempt to 

preserve high-dimensional dissimilarities while taking into account the latent non-independence 

of microbial counts. 

Pseudocounts and Imputation: High-dimensional microbiome data is almost always 

plagued by problems of “sparsity”, or an overabundance of zeroes. The data transformations to 

https://paperpile.com/c/UXyQvZ/LeUc
https://paperpile.com/c/UXyQvZ/tp1G+6Ayv
https://paperpile.com/c/UXyQvZ/tp1G+6Ayv
https://paperpile.com/c/UXyQvZ/6Ayv
https://paperpile.com/c/UXyQvZ/6Ayv
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address compositionality (as outlined above) are often based on logarithmic functions which are 

undefined at zero. The simplest solution is to add a small positive pseudocount to each entry of 

the feature table so that logarithmic functions can be applied. However, downstream analyses 

based on this approach are sensitive to the choice of pseudocount (Kumar et al., 2018) and there 

does not exist a standardized way to choose such a value. Other options include imputation of 

zeros (Martín-Fernández et al., 2003) through inference of the latent vector space. 

Fundamentally, zero handling is complicated by the inherent unknowability of the zero generating 

processes for each zero instance. In Silverman et al. (2020), they characterize the three different 

types of zero-generating processes (ZGP) as sampling, biological, and technical and demonstrate 

how the results of different zero-handling processes are affected by the (unknowable) mix of 

ZGPs in a given dataset. Recently Martino et al. (2019) introduced a version of the CLR transform 

that only computes the geometric mean on the non-zero components of a given sample. This 

avoids the problem of logarithms being undefined at 0 and thus dimensionality reduction through 

this method is robust to the high levels of sparsity in microbiome data. 

Incorporating Phylogeny: Organisms identified using microbiome data can be related to 

one another through hierarchical structures that describe their evolutionary relationships. 

Typically, these structures take the form of either a taxonomy or a phylogeny. A taxonomy is a 

description of the organism relationships, generally derived subjectively using multiple biological 

criteria. A phylogeny, in contrast, is an inference of a tree, commonly with branch lengths, derived 

from quantitative algorithms that are typically applied to microbial, nucleic acid, or protein 

sequence data. Taxonomies have the advantage of being more directly interpretable because 

hierarchical structures correspond to a defined organization and classification pattern curated by 

experts in the field. However, these assignments and hierarchies are often putative and subject 

to change as more information about microbial taxa emerges. In contrast, phylogenies are derived 

from quantitative measures of sequence similarity from sample reads. These data structures are 

https://paperpile.com/c/UXyQvZ/yMiP
https://paperpile.com/c/UXyQvZ/ytiu
https://paperpile.com/c/UXyQvZ/kvTJ
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more easily incorporated into statistical analyses but often at the cost of less interpretability as 

the hierarchical structures do not necessarily map to pre-defined microbial relationships. These 

evolutionary relationships, particularly phylogenies, add information to microbiome analysis, 

because related organisms are more likely to exhibit similar phenotypes (although 

counterexamples do exist, especially closely related taxa such as Escherichia and Shigella, which 

are very similar genetically but produce different clinical phenotypes). 

When comparing the similarity of pairs of microbial communities, it is possible to utilize 

these hierarchical structures, and derive a metric that computes a distance as a function of shared 

evolutionary history (Lozupone and Knight, 2005). Specifically, communities that are very similar 

will share most of their evolutionary history, whereas those that are very dissimilar will have 

relatively little in common. A popular form of phylogenetically-aware distances is the suite of 

UniFrac metrics, which includes both quantitative (Lozupone et al., 2007) and qualitative 

(Lozupone and Knight, 2005) forms. Numerous extensions to UniFrac have been developed 

(Chang et al., 2011; Chen et al., 2012), including variants that account explicitly for the 

compositional nature of microbiome data (Wong et al., 2016). Because these metrics all utilize 

not only exactly observed features, but also the relationships among features, they can better 

account for the sparsity of microbiome data which manifests at the tips of a phylogenetic tree 

(because most microbes are not observed in most environments). In contrast, a metric like the 

Euclidean distance is limited to only the information at the tips of these hierarchies, and, worse, 

assumes that all features at the tips are equally related to one another (so that in a tree consisting 

of a mouse, a rat, and a squid, there is no allowance for the fact that the two rodents are much 

more similar to each other than they are to the squid). Neither phylogenetic nor non-phylogenetic 

beta-diversity measures explicitly model differences in sequencing depth per sample, although 

these differences in depth can be standardized through rarefaction (Weiss et al., 2017).  

Operates on Generalized Beta-Diversity Matrix: Many of the issues outlined above can be 

https://paperpile.com/c/UXyQvZ/LEpI
https://paperpile.com/c/UXyQvZ/vpmT
https://paperpile.com/c/UXyQvZ/LEpI
https://paperpile.com/c/UXyQvZ/YWXd+OB9o
https://paperpile.com/c/UXyQvZ/HNpL
https://paperpile.com/c/UXyQvZ/4365
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easily addressed at the sample dissimilarity level rather than directly through dimensionality 

reduction algorithms. A number of dissimilarity/distance metrics have been developed to account 

for factors such as phylogenetic data incorporation, compositionality, or sparsity that output a 

sample by sample matrix estimating high-dimensional dissimilarity. Dimensionality reduction 

methods that operate on arbitrary dissimilarity metrics are attractive options because the complex 

handling of the various feature table issues can be split into the choice of dissimilarity metric and 

the choice of dimensionality reduction algorithm. This adds a layer of flexibility for researchers to 

analyze their data depending on their needs. Methods based on multidimensional scaling 

approaches such as PCoA (Kruskal and Wish, 1978) and nMDS (Kruskal, 1964) attempt to 

preserve as much as possible the pairwise distances between subjects. Other methods such as 

t-distributed stochastic neighbor embedding (t-SNE) (van der Maaten and Hinton, 2008) and 

Uniform Manifold Approximation and Projection (UMAP) (McInnes et al., 2018) are non-linear 

dimensionality reduction techniques that aim to find a low-dimensional representation such that 

similar data points are placed closed together and dissimilar points are pushed apart. A caveat of 

these methods is that they can be very sensitive to the choice of dissimilarity used. Patterns that 

may appear from one measure of dissimilarity may not be as apparent in a different measure. As 

an example, phylogenetic metrics such as UniFrac may differ from non-phylogenetic metrics such 

as Bray-Curtis depending on the strength of phylogenetic contribution (Shankar et al., 2017). The 

choice of dissimilarity metric should therefore be considered carefully, as different dimensionality 

reduction techniques yield visually and statistically very different results on the same data 

(Kuczynski et al., 2011). 

Linear vs. Non-Linear Methods: Principal coordinates analysis (PCoA) and PCA are 

popular dimensionality reduction techniques that fall under the "linear" category. Linear 

techniques attempt to reduce or transform the data such that an approximation of the original data 

can be reconstructed by a weighted sum of the resulting coordinates. These methods typically 

https://paperpile.com/c/UXyQvZ/Nfvm
https://paperpile.com/c/UXyQvZ/O9At
https://paperpile.com/c/UXyQvZ/V8kE
https://paperpile.com/c/UXyQvZ/1ZEB
https://paperpile.com/c/UXyQvZ/yi00
https://paperpile.com/c/UXyQvZ/zE7w
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involve computing decompositions/factorizations of the data that are highly computationally 

efficient and work well on data that is naturally linear. Various other techniques, such as robust 

Aitchison PCA (RPCA) (Martino et al., 2019), and nonnegative matrix factorization (NMF) (Lee 

and Seung, 1999) also fall under this class of techniques. 

Other methods fall under the "non-linear" category, which perform more complex 

transformations that often excel at preserving different patterns that may not be linear. This 

category includes methods such as the non-metric multidimensional scaling (nMDS), t-SNE, and 

UMAP. These methods can more succinctly represent complex patterns, but possibly at the 

expense of additional computation. Furthermore, these models tend to have randomness (such 

as from initialization) and more hyperparameters that the output can be highly sensitive to, so it 

is usually necessary to run these algorithms multiple times to ensure the conclusions are 

reproducible. Other non-linear methods that have seen less frequent use in microbiome data (and 

bioinformatics generally) include kernel PCA (Scholkopf et al., 1999), locally linear embeddings 

(Roweis and Saul, 2000), Laplacian eigenmaps (Belkin and Niyogi, 2001), and ISOMAP 

(Tenenbaum et al., 2000). 

Unlike its close, linear counterpart PCoA, nMDS performs the ordination onto a pre-

specified number of dimensions and operates on the ranks of the dissimilarities, rather than the 

dissimilarities themselves. This rank-based approach can be beneficial for representing data that 

departs from the assumptions of linearity. Other non-linear methods, such as t-SNE and UMAP, 

also transform the data onto a pre-specified number of dimensions and operate by assuming the 

high-dimensional data follow a non-linear structure that can be represented with fewer 

dimensions. 

Repeated Measures: If the biological variable of interest occurs at the subject level, 

repeated samples (such as through a longitudinal study design) can artificially inflate how tight a 

cluster appears in low-dimensional space. Dimensionality reduction methods for microbiome 

https://paperpile.com/c/UXyQvZ/LPz6
https://paperpile.com/c/UXyQvZ/45nF
https://paperpile.com/c/UXyQvZ/45nF
https://paperpile.com/c/UXyQvZ/Hwie
https://paperpile.com/c/UXyQvZ/oO7z
https://paperpile.com/c/UXyQvZ/7Rr8
https://paperpile.com/c/UXyQvZ/TA7u
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need to be designed for the purpose of handling this kind of data, with the intent to represent the 

relationships between explanatory variables while accounting for the inherent similarity between 

samples from the same subject. Methods to account for repeated measures can incorporate the 

relationship between individual samples and subjects by subject-aware decomposition of the data 

(Martino et al., 2021). There has also been discussion about incorporating prior sample 

relationship information into ordinations through Bayesian methods (Ren et al., 2017). 

Nevertheless, methods that incorporate repeated measures remain an underexplored area in 

dimensionality reduction literature. 

Feature Importance: When the lower-dimensional representation of microbial 

communities shows separation between sample groups, a natural next question is what microbes 

or groups of microbes are driving such a separation. Dimensionality reduction methods that return 

a quantitative relationship between individual microbial features and the latent lower-dimensional 

space are a powerful class of methods that can demystify the construction of the lower-

dimensional axes. However, certain methods that attempt to find high-dimensional patterns, such 

as non-linear methods, do not have an explicit interpretable correspondence between the output 

coordinates and the input features. 

The most relevant category of methods for visualizing feature importance is the biplot 

ordination family of approaches. Biplots display both the samples and the driving variable vectors 

in reduced dimension space (Fig. 1.2a, d, e, h). For example, PCA naturally quantifies the 

contribution of each microbe to the principal component axes through matrix factorization into 

linear combinations of features. RPCA modifies this approach to account for compositionality and 

sparsity while retaining interpretable feature loadings (Martino et al., 2019). Another set of 

ecologically motivated matrix factorization methods is the correspondence analysis (CA) family. 

The general CA method can be thought of as an implementation of PCA that operates on count 

data. It is also possible to explicitly incorporate sample metadata into these dimensionality 

https://paperpile.com/c/UXyQvZ/aNDV
https://paperpile.com/c/UXyQvZ/tJjn
https://paperpile.com/c/UXyQvZ/LPz6
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reduction methods. Researchers are often interested in the explanatory power of their sample 

metadata (site, pH, subject, etc.). Certain dimensionality reduction methods can take as input 

both a feature table and a table of sample metadata to jointly estimate the low-dimensional 

representation of samples as well as the relative contribution of the provided metadata vectors. 

The general goal of these methods is to determine whether and/or which explanatory variables 

may be driving the differences in microbial communities among samples. Canonical 

correspondence analysis (CCA) is an extension of CA that incorporates sample variables of 

interest to determine which covariates are associated with the placement of samples and feature 

vectors in low-dimensional space (ter Braak, 1985). The results of CCA can be visualized as a 

“tri-plot” where samples are simultaneously visualized with the relative contribution of features 

and explanatory variables near related samples. These contributions can motivate subsequent 

statistical analysis of associations between sample metadata and specific microbial taxa. 

  

https://paperpile.com/c/UXyQvZ/JI8e
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Figure 1.2: Examples of dimensionality reduction techniques applied to publicly available 
microbiome data. (Top) Beta-diversity plots of soil samples colored by pH from (Lauber et al., 
2009). (Bottom) Beta-diversity plots of murine fecal samples colored by diet and antibiotics usage 
from (Shalapour et al., 2017). (HFD = high-fat diet, NC = normal chow, ABX = antibiotics). PCA 
plots (a, e) show extremely high sample overlap due to outliers and characteristic “spike” artifacts. 
The top three taxa driving variation also overlap as shown by arrow superposition. (b) “Horseshoe” 
pattern emerges for samples following ecological gradients such as pH. RPCA plots (d, h) show 
the top three taxa driving separation of groups. (f) and (g) show strong overlap of HFD + ABX 
samples resolved by (h). 

  

https://paperpile.com/c/UXyQvZ/WyV8
https://paperpile.com/c/UXyQvZ/WyV8
https://paperpile.com/c/UXyQvZ/BYEL
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1.4. Uses of dimensionality reduction for microbiome data 

Over the past decade, PCoA has seen an increase in use in microbiome analyses, and it 

is the primary ordination method for beta-diversity included by default in workflows such as 

QIIME2 (Bolyen et al., 2019). It is typically used for exploratory visualization, as it excels at 

rendering biologically relevant patterns, such as clusters and gradients (Kuczynski et al., 2010). 

When used as an exploratory tool, observed patterns are often followed with statistical analysis 

on the original feature tables or dissimilarity matrices (Galloway-Peña and Hanson, 2020), such 

as ANOSIM (Clarke and Ainsworth, 1993), PERMANOVA (aka Adonis) (Anderson, 2017), 

ANCOM (Mandal et al., 2015), or bioenv (Clarke and Ainsworth, 1993). It should also be noted 

that some of these statistical techniques use the full table or distance matrix, not the reduced 

dimension matrix as visualized (at least by default) and may therefore introduce incongruent 

results between the statistics and the visualization. 

Exploratory visualizations have revealed microbial-associated patterns in applications 

ranging from host-associated gut microbiomes to soil, ocean, and other environmental 

microbiome contexts. For example, studies have applied PCoA to demonstrate differences 

between host groups, such as differences between humans', chimpanzees', and gorillas' gut 

microbial taxa (Campbell et al., 2020), or the correspondence between human gut microbiomes 

and westernization (Yatsunenko et al., 2012; Campbell et al., 2020). Host microbiome-disease 

associations have also been identified using PCoA, such as in the case of colorectal cancer 

(Young et al., 2021) in humans and metritis in cows (Galvão et al., 2019). Uses also extend to 

host-environment relationships, such as demonstrating the differences between oyster digestive 

glands, oyster shells, and their surrounding soils (Arfken et al., 2017). The microbiome-shaping 

roles of environmental factors such as salinity in shaping free-living environments (Lozupone and 

Knight, 2007), pH in arctic soils (Malard et al., 2019) and depth in the ocean (Sunagawa et al., 

2015) have also been elucidated with PCoA. In many of these cases, the PCoA visualizations 

https://paperpile.com/c/UXyQvZ/f5P9
https://paperpile.com/c/UXyQvZ/Cl34
https://paperpile.com/c/UXyQvZ/Xoym
https://paperpile.com/c/UXyQvZ/xdn9
https://paperpile.com/c/UXyQvZ/99UF
https://paperpile.com/c/UXyQvZ/iSXJ
https://paperpile.com/c/UXyQvZ/xdn9
https://paperpile.com/c/UXyQvZ/aTGM
https://paperpile.com/c/UXyQvZ/aTGM+8isw
https://paperpile.com/c/UXyQvZ/01Uq
https://paperpile.com/c/UXyQvZ/t4YR
https://paperpile.com/c/UXyQvZ/mf9U
https://paperpile.com/c/UXyQvZ/G6vc
https://paperpile.com/c/UXyQvZ/G6vc
https://paperpile.com/c/UXyQvZ/MhyZ
https://paperpile.com/c/UXyQvZ/w35B
https://paperpile.com/c/UXyQvZ/w35B
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demonstrated a separation between groups that was subsequently followed by statistical 

validation with PERMANOVA or ANOSIM. 

In numerous other instances, PCoA has also been used to make claims that extend 

beyond exploratory group differences followed by statistical analysis. For example, Halfvarson et 

al. (2017) fit a plane to the healthy subjects in the first three coordinates of a PCoA and then used 

the distance to this plane to associate dissimilarities in the microbiome with the severity of irritable 

bowel disease (IBD) (Halfvarson et al., 2017); this approach has subsequently been replicated 

(Gonzalez et al., 2018). Others have used regression of participant and microbiome 

characteristics (e.g., age and alpha diversity, respectively) on PCoA coordinates to determine 

whether the given factors have a significant relationship with microbial community composition in 

the context of dietary interventions (Lang et al., 2018). In one case, while providing visualization 

with PCoA and statistical confirmation with ANOSIM, Vangay et al. (2018) additionally plotted 

ellipses for visualizing cluster centers/spread in their PCoA coordinates (Vangay et al., 2018). In 

another instance, Metcalf et al. (2017) showed the correspondence of dissimilarities between the 

16S rRNA profiles and chloroplast marker profiles by performing a Procrustes analysis on the 

separate ordinations of the different data types (Metcalf et al., 2017). 

We note that the choice of dissimilarity metric can have a significant impact on the low-

rank embedding depending on the dataset. Shi et. al. (2021) review the effect of high and low-

abundance operational taxonomic units have on unsupervised clustering of Bray-Curtis and 

unweighted UniFrac (Shi et al., 2021). Marshall et. al (2019) compare Bray-Curtis ordination with 

weighted UniFrac on marine sediment samples and note that the most relevant clustering variable 

differed depending on the dissimilarity used (Marshall et al., 2019). These results imply that 

interpretation of low-dimensional embeddings and the putative driving variables must be 

performed in the context of the choice of dissimilarity. Metrics such as Bray-Curtis and weighted 

UniFrac take into consideration the abundance of individual microbes in each sample which can 

https://paperpile.com/c/UXyQvZ/JA6o
https://paperpile.com/c/UXyQvZ/eU72
https://paperpile.com/c/UXyQvZ/qV0m
https://paperpile.com/c/UXyQvZ/NEyp
https://paperpile.com/c/UXyQvZ/6ieT
https://paperpile.com/c/UXyQvZ/vACK
https://paperpile.com/c/UXyQvZ/cTux
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be important for datasets with many rare taxa. In contrast, some dissimilarity metrics such as 

Jaccard and unweighted UniFrac are only defined on binarized data, which may mask this 

property.  Furthermore, phylogenetic metrics such as the UniFrac suite of metrics are best when 

the evolutionary relationships among microbial features is of interest in the context of sample 

communities. These metrics may also be more appropriate than other methods for datasets with 

particularly high sparsity. Note that metrics such as Bray-Curtis dissimilarity, which are not strictly 

distance metrics, can be symmetrized to yield a valid distance matrix. 

PCA is arguably the most widely used and popular form of dimensionality reduction, which 

does not allow generalized beta-diversity distances (e.g., PCoA or UMAP), but does allow for the 

direct interpretation of feature importances relative to sample separations in the ordination. 

However, due to compositionality and sparsity, PCA often leads to spurious results on microbiome 

data (Hamady and Knight, 2009; Morton et al., 2017). Aitchison PCA attempts to fix these issues 

by using log transformation, but imputation is required (because the log of zero is undefined). 

Therefore, (Martino et al., 2019) proposed the adoption of RPCA for dimensionality reduction. 

This method has been shown to discriminate between sample groups in a wide array of biological 

contexts, including fecal microbiota transplants (Goloshchapov et al., 2019), cancer (Bali et al., 

2021), and HIV (Parbie et al., 2021). Moreover, the generalized version of this technique accounts 

for repeated measures, allowing for large improvements in the ability to discriminate subjects by 

phenotypes across time or space (Martino et al., 2021). This advantage has been crucial in the 

statistical analysis of complicated longitudinal experimental designs such as early infant 

development models (Song et al., 2021). Feature loadings from these PCA-based methods can 

be used to inform selection of microbial features for log-ratio analysis (Morton et al., 2019; 

Fedarko et al., 2020), leading to novel biomarker discovery. 

For feature interpretation, CCA is the most commonly used CA-based method for 

analyzing high dimensional microbiome data, due to its ability to incorporate sample metadata 

https://paperpile.com/c/UXyQvZ/BABh+QWvu
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into the low-rank embeddings. This strategy has shown success in differentiating clinical 

outcomes following stem cell transplantation (Ingham et al., 2019) as well as diarrhea status in 

children (Dinleyici et al., 2018). CCA has also shown success in projecting environmental samples 

into lower-dimensional space such as in rhizosphere microbial communities (Benitez et al., 2017; 

Pérez-Jaramillo et al., 2017), and aerosol samples (Souza et al., 2021). Another approach 

designed for microbial feature interpretation has been posed by (Xu et al., 2021), explicitly 

modeling the ZGP through a zero-inflation model. This method attempts to optimize a statistical 

model for jointly estimating the “true” zero-generating probability as well as the Poisson rate of 

each microbial count. 

Of non-linear methods, nMDS has historically been more widely used in microbiome data 

analysis, in part because it can incorporate an arbitrary dissimilarity measure. Furthermore, since 

nMDS is a rank-based approach, it is less likely than linear methods to be highly influenced by 

outliers in beta-diversity dissimilarities. Recent uses have involved using nMDS to show 

differences in the gastric microbiome between samples from patients with gastric cancer cases 

against the control of gastric dyspepsia (recurrent indigestion without apparent cause) (Castaño-

Rodríguez et al., 2017) and demonstrating differences in the gut microbiome based on diabetes 

status (Das et al., 2021). In both of these cases, the visual distinction between groups was 

supported by PERMANOVA. 

Other non-linear methods have been increasingly used for analyzing other types of 

sequencing data, especially in the single-cell genomics field, but have not yet been widely 

deployed in the microbiome. The most popular of these methods for visualization, t-SNE and 

UMAP, are starting to see more use in the microbiome field. (Xu et al., 2020) developed a method 

to classify microbiome samples using t-SNE embeddings. We recently reviewed the usage and 

provided recommendations for implementing UMAP for microbiome data (Armstrong et al., 2021). 

https://paperpile.com/c/UXyQvZ/1gKN
https://paperpile.com/c/UXyQvZ/u3pp
https://paperpile.com/c/UXyQvZ/9qKq+ivXA
https://paperpile.com/c/UXyQvZ/9qKq+ivXA
https://paperpile.com/c/UXyQvZ/22Ht
https://paperpile.com/c/UXyQvZ/Sgb1
https://paperpile.com/c/UXyQvZ/JzsU
https://paperpile.com/c/UXyQvZ/JzsU
https://paperpile.com/c/UXyQvZ/oxhh
https://paperpile.com/c/UXyQvZ/UcP2
https://paperpile.com/c/UXyQvZ/48GF


 

23 

   

 

UMAP with an input beta-diversity dissimilarity matrix can reveal biological signals that may be 

difficult to see with traditional methods such as PCoA.  

 

1.5 Artifacts and cautionary tales in dimensionality reduction 

Dimensionality reduction is incredibly useful and has led to many interesting biological 

conclusions. However, when using dimensionality reduction techniques, one must be careful how 

results are interpreted. There are known examples of patterns that are induced by the properties 

of the data alone (rather than the relationships among specific samples or groups of samples), 

and others that are a product of the method itself. Here, we discuss several known issues, as well 

as insights into evaluating the degree to which an ordination represents the actual data. 

One of the most well-known artifacts in microbial ecology is the horseshoe effect (Podani 

and Miklós, 2002), wherein the ordination has a curvilinear pattern along what otherwise appears 

to be a linear gradient. This pattern can occur when a variable, such as soil pH (Lauber et al., 

2009) or length of time of corpse decay (Metcalf et al., 2016) corresponds with drastic changes in 

microbiome composition on a continuous scale. Since the characteristic "bend" in the horseshoe 

typically occurs along the second coordinate of a PCoA (Fig. 1.2b), it can obfuscate additional 

gradients/associations along that axis. Recent research in the topic has also identified that indeed, 

it is unlikely the horseshoe appears from a real effect, and instead it is a product of the limitations 

of many distance metrics to capture distance along a gradient when no features are shared 

between many of the samples (i.e., saturation) (Morton et al., 2017), which can be an issue with 

many common metrics, such as Euclidean, Jaccard, and Bray-Curtis distances (Morton et al., 

2017). As a result, a possible remedy for the artifact is to use a distance metric that considers the 

relationships between features, such that two samples that share no features do not necessarily 

have the same dissimilarity as two different samples that share no features, e.g, UniFrac or 

weighted UniFrac. If a change in metric does not resolve the issue, it may be possible to avoid 

https://paperpile.com/c/UXyQvZ/lkBW
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the horseshoe artifact by using RPCA or a non-linear method (e.g., UMAP).  "Spikes" are another 

artifact, more prevalent on cluster-structured data, where outliers dominate the embedding and it 

fails to separate into clusters in the visualization (Vázquez-Baeza et al., 2017). Spikes also appear 

to be mitigated with an appropriate choice in distance metric, such as UniFrac (Hamady and 

Knight, 2009). In both cases, since the issues are with representing the distances between distant 

or extreme samples, non-linear methods (such as UMAP or nMDS) that dampen the effect of 

outliers provide a potential workaround to reveal secondary gradients or the obfuscated cluster 

structures (Armstrong et al., 2021). Though it is possible that the benefits offered by non-linear 

methods for the horseshoe effect are limited by the aspect ratio of the gradient (Kohli et al., 2021), 

and potentially the parameters of the algorithms. 

Dimensionality reduction is also commonly used in other bioinformatic disciplines. 

Particularly, single-cell transcriptomics has used dimensionality reduction prolifically, with many 

publications using PCA, t-SNE, or UMAP visualizations. Furthermore, single-cell RNA-seq data 

shares many properties with microbiome data, including sparsity/zero-inflation, sequencing depth 

differences, and even phylogenetic relationships (Lähnemann et al., 2020). This connection is 

further strengthened by the fact that researchers in both disciplines investigate similar types of 

questions, albeit with different underlying data. Microbiome researchers often ask whether there 

is a difference between different treatments or disease-statuses (David et al., 2013; Lloréns-Rico 

et al., 2021), and which microbes contribute to those differences (i.e., differential abundance 

analysis). Similarly, transcriptomics may investigate parallel scenarios (Ocasio et al., 2019; 

Taavitsainen et al., 2021), where the goal is to discover transcripts whose expression stratifies 

the desired groups (i.e., differential expression). 

Despite these similarities, the most popular methods for dimensionality reduction in 

microbiome and single-cell publications differ significantly, with PCoA being more prevalent 

among microbiome publications, and t-SNE (or variants (Linderman et al., 2019)) and UMAP more 
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prevalent in single-cell publications (Kobak and Berens, 2019). Given the similarities in 

hypotheses and the properties of the data, but use of different methods, it is reasonable to 

suppose that methods such as t-SNE and UMAP have potential utility in the microbiome. 

However, global distances are not necessarily preserved in these methods, therefore distances 

between different clusters should not be interpreted as demonstrating similarity or dissimilarity. 

Consequently, recent research concerning the representation of single-cell RNA-seq data should 

also be taken into account when applying these methods to microbiome data. 

First, t-SNE and UMAP are fairly complex algorithms that have many hyperparameters 

that can be adjusted, so it is important to be able to evaluate the faithfulness of the embeddings 

they produce. The evaluation of dimensionality reduction has been performed with many different 

measures, each of which has its own characteristics. Some measures reward embeddings that 

adequately preserve the local-scale structures in the embedding but do not necessarily penalize 

inaccurate representations of large distances in the original high-dimensional data, like the KNN 

evaluation measure (Kobak and Berens, 2019), which takes the average accuracy of the k=10 

nearest neighbors in the reduced dimensions compared to the original space. Others, such as 

the correlation (either Pearson or Spearman) between distances in the original space and reduced 

dimensions have been used (Becht et al., 2019; Kobak and Berens, 2019; Kobak and Linderman, 

2021). The correlation measure generalizes whether the two representations overall are similar, 

i.e. close points in the original space are close in the low-dimensional space, and similar for far 

points. However, high correlation does not guarantee that the fine-scale structures have been 

preserved. Additionally, measures that use sample metadata about known classes can be used, 

such as the KNC measure (Kobak and Berens, 2019), which measures whether the closest 

class/category centers to a given category are preserved in the embedding. KNC emphasizes the 

preservation of relationships between classes, but not necessarily structures within the classes 

or between distant classes. These measures have been used to evaluate the quality of several 

https://paperpile.com/c/UXyQvZ/eduD
https://paperpile.com/c/UXyQvZ/eduD
https://paperpile.com/c/UXyQvZ/eduD+FQE4+a2tj
https://paperpile.com/c/UXyQvZ/eduD+FQE4+a2tj
https://paperpile.com/c/UXyQvZ/eduD


 

26 

   

 

dimensionality reduction methods across a variety of parameter settings on complex datasets. 

Notably, Kobak and Berens (2019) demonstrated on several single-cell transcriptomics datasets, 

that t-SNE with the default value for "perplexity" performed well at representing the relationships 

between nearby points (KNN), but poorly at representing the large-scale patterns (KNC and 

correlation). However, when they increased the perplexity parameter, they achieved improved 

KNC and correlation at the expense of a decreased KNN score. Kobak and Linderman (2021) 

observed with correlation that the best method (between t-SNE and UMAP) can vary by dataset. 

So, in practice, it may be necessary to compare multiple dimensionality reduction methods (and 

parameter settings) on a dataset using the measure that best suits the question, e.g., use the 

correlation measure when seeking a visualization of earth microbiomes by environment to show 

which environments are similar to each other. 

Furthermore, since UMAP and t-SNE are algorithms that require configurable (possibly 

random) initializations, particular attention has been paid to their reproducibility. A metric to 

evaluate reproducibility comes from (Becht et al., 2019), which measures the preservation of 

pairwise distances in the embeddings by comparing an embedding on a subset of the points to 

the location of those points in the embedding of the entire dataset. In its original application, the 

reproducibility measure was used to demonstrate UMAP providing more reproducible results than 

t-SNE and variants of t-SNE. However, (Kobak and Linderman, 2021) showed that with 

appropriate (spectral) initialization, t-SNE can perform just as well by this metric as UMAP. While 

reproducibility is important, this metric should be applied carefully, because it fails to account for 

rotations in the embedding. Another important concern related to reproducibility is whether even 

random noise will yield apparent clusters. This phenomenon has been observed with t-SNE 

(Wattenberg et al., 2016), and whether other dimensionality reduction techniques are also 

susceptible to this effect warrants further systematic investigation. However, because these 

benchmarks are all performed within transcriptomics, further validation is needed to determine 

https://paperpile.com/c/UXyQvZ/a2tj
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whether the conclusions generalize to microbiome data.  These measures provide a starting point 

for evaluating the application of non-linear dimensionality reduction techniques on microbiome 

data. 

Finally, literature from mathematics and computer science that has not been as widely 

applied to dimensionality reduction in bioinformatics may also be relevant. Of particular interest 

is the study of distortion, which is applicable when the goal of the embedding is to preserve 

distances, like one might expect for an exploratory analysis. Similar to the previously described 

correlation measure, distortion measures summarize the extent to which the distances in high 

dimensions match the distances in low-dimensions, however, distortion is defined in terms of the 

expansions and contractions of distances between points. Furthermore, there are many ways to 

summarize the expansions and contractions, including the worst-case, average-case and local-

case, which are all detailed more in (Vankadara and von Luxburg, 2018).  

 

1.6. Discussion 

The above examples illustrate that dimensionality reduction is an extremely powerful 

technique that has enhanced a wide range of microbiome studies. However, with great power 

comes great responsibility. It is unlikely that any one method will excel at representing all datasets, 

so responsible users of dimensionality reduction should try out several techniques, ideally guided 

by characteristics of the data rather than as a fishing expedition to see whether any one of many 

techniques produce results that “look good” (which may even happen in random data for some 

techniques and parameters) or that fulfill pre-conceived hypotheses and biases. We need 

standard protocols and software interfaces for choosing the algorithm that suits your data best, 

rather than the algorithm that shows what you want to see if you squint at it correctly. Methods 

are needed both for diagnosing the issues that may be most prevalent in your data and affecting 

https://paperpile.com/c/UXyQvZ/gihS
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your representation, and for rationally choosing among different methods that could be applied to 

a given dataset. Developing these methods is a key priority for the field. 

Dimensionality reduction for the purposes of visualization has somewhat different goals 

from dimensionality reduction for other purposes and developing a better appreciation of this 

distinction is important for practice in the field. The goal of dimensionality reduction for 

visualization is primarily for exploratory overview by human observers (do groups differ from one 

another, is there overall structure such as gradients in the data). As such, visualization is usually 

done with three dimensions (more can be examined through parallel plots), while the intrinsic 

dimensionality of the data may be higher. Visualization is typically only the first step in the data 

analysis pipeline, and is followed by downstream analysis, such as multivariate 

analysis/regression (PERMANOVA, ANOSIM, PERMDISP) either on the original distances or on 

a dimensionality-reduced version of the data (which can be higher than three dimensions). These 

results can also be used to motivate supervised differential abundance modeling, such as to 

determine which groups separate and then determine which microbes are driving these 

separations. 

Dimensionality reduction is thus often an early step in a multi-step pipeline. What 

downstream analyses is dimensionality reduction a step towards, and how are these 

accomplished? Feature loadings (i.e. the importance of particular taxa or genes) can be 

interpreted using log ratios from tools such as DEICODE (Martino et al., 2019), which can then 

be visualized in Qurro (Fedarko et al., 2020). Classification can be accomplished using machine 

learning techniques such as random forests, allowing estimates of classifier accuracy and group 

stability, and also allowing tests of the reusability of these models, e.g. applying a model of human 

inflammatory bowel disease to dogs (Vázquez-Baeza et al., 2016) or models of aging between 

different human populations (Huang et al., 2020). A popular strategy is to use a lower-dimensional 

embedding for traditional statistical analysis, such as using PCA or PCoA coordinates as inputs 
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for regression, classification, clustering, and other analyses. However, as we have seen, many 

dimensionality reduction methods induce various kinds of artifacts or distortions, and cannot 

generalize well beyond the data on which the model was initially optimized on, including PCoA, 

nMDS, RPCA/CTF, and UMAP/t-SNE. Consequently, analyses on these coordinates should be 

performed with caution. Furthermore, since the parameters and software versions used with these 

methods have the potential to be highly influential to their results, we recommend that these 

always be reported for dimensionality reduction methods. 

Given the large number of publications that have used dimensionality reduction on 

microbiome data, we can start to draw conclusions about which dimensionality reduction 

strategies should be more widely used, and which less widely used. On larger, sparser, 

compositional datasets, we recommend against the use of conventional PCA, Bray-Curtis and 

Jaccard distances, and pseudocounts. Conventional PCA presents the clearest case of a method 

that should not be used on microbiome data due the sparsity and compositional nature of the 

data. UniFrac and weighted UniFrac are essentially phylogenetically informed versions of Jaccard 

and Bray-Curtis beta-diversity metrics respectively. Due to the current default generation of a 

phylogeny in most 16S and shotgun analyses, there is no reason not to use the phylogenetic 

counterparts, which have been shown to have better discriminatory power. Pseudocounts should 

not be used because the choice of pseudocount impacts the lower-dimensional embedding, and 

there is no clear method for determining which pseudocount value is best. 

In contrast, CTF and non-linear methods should be used more in microbiome contexts. 

As the cost of acquiring microbiome data continues to decrease, experimental designs are getting 

increasingly complex, and include repeated measures, longitudinal studies, batch effects, etc. We 

therefore need methods that can determine which biological signals are relevant among all these 

confounding factors. Additionally, we are increasingly recognizing that many relationships 

between/among samples are non-linear. Using non-linear methods can potentially explain more 
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of such datasets with fewer dimensions, although additional benchmarking is required to 

understand the performance of these methods.  

Our analyses suggest some important gaps in the field that could be important areas for 

future development. There are no dimensionality reduction methods yet that are both able to 

incorporate phylogeny and are compositionally aware. Several methods, such as Robust PCA 

and CTF, control for the sparsity, non-normality, compositionality, and are adaptable to specific 

study-designs of microbiome data but do not incorporate phylogenetic information. In contrast, 

phylogenetic techniques do not account for sparsity and compositionality, and some also perform 

poorly with non-normality. A unified method that is appropriate for any microbiome study is 

therefore still in the future, despite many important recent advances. The ability to perform this 

task using a generalizable dissimilarity measure would be particularly useful, because it would 

allow for full utilization of PCoA and non-linear methods including nMDS and UMAP. 

Taken together, we conclude that dimensionality reduction is a key part of many, if not 

most, of the highest-impact microbiome studies performed to date. We can expect this situation 

to continue into the future, especially as larger study designs and datasets continue to 

accumulate, and additional method development advances increase the speed and range of 

applicability of these techniques. 
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Chapter 2. Determination of effect sizes for power analysis for 

microbiome studies using large microbiome databases 

 

Abstract 

Herein, we present a tool called Evident that can be used for deriving effect sizes for a 

broad spectrum of metadata variables, such as mode of birth, antibiotics, socioeconomics, etc., 

to provide power calculations for a new study. Evident can be used to mine existing databases of 

large microbiome studies (such as the American Gut Project, FINRISK, and TEDDY) to analyze 

the effect sizes for planning future microbiome studies via power analysis. For each metavariable, 

the Evident software is flexible to compute effect sizes for many commonly used measures of 

microbiome analyses, including α diversity, β diversity, and log-ratio analysis. In this work, we 

describe why effect size and power analysis are necessary for computational microbiome analysis 

and show how Evident can help researchers perform these procedures. Additionally, we describe 

how Evident is easy for researchers to use and provide an example of efficient analyses using a 

dataset of thousands of samples and dozens of metadata categories. 

 

2.1. Introduction 

Power analysis for a univariate (or multivariate) outcome variable is not new. Numerous 

statistical packages are available (e.g., SAS) for a variety of experimental designs and outcome 

variables. For a given level of significance, a common challenge with any power analysis is the 

understanding of the underlying variability in the data and the value of the parameter of interest 

in the alternative hypothesis. Once the statistical parameter of interest is identified, researchers 

often conduct a pilot study to estimate mean differences and standard deviations and use these 

values, termed effect sizes, as the basis for conducting power analysis, i.e., sample size 
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calculations for the larger study proposed in their research program. The larger the effect size, 

the stronger the statistical difference, and the fewer samples are needed for high statistical power. 

This type of power analysis is important because of the limited resources available for 

experimental designs. Ensuring that researchers do not spend more resources than required to 

achieve a given statistical power is paramount. The problem is more complicated when it comes 

to microbiome studies because there are a variety of parameters one can base their designs on. 

Almost all parameters of interest, such as measures of α or β diversity are (nonlinear) functions 

of relative abundances of various taxa. Estimation of relative abundances using small pilot studies 

(i.e., N < 100) is not always satisfactory because the observed count data contain a large number 

of zeros. The preliminary estimates from a pilot study are potentially subject to large bias and 

uncertainties. Consequently, the determination of the effect size for a given parameter, say α 

diversity defined by Shannon’s entropy, is a difficult task. This article takes the first step towards 

addressing this challenging problem by making use of the recently created large databases such 

as the American Gut Project, TEDDY, and FINRISK. These are very rich databases that continue 

to grow. They contain microbiome data on several thousands of individuals along with hundreds 

of commonly measured metadata and thousands of represented taxa. For each variable in the 

metadata, say, mode of birth, the user-friendly software Evident derives the effect size for a 

parameter of a researcher’s interest, such as Shannon’s entropy. Using this parameter, a 

researcher can then conduct a simulation study to derive power functions for different sample 

sizes. 

Since microbiome datasets such as AGP, TEDDY, and FINRISK are very large and 

contain a large number of metavariables, we expect Evident to be a useful tool for deriving effect 

sizes for variables of common interest. Importantly, Evident takes user-inputted study data for the 

generation of results, so researchers can customize their analyses as they see fit. As new 

databases get constructed, Evident will access those to derive better and more refined effect size 
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estimates that will be useful for planning microbiome studies. Evident is available both as a 

standalone Python package as well as a QIIME 2 plugin [8]. Currently, effect size analysis and 

power analysis for microbiome science can be performed using programming languages such as 

Python and R. However, these approaches are not designed for use with many metavariables. 

As a result, researchers must write custom code to iterate through the full dataset. With Evident, 

researchers can seamlessly explore the effect size of community differences in dozens of 

metadata columns at once and easily perform power analysis. The interactive component of 

Evident additionally makes this process easy to use and share. This scalability, flexibility, user-

friendliness, and integration with existing microbiome software make Evident easier to slot into 

existing microbiome workflows over existing methods. 

 

2.2. Materials and Methods 

Figure 2.1a shows an overview of the Evident workflow. As input, Evident takes a sample 

metadata file and a data file of interest (for example, α diversity). In this cartoon example, we 

show the main Evident workflow is (1) calculating effect size for a metavariable of interest between 

two or more groups (2) performing parametric power analysis on varying sample sizes, levels of 

significance, and/or effect sizes (3) plotting the accompanying power curve(s). Both univariate 

per-sample data (such as α diversity) and multivariate data (as a distance matrix such as β 

diversity) are supported. For univariate measures, the differences in means among groups are 

considered. For multivariate measures, the difference in means among within-group pairwise 

distances is considered. We also note that, at the moment, Evident implements effect size 

computations of univariable analyses (without explicit handling of confounders) following the 

approach of existing work [10–13]. 

  



 

44 

   

 

Figure 2.1: Evident workflow and interactive visualizations. a, Graphical overview of Evident 
usage. Sample metadata with categorical groups are used to determine differences among 
samples. Effect size calculation can be performed and used to generate power curves (in this 
example using classification status from Casals-Pascual et al., 2020) at multiple statistical 
significance levels and sample sizes. b,c Screenshots of interactive webpage for dynamic 
exploration of effect sizes and power analysis. Summarized effect sizes of all columns can be 
used to inform interactive power analysis on multiple groups (b). The underlying grouped data 
can be visualized with boxplots and, optionally, the raw data as scatter plots (c). Data shown is 
from McClorry et al. (Qiita study ID: 11402)9. 

 
  

https://www.zotero.org/google-docs/?MiZyBx


 

45 

   

 

 

Sample Faith’s PD

S1 2.56

S2 1.14

S3 3.75

S4 1.96

S1 S2 S3 S4

S1

S2

S3

S4

Sample Metadata

Alpha Diversity Beta Diversity

or

+
1 - β

α/2 α/2

Evident
a

b

c



 

46 

   

 

Evident supports both binary categories and multi-class categories. For binary categories, 

Cohen’s d is calculated between the two levels. For multi-class categories, Cohen’s f is calculated 

among the levels [15]. Users also have the option of performing pairwise effect size calculations 

between levels of a multi-class category rather than comparing all groups together. Effect size 

calculations can be performed on multiple categories at once with simple parallelization by 

providing the number of CPUs to use. For example, this architecture allows us to decrease the 

runtime of effect size calculations for 9495 samples comprising 61 categories from over 12 min 

to 3.5 min using 8 CPUs in parallel. 

Evident also provides an interactive component by which users can dynamically explore 

sample groupings. In Figure 2.1b,c, we show a screenshot of a web app that users can access 

with Evident. Metadata categories are pre-sorted by effect size, allowing efficient determination 

of interesting categories. Power analysis is implemented dynamically—multiple categories can be 

visualized simultaneously for a specified significance level and number of observations. 

Researchers can look at the “elbow” of the power curves to determine an optimal number of 

samples to achieve the desired statistical power for their experiments. 
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Figure 2.2: Analysis of American Gut Project data. a) Top 10 binary categories by group-wise 
effect size. b) Two-sample independent t-test power analysis of selected binary category effect 
sizes for significance level of 0.05. c) Top 10 multi-class categories by group-wise effect size. d) 
One-way ANOVA F-test power analysis of selected multi-class category effect sizes at 
significance level of 0.05. e) Distributions of within-group pairwise UniFrac distances for highest 
effect size binary category (top) and multi-class category (bottom). f) Comparison of pairwise 
effect sizes between reprocessed data from redbiom and published effect sizes from McDonald 
et al. Reprocessing results are not identical due to inherent randomness in rarefaction. g) Boxplot 
of differences in effect sizes between published and reprocessed effect sizes. 
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Statistical Methodology 

Let 𝑋1 , 𝑋2, … , 𝑋𝑙 denote l metavariables available in some database. Without loss of 

generality, in the following, we shall describe the methodology used in Evident for 𝑋1. For 

simplicity of exposition, we shall drop the subscript 1 from 𝑋1 . Furthermore, to fix ideas of the 

methodology and simplicity of exposition, we shall assume 𝑋 is binary, such as mode of delivery. 

The outcome variable is denoted by 𝑌, such as Shannon entropy, a measure of α diversity of an 

infant’s gut microbiome. The relative abundance of the 𝑗𝑡ℎ taxon, 𝑗 = 1, 2 , … , 𝑞, in the 𝑘𝑡ℎ infant 

belonging to the 𝑋 = 𝑖𝑡ℎ group 𝑖 = 1, 2, … , 𝐺, (e.g., mode of delivery), is denoted by 𝑝𝑖𝑗𝑘 . For 

example, 𝑋 = 1 represents babies born vaginally, and 𝑋 = 2 represents babies born by C-Section. 

We assume that there are 𝑞 taxa measured on each infant (some may be zeros) and there are 𝑁𝑖 

infants in the 𝑖𝑡ℎ the group in the large database. Thus, the Shannon entropy for the 𝑘𝑡ℎ subject 

belonging to the 𝑋 = 𝑖𝑡ℎ group is given by 𝑌𝑖𝑘 = − ∑ 𝑝𝑖𝑗𝑘 ln (𝑝𝑖𝑗𝑘)
𝑞
𝑗=1 . In this definition, 

𝑝𝑖𝑗𝑘 ln(𝑝𝑖𝑗𝑘) → 0, as 𝑝𝑖𝑗𝑘 → 0. Since we are working with very large databases, such as AGP, we 

assume that each 𝑛𝑖 is sufficiently large. 

The Evident methodology for determining the effect size needed for conducting power 

analysis and sample size calculations for a future infant gut microbiome study using Shannon 

entropy to describe microbial diversity is described in the following steps. 

Step 1 (Average population diversity): For each value of 𝑋, for each subject in the 

database, using the available microbiome data, compute the desired parameter of interest, for 

example, the average Shannon entropy for α diversity, 𝜇𝑖 = −(
1

𝑁𝑖
) ∑ 𝑌𝑖𝑘

𝑁𝑖
𝑘=1 , 𝑖 = 1, 2. As noted 

above, we assume that each 𝑁𝑖 is sufficiently large so that 𝜇𝑖  represents the average Shannon 

entropy, for the 𝑖𝑡ℎ  the population of infants. 

Step 2 (Variance of population diversity): Similar to the population mean 𝜇𝑖 , for each 

𝑖 = 1, 2, … 𝐺 we compute the population variance of α diversity, denoted by 𝜎𝑖
2 = (

1

𝑁𝑖
) ∑ (𝑌𝑖𝑘 −

𝑁𝑖
𝑘=1
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𝜇𝑖)2 . Again, each 𝑛𝑖 is sufficiently large so that 𝜎𝑖
2  represents the population variance of Shannon 

entropy for the 𝑖𝑡ℎ   population of infants. Under the simplifying assumption of homoscedasticity 

(i.e., all populations have same the variance), we average the two empirical variances to obtain 

the pooled variance, i.e., 𝜎𝑝𝑜𝑜𝑙
2 =

∑ 𝑁𝑖 𝜎𝑖
2𝐺

𝑖=1

∑ 𝑁𝑖
𝐺
𝑖=1

 . Again, since the sample sizes are large, we regard the 

pooled variance as the true population variance for all our calculations. 

Step 3 (Effect size calculations): Assuming that the outcome variable of interest (e.g., α 

diversity) is normally distributed, we have the following formulas for effect sizes using non-central 

distribution for the test statistic (for 𝐺 = 2) or non-central F distribution (for 𝐺 ≥ 2), respectively: 

Although equal variances across groups may be an unreasonable assumption, it is a 

simplifying assumption. 

Step 4 (Power and sample size calculations): For a future study, suppose a researcher 

has a budget for a sample size 𝑚𝑖, 𝑖 = 1, 2, for the 𝑖𝑡ℎ  population of infants, then for a level of 

significance of 𝛼, the power corresponding to the effect size 𝑑 and sample 𝑚𝑖, can be calculated 

parametrically, assuming 𝑌𝑖𝑘  ~𝑖𝑖𝑑 𝑁(𝜇𝑖, 𝜎𝑝𝑜𝑜𝑙). 

Under the normality assumption, for 𝐺 = 2, Evident calculates power using non-central t-

distribution using the effect size parameter 𝑑 and different choices of samples sizes 𝑚1, 𝑚2. In 

the case 𝐺 > 2, it uses non-central F distribution with effect size parameter 𝑓 and different choices 

of samples sizes 𝑚1, 𝑚2,… , 𝑚𝐺. 

  

𝑑 =
𝜇1 − 𝜇2

𝜎𝑝𝑜𝑜𝑙
 .  

𝑓 =
∑ (

𝑁𝑖

𝑁
) (𝜇𝑖 − �̅�)2𝐺

𝑖=1

𝜎𝑝𝑜𝑜𝑙
2  , �̅� = ∑

𝑁𝑖

𝑁
𝜇𝑖

𝐺

𝑖=1
, 𝑁 = ∑ 𝑁𝑖

𝐺

𝑖=1
.  
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Interactive Exploration of Community Differences 

The interactive visualization provided in Evident is created with Bokeh. Given microbiome 

data and sample metadata, Evident creates a Bokeh app that dynamically calculates effect sizes 

and power analysis for the chosen parameters. This view also shows the raw data values as 

boxplots with optional scatter points. 

 

Analysis of AGP Data 

A sample ID list was generated from the original distance matrix used in the AGP study. 

100 nucleotide 16S rRNA gene amplicon (16S) data targeting the V4 hypervariable region for 

these samples were downloaded from the AGP study on Qiita (study ID: 10317) using redbiom 

[28,29]. Both preparation and sample metadata were also retrieved with redbiom. Due to multiple 

preparations containing data from some samples, we performed disambiguation by keeping the 

samples with the highest sequencing depth. 

We then processed the feature table and metadata according to the original study. The 

original workflow used the default parameters in Deblur to remove features with fewer than 10 

occurrences in the data [30]. Because Qiita does not perform this filtering by default, we performed 

this filtering manually. To remove sequences associated with sample bloom, we performed bloom 

filtering [31]. We then rarefied the feature table to 1250 sequences as in the original analysis. 

We processed the sample metadata in accordance with the original study. Because of 

differences in self-reporting protocols from 2018, metadata categories associated with reported 

Vioscreen responses as well as those associated with alcohol consumption were removed. The 

following categories were removed due to mismatches in sample metadata: roommates, allergies, 

age_cat, bmi_cat, longitude, latitude, elevation, height_cm, collection_time, and 

center_project_name. Only the top four annotated countries were considered—US, UK, Australia, 
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and Canada. All other countries were ignored. Overall, 61 metadata categories common to both 

the original data and redbiom data were used for further analysis. 

Sequences from the feature table were placed into a 99% Greengenes [32] insertion 

reference tree using SEPP [33]. We then used unweighted UniFrac to generate a sample-by-

sample distance matrix [34]. This distance matrix was used as input to Evident along with the 

disambiguated, processed sample metadata. 

We used effect_size_by_category to calculate the whole-group effect sizes for each 

column in the metadata and pairwise_effect_size_by_category to calculate the group-pairwise 

effect sizes for multi-class categories. For each whole-group effect size, we computed a power 

analysis for α values of 0.01, 0.05, and 0.1. Power was calculated on total sample size values 

from 20 to 1500 in increments of 40 samples. Evident analyses were performed in parallel on a 

high-performance computing environment. Group-wise and pairwise effect size calculations both 

took under 4 min for 82 metadata categories on 9495 samples using 8 CPUs (we note the AGP 

paper used n = 9511 but operated at 125 nt; we observe a slightly reduced number of samples at 

100 nt). We also benchmarked group-wise effect size calculations using only a single CPU as a 

comparison; this process took 12.4 min, meaning the parallelization decreased runtime by 

approximately 3.5×. Power analysis calculation took 2.7 min for 82 categories using 8 CPUs in 

parallel. 

 

Analysis of Study of Latinos Data 

We downloaded closed-reference (picked against Greengenes 97%) 16S-V4 fecal data 

from Qiita (study ID: 11666) using redbiom. We used the bmi_v2 column to separate samples into 

two groups: normal (BMI < 25) and obese (BMI > 40). For each sample, we summed the 

abundance of Prevotella spp. and Bacteroides spp. adding a pseudocount to both sums. We then 

calculated the (log) ratio of the Prevotella sum and Bacteroides sum. 
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For power analysis, we first established the “true” difference between the obese and 

normal samples as 1.06 (d = 0.27). We used the log-ratio data to determine three levels of effect 

sizes we wanted to evaluate: 0.5 (d = 0.13), 1.0 (d = 0.25), and 1.5 (d = 0.38). To convert the 

differences into desired effect sizes, we divided each difference by the pooled standard deviation 

of the original log ratios. We used Evident to compute the power at each of these effect sizes for 

a significance threshold of 0.05 for total observations varying between 100 and 1000. 

 

2.3. Results 

As a demonstration of Evident, we reprocessed 9495 samples from the AGP to compare 

the published effect sizes in McDonald 2018 with those from a new analysis with Evident [4]. We 

downloaded the same samples from the original paper and reprocessed the data and metadata 

in the same manner, focusing on within-group UniFrac [16] distances. First, we computed the 

group-wise effect sizes for all valid metadata categories. The top ten binary categories and multi-

class effect sizes are shown in Figure 2.2a,c, respectively. Using these effect sizes, we performed 

power analyses for each category at a significance level of 0.05 for a range of sample sizes from 

20 to 1500 (Figure 2.2b,d). We plotted the distribution of the highest effect size binary and multi-

class categories as reported by our new analysis in Figure 2.2e. Finally, we computed the pairwise 

effect sizes as performed in the original paper to verify that Evident returns the same values. 

Figure 2f shows that the effect sizes map extremely closely between the published data and the 

newly reprocessed data. The values of effect size differences in Figure 2.2g are distributed around 

0, indicating that there is very little difference between effect size calculations. This serves as 

validation that Evident returns the correct effect sizes. We note, however, that the data used in 

this study is very heterogeneous—coming from multiple countries. It is important to make sure 

the data used in computing effect sizes are specific to the biological questions of interest. In 

Supplementary Figure S1, we plot the effect sizes calculated from only US samples and only UK 
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samples. These effect sizes have a weak correlation (Spearman rho = 0.54), suggesting that 

country is a strong factor for effect sizes between biological groups. As such, researchers may 

want to perform further pre-processing such as stratification of data by country and computing the 

individual effect sizes for each population. We believe more work should be done on evaluating 

these differences in relation to these heterogenous populations to ensure results are not artificially 

inflated or deflated. 

While we focus on diversity measures in this work, Evident is also usable with any other 

data such as log ratios of microbial abundances. As an example, we use Evident to extend the 

work of Morton et al. [17] and Fedarko et al. [18] in using log ratios for, e.g., post-hoc differential 

abundance analysis. We analyzed the commonly reported (log) ratio of Prevotella to Bacteroides 

in the Study of Latinos (SoL) cohort [19]. In Supplementary Figure S2, we plot the log ratio 

differences between subjects with a BMI < 25 and subjects with a BMI > 40. We also plot a power 

curve with custom differences in means, showing Evident’s flexibility in designing experiments 

with specific effect sizes in mind. 

 

2.4. Conclusion 

It is important for researchers to keep effect sizes in mind when performing computational 

microbiome analysis. Calculating and reporting effect sizes make it easier for researchers to 

determine the magnitude of biological effects on microbial communities. Additionally, these effect 

sizes can be used to inform power analyses for the efficient allocation of resources for new 

studies. We designed Evident for researchers to easily mine and process existing datasets for 

this information. Evident can slot into existing microbiome workflows and process numerous 

metadata categories efficiently and quickly, allowing its application to a broad range of 

microbiome research questions. 
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We note that the choice of study used in Evident should be carefully considered when 

designing and planning new experiments. For example, an existing study using 16S sequencing 

may not be completely appropriate when planning shotgun metagenomics experiments, or even 

experiments that will use a different primer set to target a different region of the 16S rRNA gene, 

because the different methods may recapture different bacteria with different efficiencies and 

therefore the effect size of the same per-subject or per-sample variable may differ depending on 

the methodology. More work should be done to evaluate the differences in downstream analyses 

on samples between 16S and shotgun metagenomics data. Similarly, culture-based microbiome 

studies may not follow the same statistical properties as NGS data. Researchers should be 

mindful of these differences when using Evident. Additionally, researchers should be aware of the 

limitations of the statistical methodology of Evident. For example, if the assumptions of variance 

homogeneity are not held, the obtained effect sizes will be inaccurate and the subsequent power 

analyses can overestimate or underestimate the number of samples required to achieve a given 

level of statistical power. Similarly, the assumption of equal group sizes in proposed experimental 

designs from power analysis may be naïve in practice. For rare diseases or phenotypes, it may 

not be feasible to design an experiment in which all groups have the same number of samples. 

In these cases, performing simulations with unequal group sizes to determine the necessary 

sample size to be likely to achieve a statistically significant result may be informative. 

We encourage microbiome researchers to incorporate Evident into their workflows for both 

reporting effect sizes of microbial community differences and planning experimental designs. In 

the future, we hope to enhance flexibility by including quantitative metadata categories (rather 

than the current qualitative categories) and unbalanced group sample size power analyses. 
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Supplementary Materials: The following supporting information can be downloaded at: 

https://www.mdpi.com/article/10.3390/genes14061239/s1, Figure S1: Comparison of effect sizes 
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2.6. Data availability 
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Chapter 3. Paired microbiome and metabolome analyses 

associate bile acid changes with colorectal cancer 

progression 

 

Abstract 

In most cases of sporadic colorectal cancers (CRC), tumorigenesis is a multistep process 

driven by genomic alterations in concert with dietary influences. In addition, mounting evidence 

has implicated the gut microbiome as an effector in the development and progression of CRC. 

While large meta-analyses have provided mechanistic insight into disease progression in CRC 

patients, study heterogeneity has limited causal associations. To address this limitation, multi-

omics studies on genetically controlled cohorts of mice were performed to distinguish genetic and 

dietary influences. Diet was identified as the major driver of microbial and metabolomic 

differences, with reductions in alpha diversity and widespread changes in cecal metabolites seen 

in HFD-fed mice. Similarly, the levels of non-classic amino acid conjugated forms of the bile acid 

cholic acid (AA-CAs) increased with HFD. We show that these AA-CAs signal through the nuclear 

receptor FXR and membrane receptor TGR5 to functionally impact intestinal stem cell growth. In 

addition, the poor intestinal permeability of these AA-CAs supports their localization in the gut. 

Moreover, two cryptic microbial strains, Ileibacterium valens and Ruminococcus gnavus, were 

shown to have the capacity to synthesize these AA-CAs. This multi-omics dataset from CRC 

mouse models supports diet-induced shifts in the microbiome and metabolome in disease 

progression with potential utility in directing future diagnostic and therapeutic developments. 

 

3.1. Introduction 
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Colorectal cancer (CRC) is the 4th leading cause of cancer related deaths 

worldwide(Ferlay et al., 2019). Combined with an expected increase in the incidence in the 

coming decades, new diagnostic and therapeutic approaches for combating this disease are 

needed. Diet and lifestyle choices have been identified as risk factors for CRC, with ~50-60% of 

US cases attributed to modifiable risk factors (Islami et al., 2018). However, the convergence of 

environmental and genetic factors in the development and progression of CRC is not fully 

understood. 

The intestinal microbiome has been suggested to mediate environmental risk factors in 

CRC. While specific microbes have been associated with different tumor stages, conflicting 

reports have led to a meta-analysis approach to map gut microbiome signatures associated with 

CRC (Feng et al., 2015) (Nakatsu et al., 2015; Yachida et al., 2019) (Song and Chan, 2019) (Scott 

et al., 2019; Wirbel et al., 2019). Such meta-analysis approaches have identified diagnostic 

microbial signatures, however causal associations of microorganisms with carcinogenesis have 

proven difficult (Wirbel et al., 2019). This is attributable in part, to variations in human genetics 

and environmental conditions. Indeed, study heterogeneity was found to have a larger impact on 

the composition of the gut microbiome than CRC (Wirbel et al., 2019).  

Diets high in animal fat alter the microbiome, as well as lead to increases in bile acids 

(BAs). BAs are a diverse collection of amphipathic cholesterol derivatives that promote the 

intestinal absorption of lipids and fat-soluble vitamins. Synthesized in the liver, primary BAs are 

conjugated to glycine and taurine prior to storage in the gall bladder and subsequent secretion 

into the duodenum. Specific transporters in the ileum actively recycle the majority of BAs to the 

liver. Residual BAs transiting to the colon are modified by the microbiome including deconjugation, 

dehydroxylation, and dehydration to generate secondary BAs. In addition to their detergent 

effects, BAs function as endogenous ligands for the G-protein coupled bile acid receptor (TGR5), 

and several nuclear receptors including the farnesoid X receptor (FXR). FXR is considered the 
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master regulator of BA homeostasis, controlling the transcription of key genes regulating the 

synthesis and transport of BAs. Of note, BA modifications differentially affect their transport, 

receptor efficacy, and cytotoxicity. 

Clinical studies have reported reduced microbial diversity, along with a shift from dietary 

carbohydrate utilization to amino acid degradation in CRC patients (Wirbel et al., 2019). In 

addition, increased fecal levels of the secondary BAs lithocholic acid (LCA) and deoxycholic acid 

(DCA) relative to healthy controls have been shown (Gill and Rowland, 2002). While both 

preclinical and patient-based studies support a role for gut dysbiosis in CRC 

susceptibility/progression, the interactions between the microbiome and the host are incompletely 

understood. The ability to control genetic and environmental confounders in preclinical studies 

offers the potential for causal relationships to be identified, despite species differences in the 

composition of the microbiome and BA pools. Mice with a mutant allele of the APC gene (APC
min/+

) 

develop multiple intestinal neoplasia predominantly within the ileum, however these lesions 

seldom progress past the adenoma stage (Powell et al., 1992). We previously showed that 

challenging APCmin/+ mice with a high fat diet (HFD) was sufficient to drive the progression from 

adenoma to adenocarcinoma (Fu et al., 2019). Using this APCmin/+ mouse model of colorectal 

cancer, we show here that the effects of a high fat diet on the cecum microbiome are more 

pronounced than those from the genetic mutation, significantly reducing microbial alpha diversity 

and perturbing the metabolome. The presence of microbially-conjugated BA with the capacity to 

drive intestinal cell proliferation in high fat diet (HFD) fed mice identifies potential drivers of 

disease progression 

 

3.2. Results 

To understand the effects of genetics and diet on CRC progression, we compared wild 

type (WT) and APCmin/+ mice maintained on a normal diet (ND) or HFD. Changes in the gut 
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microbiome were detected using 16S and shotgun metagenomics of cecum samples stratif ied by 

both genotype (WT compared to APCmin/+) and diet (ND compared to HFD), resulting in 4 groups 

(Thomas et al., 2019) (Hillmann et al., 2020; Wirbel et al., 2019; Yachida et al., 2019). The 

bacterial diversity and composition in these 4 groups were characterized by both alpha and beta-

diversity (Figure 3.1A- B; S1A) (Morton et al., 2019b). Faith’s phylogenetic alpha diversity of 

cecum microbiomes was lower in HFD-fed compared to ND-fed WT mice (Figure 3.1A) (Zhu et 

al., 2019). Somewhat surprisingly, microbial richness was largely unaffected in the genetic model 

susceptible to CRC (APCmin/+ compared to WT mice on ND) (Figure 3.1A). As seen with WT mice, 

HFD reduced alpha diversity in  APCmin/+ mice, albeit to a lesser extent (Figure 3.1A). Similarly, 

we observed more profound     beta-diversity differences related to diet (ND vs HFD) in both WT 

and APCmin/+ mice than between genotypes (Figure 3.1B, S1A). We then explored the association 

of specific microbial taxa with mouse genotype and/or diet through differential abundance ranking 

(see Methods) (Figure AB.1.S1B) (Morton et al., 2019b). Of note, species of the genus 

Prevotellaceae were more associated with APCmin/+ genotype, whereas species in the order 

Coriobacteriales, family Erysipelotrichaceae, and genus Lactobacillus were more associated with 

HFD phenotypes (Figure 1C-D) (Zhu et al., 2019). These metagenomic genetic and diet 

differentials also show strong associations with particular taxonomic features at the family level in 

the differential rank plot (Figure 1E-F) (Morton et al., 2019b). In particular, Prevotellaceae and 

Lachnospiraceae are more strongly associated with WT and APCmin/+ mice, respectively, while 

Clostridiaceae and Erysipelotrichaceae are associated with ND and HFD, respectively (log-ratios 

in indicated comparisons, Figure 1G).  
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Figure 3.1: Genetics and diet reshape the gut microbiome a) Alpha-diversity of wild-type (WT) 
and APCmin/+ mice maintained on normal-chow diet (ND) and high fat diet (HFD). Within-sample 
diversity is measured by Faith’s phylogenetic diversity. Metrics from shotgun metagenomics 
sequencing data of cecum samples are presented by genotype-diet combination. b) Unweighted 
Unifrac measures of beta-diversity in mice from A. Metrics from shotgun metagenomic 
sequencing data are stratified by genotype and diet factors and visualized using Principal 
Coordinate Analysis (PCoA).c-d) Ultrametric phylogenetic tree generated from shotgun 
metagenomics data of cecum samples in mice from A. Microbial features colored by c) Songbird 
genotype and d) diet differentials. Red indicates positive association while blue indicates negative 
association (both relative to all other features). e-f) The differential rank plot of selected microbial 
features separating samples by e) genetic and f) diet ()Features in red correspond to those in the 
numerator while those in blue correspond to features in the denominator. Features that are 
colored gray are not factored into the log-ratio calculations. g) Log-ratios of selected microbial 
families separating samples across genotype (left) and diet (right) genotype. Family selection was 
performed by using Qurro to inspect differentially abundant microbial groups according to 
Songbird differentials. 
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Complementing the metagenomic analyses, paired metabolomic profiling was performed 

to gain additional insight into the functional consequences of the genetic and dietary changes 

(Koppel and Balskus, 2016). Unbiased LC-MS profiling of cecum and serum samples from both 

WT and APCmin/+ mice on ND and HFD was performed (Figure AB.1.S2A). Principal component 

analysis (PCA) of the cecum samples revealed metabolomic differences associated with diet 

(Figure 3.2A). To confirm this association, partial least square-discriminant analysis (PLS-DA) of 

cecum and serum samples showed metabolomic differences among the four sample groups, with 

a permutation test (100 replicates, p-value < 0.01) suggesting that the model fit is better than a 

chance permutation of the labels (Figure 3.2B, AB.1.S2B, C). Diet was the dominant determinant 

of the cecum metabolome, in agreement with the microbiome analyses, whereas less pronounced 

diet-induced differences were evident in the serum samples (Figure 3.2B). Over 110 metabolites 

were determined to be significantly dysregulated in comparing HFD and ND fed mice (p-value 

≤0.05, fold change ≥1.5). Pathway enrichment analysis of the dysregulated metabolites identified 

10 metabolic pathways (Figure AB.1.S4A), with the aminoacyl-tRNA biosynthesis pathway most 

affected. Ranking metabolites by differentials revealed relatively minor genetic effects on the 

cecal metabolome (largely less than 2-fold changes), with similar numbers of metabolites 

increased and decreased in APCmin/+ compared to WT mice (Figure 3.2C). In contrast, the 

magnitude of the changes was greater with diet, with HFD markedly reducing the levels of 

approximately 30% (decreased up to 6-fold), and increasing the concentrations of 70% of the 

differentially regulated metabolites (increased up to 3-fold) (Figure 3.2D). Metabolites reduced in 

APCmin/+ compared to WT mice included several lysophosphatidylcholine (LPC) species (Figure 

AB.1.S4B), in agreement with reduced LPCs reported in colorectal cancer patients (CRC) (Zhao 

et al., 2007), while the observed reduction in C16 acylcarnitine (ACAR 16:0) contrasts with 

reported increases seen in patient-derived serum (Jing et al., 2017) (Farshidfar et al., 2018). 

Correlation-based metabolic network analysis, where each node represents one metabolite and 
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the edge between two nodes represents the correlation coefficient between two metabolites (red 

and blue lines representing positive and negative correlations, respectively), reveals the global 

effects of high fat diet on the dysregulated metabolites (Figure AB.1.S4C). Exploiting the finding 

that structurally related molecules produce similar MS fragmentation patterns, spectral similarity 

scores were calculated using MS-DIAL with the embedded Bonanza spectral clustering algorithm. 

Subsequent network analyses facilitated the visualization of chemical similarities across the entire 

metabolome, wherein each node represents an ion with an associated fragmentation pattern, and 

the links among the nodes indicate spectral similarities (visualized in Cytoscape, Figure AB.1.S4) 

(Watrous et al., 2012) (Wang et al., 2016) (Forsberg et al., 2018; Huan et al., 2017; Nothias et al., 

2020).   
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Figure 3.2: Genetics and diet affect serum and fecal metabolomes. a) Principal component 
analysis (PCA) of cecum metabolites from WT and APCmin/+ mice maintained on ND and HFD. 
b) Partial least square-discriminant analysis (PLS-DA) score plots of cecum (left) and serum 
metabolites (right) from mice in A, with a model p-value < 0.01. (c-d) Songbird differential rank 
plots of the association of metabolites with (genotype) left and diet (right). Differentials were 
calculated with multinomial regression and validated by comparing to a null model.  
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Dietary changes are reflected in fecal bile acids  

Previously, we found that HFD-induced increases in secondary BAs including DCA and 

TMCA were sufficient to drive an adenoma to adenocarcinoma progression in the APCmin/+ CRC 

mouse model (Fu et al., 2019). To further understand the impact of dietary and genetic factors on 

microbially-derived secondary BAs, we measured fecal BAs in WT and APCmin/+ mice on ND or 

HFD. Consistent with previous findings, HFD and the APC mutation independently and 

cooperatively increased fecal BA content (Figure 3.3A). In addition, HFD increased the proportion 

of secondary BAs in both WT and APCmin/+ mice (Figure 3.3B). Given that total bacterial load and 

alpha diversity decreased with HFD, the proportional increases in secondary bile acids implicate 

compositional changes in the microbiome, rather than absolute bacterial load, in mediating these 

changes (Figure 3.1A).  
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Figure 3.3: Genetics and diet affect fecal bile acids Wild-type (WT) and APCmin/+ mice were 
maintained on the normal-chow diet (ND) or high fat diet (HFD) from 4 weeks of age.a) Total fecal 
bile acids. b) Proportions of primary and secondary bile acids in feces. (c-d) Progressive changes 
in bacterially-mediated conversion of tauro-cholic acid (T-CA) to cholic acid (CA) and deoxycholic 
acid (DCA) in c) serum and d) feces. e) Temporal changes in intestinal tumor burden and fecal 
DCA levels in APCmin/+ mice on ND. f) Temporal changes in bacterial load and DCA in feces 
from APCmin/+ mice on ND. g) Temporal changes of fecal DCA levels in WT and APCmin/+ mice 
on ND and HFD during tumor progression (16 to 24 weeks). h) Fecal bile acid levels in WT and 
APCmin/+ mice on ND and HFD treated with the FXR agonist FexD (50mg/kg/day) or vehicle for 
8 weeks. n= 3-6. Data represent the mean ± SEM. For two group comparation, Student’s unpaired 
t-test. For more than two group comparation, one-way Anova. *, # p<0.05; **, # # p<0.01; ***, # # 
# p<0.005. 
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To complement these metabolomic studies, the progressive changes in total and specific 

fecal BA species were determined by enzymatic assay and targeted mass spectrometry, 

respectively in APCmin/+ mice (Figure AB.1.S5A, B). Contrasting with largely static serum levels, 

fecal levels of ω-muricholic acid (ωMCA) increased with age (Figures AB.1.S5C-E). A similar 

pattern was seen in serum and fecal deoxycholic acid (DCA) (Figures 3.3C, D), while a transient 

decrease in β-muricholic acid (βMCA) levels was seen coinciding with tumor initiation (~7weeks, 

Figure AB.1.S5F). This lack of correlation between fecal and serum levels of ωMCA and DCA is 

presumed to be a consequence of differential BA uptake in the colon (Degirolamo et al., 2011; 

Wahlstrom et al., 2016). However, at increased tumor load (~13 weeks of age), the reduction in 

fecal bacterial load coincided with reduced DCA and ωMCA levels (Figures 3.3E, 3.F, AB.1.S5E), 

consistent with the role of the gut microbiome in the generation of secondary BAs. In contrast, 

βMCA levels increased during the later stages of tumor progression, potentially driven by tumor-

specific changes in the microbiome (Figure AB.1.S5F).  

We next sort to determine the specific BA species contributing to the HFD-induced 

increases in fecal BAs in both WT and APCmin/+ mice (Figure 3.3A). Notably, fecal DCA and ωMCA 

levels increased 60-100 and 150-300 fold, respectively, in mice maintained for 16 weeks on HFD 

(Figure 3.3G, AB.1.S5G). APCmin/+ mice were more susceptible to the dietary challenge, with 

increases in fecal DCA and ωMCA levels 3-5 and 6-7 fold greater than those in WT mice, 

respectively (Figure 3.3G, AB.1.S5G). In contrast, the diet-induced changes in serum CA levels 

were relatively minor, however concentrations were an order of magnitude higher in HFD-fed 

APCmin/+ mice (Figure AB.1.S3H).  

As the master regulator of BA homeostasis, activation of FXR can reduce serum BA levels 

in HFD-fed WT and APCmin/+ mice (Fu et al., 2019). To explore the impact of FXR on the fecal BA 

pool, ND and HFD-fed mice were treated with the intestinally-biased FXR agonist FexD (50 

mg/kg/day for 8 weeks; Figures AB.1.S6A, C). Intestinal FXR activation reduced total fecal BAs 
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in both WT and APCmin/+ mice on ND (Figure 3.3H). In contrast, a differential effect was evident 

in HFD-fed mice, with FexD treatment increasing and decreasing total fecal BA levels in WT and 

APCmin/+ mice, respectively (Figure 3.3H). Profiling the fecal BA composition of ND-fed mice 

revealed model-specific FexD-mediated reductions that were largely lost in the HFD cohorts, 

illustrating the complexity of factors affecting BA homeostasis (Figures AB.1.S6B, D) (Friedman 

et al., 2018; McCarville et al., 2020; Morton et al., 2019a). 

 

Novel conjugated bile acids associated with high fat diet 

Recently, we identified 3 novel amino acid conjugated cholic acid species, and showed 

that these microbially-generated BAs were enriched in patients with inflammatory bowel disease 

(Quinn et al., 2020). Building on this study, we interrogated the cecal metabolome datasets for 

evidence of non-classic amino acid conjugated BAs. In agreement with our earlier study, 

phenylalanine (Phe), leucine (Leu), and tyrosine (Tyr) conjugated cholic acid were detected. In 

addition, serine (Ser), alanine (Ala), tryptophan (Trp), and glutamine (Glu) conjugated cholic acid 

were also identified (Figure 3.4A). The core cholic acid mass spectral fragmental pattern was 

evident in these non-classic conjugated CA derivatives (AA-CAs), with additional patterns 

consistent with the presence of the identified amino acids conjugated through an amide bond at 

the normal glycine/taurine conjugation site (Figure 3.4A). Moreover, the proposed structures were 

validated using synthesized standards with retention time and MS/MS fragmentation patterns 

matching on several instrument platforms, including targeted mass spectrometry. While the levels 

of AA-CAs varied between individual mice, HFD increased the levels of Gly-CA and Phe-CA in 

both WT and APCmin/+ mice, and the concentrations of Leu-CA and Ser-CA in WT mice (Figure 

AB.1.S6E). Consistent with earlier observations (Quinn et al., 2020), these AA-CAs were detected 

in cecum but not in serum samples, supporting the notion that they are synthesized by the gut 

microbiome (Quinn et al., 2020).  
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Figure 3.4: Non classic amino acid conjugated bile acids in cecum sample a) MS2 spectra 
network analysis of the detected 7 novel bile acids. Chemical structure and molecular weight are 
presented. b) Mmvec microbe-metabolite co-occurrences study of tumor progression in APCmin/+ 
mice on ND (adenoma) and HFD (adenocarcinoma). Conditional probabilities exhibit a 
biclustering pattern between bile acids and gOTUS corresponding to ND and HFD. Connections 
between microbes and metabolites correspond to increased or decreased co-occurrence 
probability relative to all other microbes. Association was assigned by comparing cluster features 
to both metagenomic and metabolomic Songbird differentials. c) Biplot of mmvec results from 
APCmin/+ mice. Points represent metabolites and arrows represent most informative microbial 
features. Color of points corresponds to the Songbird-calculated association of each metabolite 
with the high-fat diet compared to the normal diet. Novel bile acids are highlighted with different 
colors. Spearman correlation between PC1 of the mmvec ordination and the HFD differential was 
0.77. 
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Non-classic conjugated BAs are microbially generated 

To explore causal associations between microbial content and the metabolome, the co-

occurrence probabilities between microbial taxa and metabolites in APCmin/+ cecum samples were 

estimated (Morton et al., 2019a). The conditional probability of observing a metabolite, given that 

a microbe was observed, was estimated using the neural network MMvec (microbe-metabolite 

vectors)(Morton et al., 2019a), that predicts metabolite abundances from microbe sequences. 

Using operational taxonomic units (OTUs) to cluster microbes based on sequence similarities, 

associations between BAs and microbial species were determined by normalized conditional 

probabilities. These analyses revealed the effect of diet on the co-occurrence of clusters of 

microbes and specific BAs in APCmin/+ mice (Figure 3.4B) (Morton et al., 2019a). Moreover, the 

MMvec showed clear stratification of the metabolomics data according to diet effects in APCmin/+ 

mice (Figure 3.4C). We then performed differential abundance on the identified metabolites to 

parallel the metagenomic analysis in determining which metabolic features were associated with 

diet and genotype. Considering that these AA-BAs also use amino acids as resources, we used 

the MMvec results to identify candidate producers by Spearman correlation analysis of the first 

MMvec principal component with HFD log-fold changes in APCmin/+ mice (Figure 3.4C). A strong 

correlation was observed, indicating that PC1 seems to be strongly driven by diet (Figure 

AB.1.S6F) (Morton et al., 2019a). Detailed correlations between candidate producers and 

different BA categories are presented as a cluster map (Figure AB.1.S6G). Several bacterial 

species are highly correlated with AA-CA production (Morton et al., 2019a) (Quinn et al., 2020). 

In particular, Tyr-, Phe-, and Leu-conjugated CA are highly associated with Erysipelotrichaceae, 

Lachnospiraceae, and Lactobacillaceae (Figure 3.4C) (Henke et al., 2019; Quinn et al., 2020; 

Yachida et al., 2019).  

 

Novel conjugated bile acids are biologically functional 
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We next explored how these alternative amino acid conjugations affect CA-driven 

physiology. Initially, signaling through FXR and TGR5 (encoded by G-protein-coupled bile acid 

receptor 1, GPBAR1, a membrane bound BA receptor) was evaluated using luciferase reporters 

containing FXR or TGR5 downstream cAMP response elements transfected into kidney HEK293 

cell overexpressing human or mouse FXR or TGR5 genes (Dobin et al., 2013; Sorrentino et al., 

2020). In these reporter assays, Phe, Tyr, Trp, and Glu conjugation increased CA signaling via 

human, and to a lesser extent mouse FXR compared to taurine and glycine, while Leu, Ser, and 

Ala conjugated CA functioned as weak FXR agonists or even antagonists (Figures 3.5A, 

AB.1.S7A). In terms of TGR5, Leu, Phe, and Tyr conjugation increased, and Glu, Trp, Ala and 

Ser conjugation decreased CA activation of mouse TGR5 relative to the taurine conjugate, while 

all alternate conjugations reduced or eliminated activation of human TGR5 (Figures 3.5B, 

AB.1.S7B). To associate AA-CA signaling with functional outcomes, the abilities to promote 

intestinal cell proliferation were compared (Fu et al., 2019; Sorrentino et al., 2020). Taurine 

conjugation reduced the ability of CA to promote growth of intestinal organoids derived from WT 

mice, but had less of an effect on APCmin/+ derived intestinal organoids (Figures AB.1.S7C, E). 

Ala conjugation similarly attenuated CA-driven proliferation, while Ser, Leu, and Glu conjugated 

CA largely eliminated the proliferative effects (Figures 3.5C, AB.1.S7D). Somewhat unexpectedly, 

Ser-CA, a bile acid previously found to associate with lymphocytic choriomeningitis virus (LCMV) 

infection in mice and with human Crohn’s disease (Wang et al., 2016) increased the expression 

of intestinal stem cell marker genes in WT organoids (Figure 3.5D). In contrast, CA conjugated 

with the aromatic amino acids (Trp, Tyr, Phe) inhibited organoid proliferation, consistent with 

reduced expression of stem cell marker genes in WT organoids (Figures 3.5C, D, AB.1.S7D-F). 

Interestingly, these AA-CAs showed varying activation of FXR and TGR5 target genes, alluding 

to the complexity of BA functionality (Figures 3.5D, AB.1.S7G).  
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Figure 3.5: Non classic conjugated BAs are bioactive and can be synthesized by specific 
gut microbesa) Dose-dependent activation of exogenous mouse FXR by amino acid conjugated 
cholic acid species. Luciferase activity in HEK293 cells expressing a luciferase reporter gene 
functionally linked to an FXR-responsive element (FXRE-Luc). b) Dose-dependent activation of 
exogenous mouse TGR5 by amino acid conjugated cholic acid species. Luciferase activity in 
HEK293 cells expressing a luciferase reporter gene functionally linked to a cAMP-responsive 
element which is downstream of TGR5.c) Dose-dependent proliferation of intestinal organoids 
from WT mice treated with Ala-CA (left) and Trp-CA (right), measured by luminescent cell viability 
assay. d) Relative expression of FXR and TGR5 target genes, and intestinal stem cell marker 
genes in intestinal organoids from WT mice treated with amino acid conjugated cholic acid 
species at 10μM. e) Cellular transport of amino acid conjugated cholic acid species, as 
determined by the efflux ratio in Caco2 cells. Atenolol and propranolol serve as negative and 
positive controls, respectively. Digoxin serves as a positive control for P-glycoprotein-mediated 
efflux. f) Dose-dependent generation of conjugated cholic acid species in anaerobic cultures of 
cecal bacteria from WT and APCmin/+ mice on ND and HFD. Cultures were supplemented with 
increasing concentrations of cholic acid (CA) for 48h prior to mass spectral analysis. g) Dose-
dependent generation of conjugated cholic acid species in anaerobic cultures of Ruminococcus 
gnavus, Clostridium scindens, and Ileibacterium Valens. Cultures were supplemented with 
increasing concentrations of cholic acid (CA) for 48h prior to mass spectral analysis. h) Dose-
dependent generation of conjugated cholic acid species in anaerobic cultures of Ileibacterium 
Valens. Cultures were supplemented with increasing concentrations of taurocholic acid (T-CA) 
for 48h prior to mass spectral analysis. i) Changes in Ileibacterium Valens, Ruminococcus 
gnavus, and Clostridium scindens levels in ND and HFD-fed APCmin/+ mice treated with FexD or 
vehicle for 8 weeks, determined by qPCR. Data represent the mean ± SEM. *p<0.05; **p<0.01; 
***p<0.005. Student’s unpaired t-test. 
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Wnt signaling is an important driver of intestinal stem cell growth, with nuclear β-catenin 

activity largely mediated by the downstream TCF/LEF (T-cell factor/lymphoid enhancer-binding 

factor) pathway. Surprisingly, each of the AA-CAs promoted Wnt signaling, albeit at 

supraphysiological concentrations, as measured by TCF/LEF activity in the colon cancer cell line, 

HT29 cells. (Figures AB.1.S7H-I).  

While 90% of classic BAs are recycled to the liver, we previously reported that Phe-CA, 

Tyr-CA, and Ala-CA were not detected in mouse or human portal or peripheral blood (Quinn et 

al., 2020). To predict the potential for these AA-CAs to be recycled, Caco 2 permeability assays 

were performed with Atenolol and Propranolol as low and high permeability controls, and Digoxin 

as a substrate for transporter mediated uptake. With the exception of Glu-CA, the alternate AA-

CAs displayed high efflux ratios (>2). However, the markedly reduced permeabilities compared 

to Gly-CA suggests that these alternately conjugated BAs are transported at much lower levels 

or not at all into the bloodstream (Figures 3.5E, AB.1.S7J).  

To support the notion that these AA-BAs are microbially derived, total cecal bacteria were 

cultured in the presence of increasing concentrations of exogenous cholic acid. Each of the AA-

CAs was detected in anaerobic cultures, with increased levels seen in cecal bacterial collected 

from HFD mice (Figure 3.5F). Aerobic cultures were similarly able to generate the AA-CAs, albeit 

at lower levels (Figure AB.1.S8A). In addition, anaerobic cultures were able to utilize Tauro-CA 

as a substrate, consistent with the presence of bile salt hydrolases (BSHs) in these cecum 

cultures (Figure AB.1.S8B). However, the majority of cultures did not efficiently conjugate CDCA 

or DCA (Figures AB.1.S8C-D). To validate the predicted associations of AA-CAs with specific 

bacterial species (Figure 3.4C), individual cultures of Ruminococcus gnavus, Clostridium 

scindens, Ileibacterium valens, Lactobacillus reuteri, and Lactobacillus acidophilus were 

incubated with increasing concentrations of  CA. Interestingly, preferences for conjugating the 
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different amino acids were seen with individual bacteria, (Figures 3.5G, AB.1.S8E) (Wong and 

Yu, 2019) (Buffie et al., 2015; Henke et al., 2019). Moreover, activation of FXR increased bacterial 

loads of Ileibacterium valens and Ruminococcus gnavus in HFD fed APCmin/+ mice (Figure 3.5I).  

These data highlight the complexity of the microbiome-metabolome interaction, as well as 

implicate specific strains such as Ileibacterium valens in CRC (Cox et al., 2017; Kadosh et al., 

2020; Yachida et al., 2019).  

 

3.4. Discussion 

This study demonstrates the combinatorial effects of genetic and dietary risk factors on 

the gut microbiome and metabolome. Our results show that both genetic and dietary risk factors 

contribute to the alterations in the serum and cecum metabolome profiles. Interestingly, the effects 

of diet are more pronounced in cecum than in serum. Distinct from the effects on serum 

metabolites, we find that diet is the major determinant of cecum metabolites and gut microbiome 

species.  

As early dietary sensors and genetic effectors, bile acids have emerged as pleiotropic 

signaling molecules mediating intestinal tumorigenesis and inflammation (Fiorucci and Distrutti, 

2015; Wahlstrom et al., 2016). Recent technological advances have led to the characterization of 

more than 170 bile acids (Hoffmann et al., 2022; Petras et al., 2021; Wang et al., 2016), of which 

more than 60 have been directly observed in human fecal samples (Quinn et al., 2020). Here we 

characterize 7 non-classic amino acid-conjugated BAs enriched in HFD fed mice, consistent with 

previous association studies (Quinn et al., 2020) (Hoffmann et al., 2022; Morton et al., 2019a; 

Wang et al., 2016). These microbially-modified cholic acid derivatives appear restricted to the gut, 

distinguishing them from host-conjugated BAs. We show that non-classic amino acid conjugation 

selectively modulates cholic acid signaling via FXR and TGR5, as well as its ability to promote 

Wnt signaling and intestinal stem cell proliferation; key steps in CRC initiation and progression 
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(Fu et al., 2019; Sorrentino et al., 2020). Microbial diversity analysis across both genotype and 

diet demonstrates strong microbial association with tumorigenesis in both alpha and beta 

diversity. We characterize specific microbial taxa associated with both genetic and dietary effects. 

Furthermore, the strong taxonomic and phylogenetic association of identified microbial features 

points to conserved evolutionary signals strongly coupled to diet response and, to a lesser extent, 

genotype. Our multi-omics analyses also show that diet is the strongest driver of microbe-

metabolite interactions, especially so in the identified BAs. Notably, MMvec is an unsupervised 

neural network, indicating a high degree of confidence in our results as the multi-omics results 

concord with our supervised differential abundance analysis of microbes and metabolites. 

Moreover, we identify potential gut microbes capable of conjugating cholic acid including 

Ileibacterium valens. Ileibacterium valens has been recently implicated in microbial-induced 

obesity and intestinal inflammation through its production of Il17 cytokines and antimicrobial 

peptides (Cox et al., 2017). Our findings show an enrichment of Ileibacterium valens strains in 

adenocarcinoma mouse models, suggesting that this species may promote tumorigenesis 

(Yachida et al., 2019).  

 In general, the modulation of gut microbiota and bile acid profiles holds promise as a 

novel therapeutic approach for the treatment of gastrointestinal cancers and represents the next 

frontier for gastrointestinal cancer research. 

 

3.5. Materials and Methods Animals 

WT C57BL/6J (Cat # 000664) and APCmin/+ (Cat # 002020) were purchased from 

Jackson Laboratory. All animal experiments were performed in the specific pathogen-free facilities 

at the Salk Institute following the Institutional Animal Care and Use Committee’s guidelines. WT 

and APCmin/+ mice were maintained on a normal chow diet (ND) or placed on a high-fat diet 

(HFD, Harlan Teklad, 60% of calories from fat) from 4 weeks of age. For early intervention 
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experiments, Fexaramine D (FexD, 50mg/kg in corn oil) or vehicle was orally gavaged daily from 

8 weeks of age for APCmin/+ mice on ND, or 6 weeks for APCmin/+ mice on HFD (Fu et al., 

2019). 

 

Isolation and Generation of Intestinal organoid 

Intestines were washed in ice-cold PBS (Mg2+/Ca2+) (Corning, cat # 21-031-CM), 

containing 2% BSA (Gemini Bio-products, cat #900-208) and 2% antibiotic-antimycotic (Gibco, 

cat #15240-062). Crypts and villi were exposed by dicing the intestines into small pieces (1-2 cm 

long), followed by extensive washes to remove contaminants. Then, a gentle cell dissociation 

reagent (Stem cell technologies, cat #7174) was used according to the manufacturer's 

instructions. Briefly, intestinal pieces were incubated on a gently rotating platform for 15 minutes. 

After that, the gentle cell dissociation reagent was removed and the intestines were washed 3 

times with a PBS wash buffer with vigorous pipetting. The first and second fractions that usually 

contain loose pieces of mesenchyme and villi were not used. Fractions three and four containing 

the intestinal crypts were collected and pooled. Isolated crypts were filtered through a 70µm nylon 

cell strainer (Falcon, cat #352350). Crypts were counted, then embedded in Matrigel (Corning, 

growth factor reduced, cat #354230), and cultured in Intesticult organoid growth medium (Stem 

cell technologies, cat #6005). For mouse colon organoids, additional Wnt3a (300ng/µl, R&D, cat 

#5036-WN-010) was added. 

Intestinal organoids used in this study were generated from WT mice, APCmin/+ mice, 

Lgr5-EGFP-IRES-CreERT2 mice, FXRKO mice, FXRfl/fl mice. 

 

Bile Acids Total Amount and Composition Measurement 

Metabolites such as Bile Acids were measured in mouse serum, cecum, and fecal 

samples by Total bile acid assay kit (Diazyme laboratories, cat #DZ042A-K). Serum samples were 
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diluted 1:5 with a blank buffer, and calculations performed using standard controls included in the 

kit. For fecal samples, total bile acids and total fat were extracted from 500mg feces. 

Composition profiling of the total Bile Acids pool is measured using targeted Liquid 

chromatography-mass spectrometry (LC-MS). Authentic bile acid standards were purchased from 

Sigma, except glycolithocholic acid (GLCA), murideoxycholic acid (MDCA), HDCA, α-HCA, β-

MCA, α-MCA ω-MCA, and Tauro-β-muricholic acid (T-βMCA) which were purchased from 

Steraloids (Newport, RI), taurocholic acid (TCA) from Calbiochem (San Diego, CA), and the 

deuterated bile acid standards cholic-2,2,4,4- d4 acid, chenodeoxycholic-2,2,4,4-d4 acid, and 

lithocholic-2,2,4,4-d4 acid from C/D/N Isotopes (Quebec, Canada). Mouse serum (20μl) was 

protein precipitated with 80μl of ice-cold acetonitrile containing 3.28ng of deuterated cholic acid 

(2, 2, 4, 4-d4 cholic acid) as an internal standard, vortexed 1min and centrifuged at 10,000 rpm 

for 10 min at 4°C. The supernatant was evaporated under vacuum at room temperature and 

reconstituted in assay mobile phase and transferred to a 96-well plate for analysis. A Nextera 

UPLC (SHIMADZU, Kyoto, Japan) system used in combination with a Q-TRAP 5500 Mass 

Spectrometer (AB SCIEX, Toronto, Canada) with Analyst Software 1.6.2 (Kakiyama et al., 2014). 

Chromatographic separations were performed with an ACQUITY (WATERS, Milford, MA) 

UPLC BEH C18 column (1.7microns, 2.1x100mm). The temperatures of the column and 

autosampler were 65 degrees and 12 degrees, respectively. The sample injection was 1L.  The  

mobile  phase  consisted  of  10%  Acetonitrile  and  10%  Methanol  in  water containing 0.1% 

Formic Acid (Mobile Phase A) and 10% Methanol in Acetonitrile 0.1% Formic Acid (Mobile Phase 

B) delivered as a gradient: 0-5-min Mobile Phase B held at 22%; 5-12-min Mobile Phase B 

increased linearly to 60%, 12-15min Mobile Phase B increased linearly to 80% and 15-19min 

Mobile Phase B constant at 80% at a flow rate of 0.5ml/min. The mass spectrometer was operated 

in negative electrospray mode working in the multiple reaction mode (MRM). Operating 

parameters were Curtain gas 30psi; Ion spray voltage 4500 V; Temperature 550C; Ion Source 
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Gas 1 60psi; Ion Source Gas2 65psi. Transition MRMs, declustering potential, entrance 

potentials, and collision cell exit potentials were optimized using the Analyst software. Dwell times 

were 25msec. 

 

Cell Lines, Cell viability assay, and Cell Luciferase assay 

The human intestinal cancer cell lines HCT116, Caco2, and HT29 were acquired from 

ATCC and cultured according to the supplier's instructions. FexD and novel AA-BAs (in house 

production) were dissolved in DMSO for in vitro experiments. CellTiter-Glo Luminescent Cell 

Viability Assay Kit (Promega, Cat #G7572) was used to assay cell viability after drug treatment. 

For luciferase assay, FXRE-Luc plasmids (FXR responsive element), human and mouse version 

of FXR expression plasmids were transfected into each cell line, then different drugs were added, 

and luciferase activities were measured by Dual-Luciferase Reporter kit (Promega cat 

#PRE1910). Activation of TGR5 signaling was measured by Cignal cAMP response elements 

Reporter (Luc) Kit (Qiagen, CCS- 001L). Wnt signaling reporter assay by Cignal TCF/LEF 

Reporter (Luc) Kit (Qiagen, CCS- 018L) was used. 

 

Organoid Studies 

Organoids were treated with drugs either on day 2 or day 3 after plating to capture the 

early growth phase. Images of organoid morphology changes after drug treatment were taken 

with an Olympus IX51 microscope. CellTiter-Glo Luminescent 3D Cell Viability Assay Kit 

(Promega, Cat #G9683) was used to check the cell viability after drug treatment. Organoids were 

directly lysed using TRIzol reagent (Ambion, cat #15596026), followed by a brief sonication 

(PowerLyzertm 24 MO Bio Laboratories Inc). RNeasy Mini Kit (Qiagen, cat #74106) was used for 

RNA extraction. 

 

https://www.promega.com/products/cell-health-and-metabolism/cell-viability-assays/celltiter_glo-luminescent-cell-viability-assay/
https://www.promega.com/products/cell-health-and-metabolism/cell-viability-assays/celltiter_glo-luminescent-cell-viability-assay/
https://www.promega.com/products/cell-health-and-metabolism/cell-viability-assays/celltiter_glo-luminescent-cell-viability-assay/
https://www.promega.com/products/cell-health-and-metabolism/cell-viability-assays/celltiter_glo-luminescent-cell-viability-assay/
https://www.promega.com/products/cell-health-and-metabolism/cell-viability-assays/celltiter_glo-luminescent-cell-viability-assay/
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Gene Expression Analysis 

Total RNA isolated from mouse intestine was perfused with RNAlater for 24h at 4C and 

then tissues were homogenized in TRIzol reagent (Ambion, cat #15596026) with beads using 

PowerLyzertm 24 (Mo Bio Laboratories Inc), then extracted by using RNeasy mini kit (Qiagen, cat 

#74106) as per the manufacturer’s instructions. Total RNA isolated from mouse liver and intestinal 

segments were directly homogenized in TRIzol. cDNA was synthesized from 1μg of DNase-

treated total RNA using Bio-Rad iScript Reverse Transcription supermix (#1708841) and mRNA 

levels were quantified by quantitative PCR with Advanced Universal SyBr Green Supermix (Bio-

Rad, cat #725271). All samples were run in technical triplicates and relative mRNA levels were 

calculated by using the standard curve methodology and normalized to 36B4. All primers are listed 

in Supplementary Table. AB.2.S1. 

 

RNA-seq library generation, High-throughput sequencing, and analysis 

RNA quality was confirmed using the Agilent 2100 Bioanalyzer and RNA-seq libraries 

were prepared from three biological replicates for each experimental condition and sequenced on 

the Illumina HiSeq 2500 using barcoded multiplexing and a 100-bp read length. Image analysis 

and base calling were done with Illumina CASAVA-1.8.2. The quality of the reads was assessed 

with fastqc. Reads were mapped against the reference genome and transcript annotation 

(GRCm38.p6) using STAR (Dobin et al., 2013). RSEM was utilized to quantify gene expression 

from BAM files. Differentially expressed genes (n = 3) were determined using rsem-generate-

data-matrix and rsem-run-ebseq commands (Li and Dewey, 2011). For GSEA, normalized 

expression of gene matrix from RSEM results was used with previously reported gene signatures. 

GSEA was performed with the default setting (Subramanian et al., 2005). To generate heatmaps, 

z-scores were calculated from the matrix of normalized expression in each row using R. 
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Fecal and Serum sample preparation for untargeted LC-MS 

Fecal swabs were mixed with 500 µL ice-cold methanol. The mixture was vortexed for 2 

min followed by 20 min sonication in an ice-cold water bath. The mixture was then left in a -20 

freezer overnight for complete protein precipitation. As for the serum sample, 100 µL of mouse 

serum was first mixed with 400 µL ice-cold methanol. The mixture was then vortexed for 2 s and 

then left in the -20 freezer overnight for complete protein precipitation. The clear supernatant, which 

contains metabolites, was separated from the precipitated protein by centrifugation at 14,000 rpm 

for 15min and dried using speed vac. Finally, the dried metabolite solution was then reconstituted 

in 100 µL 1:1 ACN: H2O for LC-MS analysis. 

 

Data processing and interpretation 

Metabolomics data was processed in MS-DIAL (Tsugawa et al., 2015) using default peak 

picking, alignment parameter settings. Due to the low abundance of amino acid conjugated bile 

acids in untargeted metabolomics results, their MS signals were further manually checked for 

better quantitative precision and accuracy(Yu et al., 2021). Uni-variate, Multi-variate statistical 

analyses and pathway enrichment analysis were performed in MetaboAnalyst 

(https://www.metaboanalyst.ca) (Chong et al., 2018; Guo and Huan, 2020). 

 

LC-MS-based Targeted Analysis for Seven Amino Acid Conjugated Bile Acids Standards 

Preparation 

Seven targeted amino acid conjugated bile acids standard solutions were prepared (see 

Table). 1.9 mg T1, 1.1 mg T2, 1.5 mg T3, 1.2 mg T4, 1.5 mg T5, 1.2 mg T6, and 1.3 mg T7 were 

all dissolved in 1 mL solvent (ACN:H2O=1:1, v:v), and then diluted 10 times in the same solvent. 

The prepared solutions were transported into glass vials for LC-MS analysis. 

 

https://www.metaboanalyst.ca/
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Table 3.1: Targeted amino acid conjugated bile acids 
 

Abb. Name 

T1 Tryptophan conjugated cholic acid 

T2 Serine conjugated cholic acid 

T3 Glutamate conjugated cholic acid 

T4 Alanine conjugated cholic acid 

T5 Phenylalanine conjugated cholic acid 

T6 Tyrosine conjugated cholic acid 

T7 Leucine conjugated cholic acid 

 

LC-MS Analysis 

The LC-MS analysis was performed on Bruker Impact II™ UHR-QqTOF (Ultra-High 

Resolution Qq-Time-Of-Flight) mass spectrometer coupled with the Agilent 1290 Infinity™ II LC 

system. 2 µL seven standard solutions and 10 µL culture media sample solutions were injected 

in sequence onto a Waters ACQUITY UPLC BEH C18 Column (130Å, 1.7 µm, 1.0 mm X 100 

mm). 2 µL NaFA was injected for internal mass calibration. The mobile phase A was H2O (0.1% 

Formic acid); mobile phase B was ACN (0.1% Formic acid). The chromatographic gradient was 

run at a flow rate of 0.150 mL/min as follows: 0-8 min: linear gradient from 95% to 75% A; 8-14 

min: linear gradient from 75% to 30% A; 14-20 min: linear gradient from 30% to 5% A; 20-23 min: 

hold at 5% A; 23-23.01 min: linear gradient from 5% to 95% A; 23.01-30 min: hold at 95% A. The 

mass spectrometer was operated in Auto MS/MS and positive mode. The ionization source 

capillary voltage was set to 4.5 kV. The nebulizer gas pressure was set to 1.6 bar. The dry gas 

temperature was set to 220 °C. The collision energy for MS/MS was set to 7 eV. The data 

acquisition was performed in a range of 50-1200 m/z at a frequency of 8 Hz. Raw LC-MS data are 

publicly available on MetaboLights (www.ebi.ac.uk/metabolights/MTBLS5765). 

http://www.ebi.ac.uk/metabolights/MTBLS5765
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Data Interpretation of targeted bile acid analysis 

Bruker Data Analysis was used to calibrate the raw MS spectra and extract retention time, 

m/z, and intensity of the seven standard metabolites from their chromatograms. The extracted 

information was subsequently used as a reference to analyze the culture of  media samples. We 

used the Bruker software TargetAnalysis to identify and relatively quantify the seven metabolites 

in all the culture media samples(Guo and Huan, 2020). The retention time, m/z, formula, and 

name of the seven metabolites were registered in the searching database of the software. The 

key searching parameter was set as follows: retention tolerance was 0.2-0.8 min; mass accuracy 

tolerance was 5-10 mDa; mSigma tolerance was 50-200. The chromatogram of each culture 

media sample was calibrated by internally injected NaFA (250 mM) before targeting the seven 

metabolites based upon retention time, m/z, and formula. The peak height and area of  the 

corresponding identified metabolite were displayed on the result panel. In addition, the MS/MS 

spectra from the raw chromatogram were also manually validated for reassured identification. 

Microbiome Analysis 

QIIME 2 was used to calculate diversity metrics for both 16S rRNA gene amplicon (16S) 

and metagenomics data. Faith's phylogenetic diversity was calculated for each diet-genotype 

combination and compared with t-tests. For 16S data, the deblurred SEPP insertion tree was 

used with Greengenes 13_8 reference phylogeny. Shotgun metagenomic sequencing data were 

aligned to the Web of Life database of 10,575 reference bacterial and archaeal genomes using the 

SHOGUN v1.0.7 pipeline (Zhu et al., 2019) in the Bowtie2 alignment mode (Hillmann et al., 2020). 

Non-unique alignments (i.e., where one read was simultaneously aligned to multiple reference 

genomes) were excluded. The frequencies of reads assigned to individual reference genomes 

were calculated. A feature table with columns as reference genomes (OGUs) (Zhu et al., 2022) and 
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rows as samples was constructed for downstream analysis. Unweighted UniFrac was used for 

both data types to compute beta diversity within and among groups. 

      Songbird was used to compute feature differential ranks for both diet and genotype 

(Morton et al., 2019a; Morton et al., 2019b). Differential ranks and log-ratios were visualized and 

calculated using Qurro(Wu et al., 2015). Statistical comparisons of sample log-ratios were 

performed using t-tests. The following parameters were used for the Songbird model: 

epochs=5000, batch size=30, differential prior=0.5, learning rate=0.0005. The following formula 

was used: 

diet * genotype + host_age + sex + treatment_of_drug 

The regression model was compared to a “null” model with no covariates to ensure there 

was no overfitting. The phylogenetic tree of metagenomics features was created using Empress 

(https://journals.asm.org/doi/10.1128/mSystems.01216-20) Feature differentials were clipped to 

be centered around 0 and passed into Empress as feature metadata files.  

Microbiome-Metabolome Association Analysis 

Co-occurrence probabilities between microbes and metabolites were calculated using 

mmvec. The following MMvec parameters were used: input prior=1.0, output prior=0.5, batch 

size=300 (Morton et al., 2019a). The input metagenomics feature table was subset to include 

only APCmin/+ mice samples. For the clustering analysis, the conditional ranks table was first 

subset to include only bile acids. This table was then Z-scored across all microbes and filtered to 

exclude any microbes that were highly co-occurrent (> 2.5 SD) with fewer than 1% of bile acids. 

The network package in Python was used to create a bipartite graph of  the resulting features into 

HFD/ND-associated bile acids and gOTUs. 

 

Validation of AA-BAs synthesized by cecum whole bacteria cultured with bile acid 

substrates 
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Whole bacteria strains were harvested from the cecum of WT and APCmin/+ mice on both 

ND and HFD. Briefly, 3-5 mice in each group were sacrificed and the cecum pouch was opened 

in an anaerobic chamber. The cecum contents of the same group were pooled and washed with 

pre-reduced anaerobic transport media (ATM) (#AS-911, Anaerobe System Inc). The pooled 

bacteria pellets were divided and 1/5 were cultured on one plate of Yeast Casitone Fatty Acids 

Agar with Carbohydrates either without or with blood (YCFAC or YCFAC-B) plates (#AS-675, #AS-

677, Anaerobe System Inc) in an anaerobic chamber or with oxygen. After 48-72 hrs culturing at 

37 degrees, whole bacteria were harvested and pooled from 5 plates using ATM media and 

combined to represent one group of mice. 100 μL of combined cecal suspension was transferred to 

YCFAC broth with a gradient (from 1ng/ml to 5mg/ml) Cholic acid (CA) as a substrate. After 48-72 

hrs culturing in 37 degrees, metabolites were extracted from the supernatant and subjected to 

novel AA-BAs detection by LC-MS/MS analysis (description of sample preparation seen below). 

 

Validation of AA-BAs synthesized by single microbes cultured with bile acid  

Bacterial pellets from Ruminococcus gnavus strain VPI C7-9 (#29149) and Clostridium 

scindens strain VPI 13733 (#35704), were purchased from ATCC and rehydrated in 0.5ml ATCC 

260 broth medium (Tryptic Soy Broth (BD 211825) 30g, Sheep Blood 50ml, DI water 950ml) under 

anaerobic conditions. 100ul of resuspended culture was then plated on ATCC 260 Medium 

(Tryptic Soy Agar (BD 236950) 40g with 5% Sheep Blood (defibrinated) 50 ml, DI Water 950 ml). 

The remaining rehydrated bacterial culture was transferred to 5ml ATCC 260 broth medium. 

Lactobacillus acidophilus strain VPI 11091 (#9224) and Lactobacillus reuteri strain IDCC3701 

(#BAA-2837), were purchased from ATCC and rehydrated in 0.5ml ATCC 416 MRS broth 

medium. 100l of bacteria culture was then plated on ATCC 416 MRS agar. Ileibacterium valens 

strain NYU-BL-A3 (#TSD- 63) were purchased from ATCC and rehydrated in 0.5ml MTGE broth 

medium (anaerobe Systems). 100ul of bacteria culture was then plated on Brucella agar 
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supplemented with  5% Sheep blood, Vitamin K, and Hemin (anaerobe Systems). All cultures 

were incubated in an anaerobic atmosphere containing a gas mix of 5% hydrogen and 95% 

nitrogen at 37°C for 24-48 hours. All bacteria cultures were treated with 12 concentrations of 

cholic acid (gradient final concentrations ranging from 1ng/ml to 5mg/ml) in each specific culturing 

medium and cultured in total anaerobic conditions. After culturing for 48hrs, supernatants were 

collected for untargeted metabolomics. To extract metabolites, 200 μL supernatants were first 

mixed with 600 μL LC-MS grade ice-cold methanol. The solution was placed in a -20°C freezer for 

2 hours to denature and precipitate the proteins. Further centrifugation (14000 rpm, 4°C, 15 min) 

removed the precipitated proteins and the supernatant was carefully transferred to a new vial.  

The solvent was evaporated in a Speedvac at 4°C. The dried sample was reconstituted in 200 µL 

solvent (ACN:H2O=1:3, v:v). The reconstituted sample was centrifuged (14000 rpm, 4°C, 15 min) 

again to remove any insoluble particles. The final solution was transferred into the LC glass insert 

for untargeted LC-MS/MS analysis in data-dependent acquisition mode on a Bruker Impact II 

Ultra-High Resolution Qq-Time-Of-Flight Mass Spectrometer (UHR-QqTOF-MS) coupled with an 

Agilent 1290 Infinity II Ultra-High-Performance Liquid Chromatography (UHPLC) system. 

 

PCR amplification of 16s rRNA 

The presence of specific bacteria 16S rRNA genes in sample materials was first 

determined using a nested-PCR approach. Briefly, a community's 16S rRNA genes were 

amplified using universal bacterial primers (Supplementary Table AB.2.S1) and 20 to 30 ng of 

community DNA as template. Following amplification, 2 μl of PCR product was analyzed by 

agarose gel electrophoresis to verify that 16S rRNA genes were amplified from the community 

DNA. Then, 2 μl of 1:2 and 1:50 dilutions of the 16S rRNA gene amplicons were used as templates 

in a second round of PCR with species-specific bacteria 16S rRNA gene-specific primer pair. 
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Chapter 4. BIRDMAn: A Bayesian differential abundance 

framework that enables robust inference of host-microbe 

associations 

 

Abstract 

Quantifying the differential abundance (DA) of specific taxa among experimental groups 

in microbiome studies is challenging due to data characteristics (e.g., compositionality, sparsity) 

and specific study designs (e.g., repeated measures, meta-analysis, cross-over). Here we present 

BIRDMAn (Bayesian Inferential Regression for Differential Microbiome Analysis), a flexible DA 

method that can account for microbiome data characteristics and diverse experimental designs. 

Simulations show that BIRDMAn models are robust to uneven sequencing depth and provide a 

>20-fold improvement in statistical power over existing methods. We then use BIRDMAn to 

identify antibiotic-mediated perturbations undetected by other DA methods due to subject-level 

heterogeneity. Finally, we demonstrate how BIRDMAn can construct state-of-the-art cancer-type 

classifiers using The Cancer Genome Atlas (TCGA) dataset, with substantial accuracy 

improvements over random forests and existing DA tools across multiple sequencing centers. 

Collectively, BIRDMAn extracts more informative biological signals while accounting for study-

specific experimental conditions than existing approaches. 

 

4.1 Introduction 

Advances in sequencing technology and computational methods have enabled 

researchers to experimentally characterize microbiomes across wide ranges of biological 

conditions, including psychiatric diseases1,2, cancer3,4, and COVID-195,6. However, as the 

understanding of microbial effects on human health and disease has increased, the experimental 



 

104 

   

 

questions, hypotheses, and concomitant statistics have grown in complexity, with study designs 

now commonly involving longitudinal analyses7–9, experimental interventions10–12, and meta-

analyses7. Although such approaches can provide mechanistic insights into the microbiome’s 

effect(s) on the host, their conclusions are often limited by the ability to perform valid statistical 

analyses that are sufficiently flexible to account for the added experimental complexity. 

One common but critical challenge in these contexts is when population-level 

heterogeneity (such as subject-to-subject variation) is confounded by technical variability. For 

example, samples originating from the same sequencing center will tend to be more similar to 

each other than those sequenced from different centers13. The confounding factors that may 

explain these differences make it difficult to determine consistent microbial biomarkers associated 

with biological variables or conditions of interest8—an effect compounded by other microbiome 

data difficulties, such as high sparsity, high-dimensionality, and compositionality. Moreover, 

statistical tools that can properly assess and account for strong structural effects while still 

indicating which microbes truly vary between biological conditions are limited to date15. 

Making matters more difficult, disagreement exists about how to benchmark differential 

abundance (DA) tools and methods. Previous efforts have commonly focused on comparing the 

results of hypothesis testing while accounting for the multiplicity of features through false-

discovery-rate (FDR) correction15–17. Studies have demonstrated that tools designed for 

differential abundance often report contradictory results with different microbial abundances 

among biologically distinct sampling groups19. 

Addressing these challenges requires a more robust statistical framework for 

benchmarking differential abundance methods and would benefit from flexible DA modeling 

approaches. Thus, we developed BIRDMAn (Bayesian Inferential Regression for Differential 

Microbiome Analysis), a flexible computational framework for hierarchical Bayesian modeling of 
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microbiome data that simultaneously accounts for its high sparsity, high-dimensionality, and 

compositionality. 

The Bayesian approach to statistical modeling provides unique advantages compared to 

frequentist solutions, such as the inclusion of prior information, uncertainty estimation of 

parameters, native hierarchical modeling, and edge case smoothing (e.g., estimating log fold 

changes when a feature is only present in one group). Implemented within the Stan programming 

language (commonly used for designing probabilistic models), BIRDMAn flexibly enables 

parameter estimation of all biological variables and non-biological covariates. These advantages 

allow us to demonstrate how explicitly modeling population-level effects in probabilistic BIRDMAn 

models increases the amount of true biological signal recovered compared to existing tools on 

both simulated and real-world datasets. Moreover, the BIRDMAn workflow significantly lowers the 

barrier of entry for differential abundance methods development and implementation. Additionally, 

to address reproducibility issues of prior DA tool benchmarking, we present a novel approach that 

employs techniques from compositional data analysis, making the comparison of tools more 

interpretable and statistically valid. 
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Figure 4.1: Overview of BIRDMAn workflow for customizable differential abundance 
analysis. A table of counts by features is modeled using Bayesian probabilistic programming, 
resulting in credible intervals of the estimated parameter posterior distributions. The statistical 
model can be customized using the Stan probabilistic programming language and fit using the 
BIRDMAn Python interface. 
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4.2 Results 

BIRDMAn is implemented as a Python interface to the Stan probabilistic programming 

language, which utilizes Hamiltonian Monte Carlo sampling, one of the state-of-the-art 

approaches for Bayesian uncertainty estimation20. Users can employ pre-configured model 

designs or flexibly customize inputs to account for their specific experimental design and 

biological questions; BIRDMAn then fits and processes these models (Fig 4.1). The results of 

these analyses are the posterior distributions of the defined parameters of interest, such as log-

fold changes and their uncertainty given the data (see Methods).  

To showcase the statistical properties of BIRDMAn models, we first leverage simulations 

to evaluate the accuracy of estimating differential uncertainty in the context of realistic biological 

scenarios. Then, we apply BIRDMAn models on real-world data, demonstrating superiority for 

resolving subject-level heterogeneity in an antibiotics experiment, as well as alleviating 

sequencing center-specific effects in a cancer genomics dataset, each while capturing 

biologically-informative signals. 

 

Simulations demonstrate BIRDMAn model accuracy and precision 

A common difficulty in benchmarking differential abundance methods is the lack of ground 

truth. We typically do not know which microbial taxa are truly increasing or decreasing across 

experimental conditions. To gain insights into the robustness of BIRDMAn models, we performed 

a data-driven simulation of a case-control microbiome dataset with one binary covariate, large 

batch effects (10 features, 10 batches, and 300 samples), data overdispersion, and known 

differentials associated with case status (see Methods) (Fig 4.2a). We then used BIRDMAn to 

estimate the model parameters for each feature and compared the Bayesian posterior estimates 

with the true value, finding that BIRDMAn models recovered the ground truth differentials with 

high accuracy and precision (Fig 4.2b) while outperforming other tools in terms of root mean 
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square error (RMSE) (Fig 4.2c). This highlights how BIRDMAn model customization permits more 

accurate estimations of differentials. 

One advantage of Bayesian models is that they can leverage posterior estimates to 

summarize the uncertainty of these differentials, taking into account the sample size and the 

sequencing depth. As expected, we show that when BIRDMAn models are fitted on larger sample 

sizes, the uncertainty decreases, highlighting how incorporating more data, and avoiding 

rarefaction, enables a more accurate estimation of the differentials (Fig 4.2d). Furthermore, we 

show that decreasing the sequencing depth also increases the uncertainty, highlighting how 

rarefaction could degrade parameter estimates’ precisions in BIRDMAn models (Fig 4.2e). Since 

BIRDMAn can handle variable sequencing depths, there is no need to perform rarefaction before 

model fitting, which is desirable when analyzing microbiome datasets21.  
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Figure 4.2: Benchmarking differential abundance methods on simulated data (a) Robust 
Aitchison principal components plot of the simulated data, showing the large separation by batch 
effect. Simulations of 10 batches (B1 to B10) of microbiome results, each containing 10 features 
(F1 to F10), where each feature has a true differential abundance between cases and controls 
that is the same for each batch, and also a random per batch bias. (b) Recovery of the true 
simulated log ratio between cases and controls for each feature (black dots), with credible 
intervals on average centered on the true log ratio (blue bars). (c) Superior performance of 
BIRDMAn over other differential abundance methods in minimizing the RMSE of the difference 
between the estimated mean posterior log ratio between cases and controls, revealing a >20-fold 
improvement in RMSE over the nearest competitor, DESeq2. (d) Estimated distributions of log-
fold changes from Bayesian analysis tighten as the number of samples increases. Dashed line 
represents the true simulated value for each simulation. (e) Rarefaction simulation performed 
using multinomial count generative models (1000 features) at three different sequencing depths 
shows that the variance of the posterior distribution decreases as depth increases. 
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BIRDMAn models capture biological signals missed by other methods during dual-course 

longitudinal antibiotics 

Another challenge for DA methods is to compare multiple samples from the same subject 

longitudinally (repeated measures) since concomitant host-specific variation can obscure 

phenotypically-associated microbial changes. Methods designed for longitudinal data22–26 cannot 

easily account for modeling perturbations and struggle with scaling to high dimensions. To 

demonstrate the use of BIRDMAn on repeated measure study designs, we evaluated a published 

longitudinal study of two courses of the antibiotic ciprofloxacin (Cp) (3 subjects, 7 timepoints)27. 

Notably, this study originally concluded that inter-subject variability drove the response to 

antibiotics by examining beta-diversities, which do not account for auto-correlation effects of 

repeated measures28 (Fig 4.3a). Other studies have also highlighted the importance of properly 

accounting for the microbial community composition prior to antibiotics when assessing varying 

responses29,30, which requires accurate temporal modeling. 

Given BIRDMAn’s flexibility, we constructed a customized DA model that leverages Linear 

Mixed Effects models, accounting for repeated measurements from subjects while computing 

temporal differences (see Methods). This model design then enabled the exploration of common 

microbial community changes associated with antibiotic perturbation, which the originally 

published methods could not identify. With the computed log-fold changes over time (Supp Fig 

AC.1.S1a), we investigated how consistent antibiotic induced shifts were across subjects. For 

each temporal difference, we took the top and bottom 40 OTUs to calculate sample log-ratios, 

which were used to predict antibiotics intake31. From these log-ratios, we observed strong, 

statistically significant temporal shifts associated with each successive time interval (Supp Fig 

AC.1.S1b). 
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To determine if existing tools could have identified these timepoint-specific perturbations, 

we also developed a multinomial logistic regression classifier based on the BIRDMAn results to 

predict the corresponding time interval. We then compared our prediction performances against 

classifiers built using ALDEx232, ANCOM-BC33, Songbird31, and DESeq234 results on the same 

samples, as well as a classifier built on the center log-ratio transformed table (see Methods). 

Remarkably, BIRDMAn-informed classifiers were able to accurately differentiate between the 

different treatment groups (accuracy > 0.65) (Supp Fig AC.1.S1c) and showed substantially better 

prediction accuracy compared to all other methods (Fig 4.3b). We also verified that this superior 

performance held across varying numbers of OTUs used in log-ratio calculation (Supp Fig 

AC.1.S1d). Ultimately, these findings show how BIRDMAn can identify clear-cut biological 

changes that were missed or obscured by other approaches, highlighting its ability to confirm 

expected biological hypotheses. 

We used the sample log-ratios associated with the First and Second Cp applications and 

plotted the dynamics over time (Fig 4.3c, d). Accordingly, we plotted the corresponding derivative 

log-fold changes computed from BIRDMAn (Fig 4.3e, f) and see that our trajectories match 

between the sample log-ratios and the estimated log-fold changes, indicating that our model was 

able to successfully capture the overall signal independent of subject. 

The antibiotic used in the original work, Cp, is known to primarily target (though not 

exclusively) gram negative bacteria35,36. We thus hypothesized that the differential abundance 

results should reflect the longitudinal dynamics of gram negative bacterial abundance.  In the top 

and bottom 40 most changed taxa after FirstCp, 17.5% of the numerator taxa were gram negative, 

whereas 27.5% of the denominator were gram negative (Supp Fig AC.1.S2e).  Given the Cp 

antibiotic mechanism, it is likely that gram negative taxa in the denominator decreased which 

caused the increased log-ratio37,38 (Fig. 4.2c). We see that there is a sharp decrease in this log-

ratio at FirstWPC, which could be attributed to gut homeostasis37,38.  However, we see a weaker 
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pattern in the top/bottom 40 microbes after SecondCp, where 2.5% of the numerator taxa were 

gram negative and 10% of the denominator taxa were gram negative. In contrast to the FirstCp, 

the microbes most affected by SecondCp quickly returned to their original abundances.  

Furthermore, we see that the microbes most altered by FirstCp were not affected by SecondCp. 

Altogether this hints at newly acquired antimicrobial resistant genes after the application of 

FirstCp.  
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Figure 4.3: Differential abundance analysis on dual course antibiotics dataset. (a) Robust 
Aitchison principal components plot of full dataset shows samples cluster primarily by host 
subject. (b) Balanced accuracy of multinomial classification of time point by tool. Differential 
abundance classifiers were constructed using logistic regression with the log-ratios of the top 40 
and bottom 40 OTUs associated with each timepoint as predictors. Repeated k-fold cross-
validation was performed with 5 splits and 10 repeats. The mean classifier error is at least twice 
as great with all other differential abundance tools as with BIRDMAn. Dashed line represents 
random guessing performance among the seven timepoints. (c, d) Dynamics of sample log-ratios 
of (c) first Cp course and (d) second Cp course colored by subject. (e, f) Dynamics of BIRDMAn-
estimated log-fold changes associated with (e) FirstCp effect with preCp as reference and (f) 
SecondCp effect with Interim as reference. Shaded intervals represent the 90% credible interval 
of the estimated posterior distributions. 

 

 

a b

c d

e f



 

116 

   

 

BIRDMAn models mitigate batch effects in cancer microbiome data 

To investigate how generalizable BIRDMAn models are with respect to population 

heterogeneity, we conducted a meta-analysis using cancer microbiome data derived from The 

Cancer Genome Atlas (TCGA). This dataset is known to have large structural batch effects4, 

where the samples were processed at multiple centers across North America, resulting in an 

artificial separation of cancer microbiomes by sequencing center if not otherwise accounted for 

(Fig 4.4a, Supp Fig AC.1.S2a)4,39. These effects can make it difficult to determine microbial 

biomarkers associated with tumors rather than artifacts of technical variation, but correcting for 

this could enable downstream host-microbial cancer analyses. We thus tested how well BIRDMAn 

models could extract biological signals from this dataset while accounting for technical batch 

effects modeled as random effects. We additionally modeled each microbial feature’s abundance 

using this approach to determine the specificity of these microbes for each cancer type (see 

Methods and Code). 

Since cancer types are known to have distinct microbiomes4,40, we first confirmed that 

BIRDMAn models could extract cancer type-specific differences despite the technical variation 

observed in this study. From our log-ratio classification benchmarks, we observe that our custom 

BIRDMAn model can detect a substantially stronger differential signature between the cancer 

types compared to ALDEx2, ANCOM-BC, DESeq2, Songbird, and Random Forests (Fig 4.4b; 

note the axis log-scaling) after controlling for the batch effects due to the sequencing center (Supp 

Fig AC.1.S2c).  

To determine the generalizability of our results, we then constructed a leave-one-center-

out cross-validation benchmark using logistic regression on the BIRDMAn-computed log-ratios. 

Four cancer types with at least three represented data submitting centers (head and neck cancer 

[HNSC], bladder cancer [BLCA], thyroid cancer [THCA], and cervical cancer [CESC]) were 

included in this benchmark. The receiver operating characteristic (ROC) curves demonstrated 
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strong classification performance (Fig 4.4c), indicating that BIRDMAn captures generalizable 

microbial signals across multiple sequencing centers. Generalizability can be a major challenge 

in microbiome studies3, where classifiers become overfitted for individual cohorts. We observe 

this with other DA tools (ALDEx2, DESeq2, ANCOM-BC, Songbird) and even Random Forests 

(Supp Fig AC.1.S2d), where most tools struggle to achieve an area under the ROC curves 

(AUROC) of >0.8. BIRDMAn is competitive with these tools, achieving an AUROC >0.9 in HNSC, 

BLCA, and CESC cancers while achieving the highest predictive accuracy in BLCA and CESC 

cancers. The high classifier accuracy leaving out each individual center demonstrates that no one 

center’s data strongly affects the classifier accuracy, with the exception of BI for THCA. 

To investigate the heterogeneity across different cancer types, we next computed Kendall 

correlations of BIRDMAn-estimated microbial log-fold changes across all pairs of cancer types. 

This analysis revealed similarities among cancer types that we would expect, including strong 

similarities between kidney cancer subtypes (KIRC, KICH, KIRP), lung cancer subtypes (LUAD, 

LUSC), and gastrointestinal (GI) cancers (COAD, ESCA, HNSC, STAD), Additionally, the 

BIRDMAn-informed data suggested some novel associations, such as the similarity between 

kidney cancers and liver cancer (LIHC). When clustering the individual microbes’ differentials 

(Supp Fig AC.1.S2b), we also observed that numerous GI-specific microbes differentiated GI 

cancers from other cancer types.  

When focusing on comparing GI cancers to lung cancers, we found that the resulting 

BIRDMAn log-fold changes accurately reflected known biology surrounding the niches in which 

these microbiomes are commonly found. Specifically, Fusobacterium41, Prevotella42, and 

Coproccus43 are genera commonly found in the GI tract; conversely, Pseudomonas44, 

Staphyloccus45, and Sphingobacterium46 genera include opportunistic pathogens that are 

commonly found in lung infections (Fig 4.4f). We cross-referenced our results against the Tsay et 

al. cohort that utilized 16S rRNA sequencing to investigate lung cancer. Out of the 469 genera in 
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the TCGA lung issues, we observed that 39% of these microbes were also observed in the Tsay 

et al. cohort, despite known previous discordant findings comparing 16S rRNA sequencing and 

whole genome sequencing47,48. Furthermore, when we focus on the top 100 microbes that are 

detected to be associated with lung cancer, 70% of the represented genera were observed in 

both the TCGA and Tsay et al. datasets. Altogether, this shows how BIRDMAn models can 

provide biologically-informative results while properly accounting for and mitigating strong 

structural batch effects that currently confound other DA approaches. 
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Figure 4.4: Differential abundance analysis on whole-genome sequenced cancer 
microbiome dataset. (a) Whole-genome sequenced cancer microbiome data from TCGA shows 
strong batch effects by sequencing center (colored by center; see Supp Fig AC.1.S2a for per 
cancer type plots). Samples are summarized by the 2D kernel density estimate for each center. 
(b) T-test p-values comparing log-ratios of each cancer type vs. all others within each center. 
Dashed line represents p=0.05. All differential abundance methods show significant differences 
with log-ratios to separate the microbes in each individual cancer type from those found in all 
other cancer types, but BIRDMAn outperforms other methods in highlighting this difference. (c) 
ROC curves for leave-one-center-out cross-validation for four cancer types where at least 3 
centers sequenced that cancer type (BRCA was not included as it was used as reference). 
Classifiers were built to predict one-vs-rest for that cancer type. BI = Broad Institute of MIT and 
Harvard; BCM = Baylor College of Medicine; HMS = Harvard Medical School; MDA = MD 
Anderson Institute for Applied Cancer Science; WUSTL = Washington University School of 
Medicine. (d) Multinomial (mean) classification accuracy of classifiers to predict cancer type given 
the log-ratios computed from the top and bottom 200 taxa associated with each cancer type. 
Random Forests classifier, which is frequently used in this field but is not based on differential 
abundance, was included as a comparison for this class of methods. Classifications were 
performed within each center to remove batch effects from predictions. BIRDMAn outperforms all 
other methods, including Random Forests, for all tumor types. (e) Clustermap of Kendall tau 
correlation coefficients of pairwise cancer type differentials (breast cancer as reference). (f) 
Comparison of lung-associated genera with GI-associated genera. Highlighted genera are known 
to be associated with either lung or GI microbiome and show strong directionality in the BIRDMAn 
results. (g) Venn diagram of genera present in TCGA lung samples and genera present in 
advanced stage lung cancer from work published by Tsay et al. Additionally, the 22 genera 
represented in the top 100 features associated with TCGA lung cancer cancers are included. A 
majority of these genera (16/22) are present in both datasets. 
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4.3. Methods 

Performing Bayesian inference with Stan 

Parameter estimation was performed using Bayesian inference. Our approach utilizes 

Bayes’ Rule where  represents the parameter space and  represents our collected data:  

 

.  

 

Because the evidence term, , is simply a normalizing constant, we can rewrite Bayes’ 

Rule as follows, substituting terms with their common nomenclature: 

 

 

 

Thus, our objective with Bayesian inference is to obtain the posterior distribution by 

modeling the likelihood function of our data as well as our prior knowledge of the parameters. 

Absent a model formulation involving conjugate priors, we cannot compute the posterior 

distribution analytically. Instead, we use Stan to draw samples from the posterior distribution using 

the No-U-Turn Hamiltonian Monte Carlo sampler20. A series of Markov chains are initialized and 

allowed to “warm-up” in their exploration of the parameter posterior distributions. Once the defined 

number of warm-up iterations has concluded, a set number of samples are drawn from each of 

the chains. Multiple chains are run to ensure that model convergence occurs. 

We implement Bayesian inference using the CmdStanPy interface in Python, calling the 

C++ Stan toolchain for efficient sampling. The warm-up iterations are discarded by default and 

the sampling iterations are saved for each Markov chain. 
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Negative binomial model parameterization 

We fit counts of each microbe in a dataset according to a negative binomial distribution as 

an approximation of multinomial logistic regression55. Due to overdispersion, standard count 

models such as Poisson are inappropriate for sequencing data21. We note that the negative 

binomial model can be considered an extension to the Poisson model with additional variance 

components56. 

The negative binomial models used in this work are described by parameters for both 

mean and overdispersion. This is in contrast to traditional parameters in negative binomial models 

described by the probability of success and the number of failures before an instance of a 

success. The former model, often referred to as the “alternative parameterization,” is more 

amenable to generalized linear modeling through hierarchical models as the mean can be 

modeled directly.  

The basic format of the alternative parameterization negative binomial model is described 

below where  corresponds to the count,  the overdispersion, and  the mean count. 

 

 

 

We use a log-link function,  to model the mean where the log mean count, , 

can be represented by linear terms. To account for variable sequencing depth among samples, 

we include log sequencing depth as an offset term in our models. 

 

BIRDMAn framework 

We developed BIRDMAn as a framework for highly-customizable Bayesian differential 

abundance modeling. BIRDMAn abstracts much of the Bayesian workflow away for usage with 

microbiome data. An object-oriented approach allows users to subclass basic models for their 
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custom implementations. BIRDMAn includes, by default, a Negative Binomial model 

implementation. This can be used without writing any new Stan code or subclassing any 

BIRDMAn objects. 

BIRDMAn models take BIOM tables57 as input containing the sample and observation IDs. 

Sample metadata can be provided as Pandas DataFrames. We provide a method, 

create_regression, with which users can provide an R-style formula to automatically create the 

design matrix using the patsy Python package. Another method, specify_model, allows the 

specification of the desired parameters and dimensions to return. This method is used by 

create_inference to convert CmdStanPy output to ArviZ58 InferenceData objects. 

There are two base classes included with BIRDMAn termed the TableModel and the 

SingleFeatureModel. The TableModel allows fitting an entire dataset at once, while the 

SingleFeatureModel allows for fitting individual features. The SingleFeatureModel is 

advantageous as it allows for highly parallelized workflows. Because there are often hundreds or 

thousands of features in a microbiome dataset, we note that using multiple CPUs to run many 

features at once is often more efficient than fitting the entire table. We provide a convenience 

class, ModelIterator, to iterate through the features in a given table. This class also allows for 

dividing the table into chunks. This allows users to customize the number of features to fit at once 

depending on their computational resources. 

 

Simulations 

All simulations were performed through the fixed_param option in CmdStanPy. Ground-

truth parameters were provided into a negative binomial generative model to simulate data from 

mean and dispersion parameters. 

For the data-driven simulation, we randomly drew values for batch offset, batch dispersion, 

and base dispersion parameters. These parameters were fed into a model with , 
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. Log sampling depth was simulated from a Poisson-Lognormal distribution with  

drawn from . We simulated 300 samples comprising 10 total batches with 10 total 

features. 

For the variable sample size simulations, we simulated feature counts for 500 samples 

with , , and . Log sequencing depths were simulated using a Poisson-

Lognormal model with  drawn from  where depth varied. 

To simulate variable rarefaction depth, we first drew ground truth intercept and beta values 

from  and  respectively for 1000 features. These values were used to generate 

counts for 300 samples through the multinomial distribution. We used the multinomial distribution 

to enforce the same sampling depth for all samples, simulating rarefaction. 

 

Antibiotics case study 

16S data was downloaded from Qiita study 494; we used 16S OTUs picked against the 

GreenGenes_13.859 reference database at 97% sequence similarity. OTU picking was performed 

with SortMeRNA60 with Qiita default parameter values. Features present in fewer than 10 samples 

were filtered. We also removed samples with a total sequencing depth less than 1000. 

To account for the longitudinal nature of this design, we used backwards difference 

encoding such that each time point was compared to the one immediately before it. We 

implemented the subject identifiers as a random effect with both random intercepts and random 

slopes. The posterior draws were centered around the mean. Ranking of OTUs by differentials 

for log-ratio feature selection was done using the posterior means. 

We performed t-tests comparing the log-ratios between groups of samples at different 

timepoints. The alternative hypothesis was chosen such that samples from the later time point 

would have higher log-ratios than those from the initial timepoint due to the anticipated effect of 

Cp on microbial populations. 
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We then implemented multinomial logistic regression, random forest classification, and 

repeated k-fold cross-validation through scikit-learn for our machine learning approach. Because 

DESeq2 & Songbird supports contrasts, we computed the same contrasts as BIRDMAn for parity. 

With ALDEx2 and ANCOM-BC, we computed the differentials associated with each timepoint 

using preCp as reference. For the random forest classifier, we used the CLR-transformed feature 

table (with a pseudocount of 1) entries as the predictors. All models were also provided one-hot-

encoded vectors for subject identifiers. Performance was measured using balanced accuracy. 

For multinomial logistic regression we used the lbfgs solver with 1000 max iterations. For the 

random forest classifier we used a set random seed and 100 estimators. We used repeated 

stratified k-fold cross validation with 5 splits and 10 repeats and a random seed. All other 

parameters not mentioned were set to the scikit-learn defaults. 

Posterior draws for timepoint-contrast differentials were analyzed with (1) FirstCp-

associated features with preCp-associated features as reference and (2) SecondCp-associated 

features with Interim-associated features as reference. In this way, the posterior distribution 

reflects how each Cp course affects the selected bacterial features over time. 

For determining the Gram status of each OTU, we used the BugBase61 web interface. We 

took the set intersection of Gram positive and Gram negative features with the features associated 

with both FirstCp and SecondCp to determine the Gram status breakdown of both numerator and 

denominator features. 

 

TCGA case study 

The bacterial TCGA tables were obtained from those processed in Narunsky-Haziza et 

al.62 and Poore et al.4 All TCGA sequence data were accessed via the Cancer Genomics Cloud63 

(CGC) as sponsored by SevenBridges (https://cgc.sbgenomics.com) after obtaining data access 

from the TCGA Data Access Committee through dbGaP (https:// 
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dbgap.ncbi.nlm.nih.gov/aa/wga.cgi?page=login). On Qiita64, TCGA WGS host-depleted and 

quality-controlled fastq files were used to generate a metagenomic table by direct genome 

alignments based on Woltka v0.1.165 against the RefSeq66 release 200 (built as of May 14, 2020). 

The resulting tables can be found on Qiita under study ID 13722, of which we filtered to only 

analyze the bacteria and then were subsequently decontaminated through decontam 67 

(https://github.com/benjjneb/decontam) (version 1.14.0) following the protocol described in Poore 

et al.4 

After initial table generation, we removed samples from data submitting centers with very 

few samples. We also filtered our data to only include samples from white, African-American, and 

Asian races. Additionally, we only included samples from patients who were alive at the time of 

sample procurement and retained only one sample per subject. To filter out lowly prevalent 

features, we removed features present in fewer than 50 total samples. To remove samples with 

low sequencing depth, we set a threshold of 500 reads. Finally, we included only cancer types 

with at least 20 instances in the dataset for statistical power. 

We then built statistical models to model the differential associated with each cancer type. 

Because TCGA did not include “normal” samples from healthy individuals, we used breast cancer 

(BRCA) tumor samples as reference. Both race68 and gender were also included as covariates. 

Data submitting center was incorporated as a random effect (both random intercepts and random 

slopes). 

Posterior means were computed for each feature’s association with each individual cancer 

type. For each cancer type, we ranked the differentials and used the top and bottom 200 features 

associated with that cancer type to compute log-ratios per sample. These log-ratios were used 

as predictor variables in our machine learning models. 

Because not every cancer type was represented in each center, we performed multi-class 

classification within centers. For each center, we fit a model to predict cancer type from our log-
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ratios. This procedure was performed with 5 repeats of stratified 2-fold cross-validation. We 

repeated this machine learning process for cancer type differentials from DESeq2, ALDEx2, 

Songbird, and ANCOM-BC. For comparison, we fit a random forest classifier on the CLR-

transformed feature table to predict cancer type as well. 

The leave-one-center-out models were fit using binomial logistic regression with balanced 

class weights. For each cancer type, we fit a model on all but one center and used that model to 

predict cancer type for the held-out center. We also used the same random forest classifier as 

previously described for comparison. 

 

Analysis & visualization software 

Analysis of the results in this work were primarily performed through Python (v3.8.13). 

Pandas69 (v1.1.5) and NumPy70 (v1.22.3) were used for general data analysis. SciPy71 (v1.7.3) 

was used for computing statistical tests. For interfacing with multidimensional arrays we used 

xarray72 (v0.20.1) and ArviZ58 (0.12.1). Machine learning models were fit and cross-validated 

using scikit-learn73 (v1.0.2). Python figures were generated using seaborn74 (v0.11.2) and 

Matplotlib75 (v3.5.1) as well as Matplotlib-venn (v0.11.7). We used biom-format57 (2.1.12) and 

scikit-bio (v0.5.6) for statistical analysis of microbiome data structures. 

 

R analysis was performed using the tidyverse76 packages dplyr (v1.0.9), stringr (v1.4.0), 

and ggplot2 (v3.3.6). Phylogenetic visualization was performed using treeio77 (v1.18.0) and 

ggtree78 (v3.2.0). BIOM tables were read using the biomformat R package (v1.22.0). 

 

4.4 Code and data availability 

All data used were downloaded from publicly available Qiita studies. The scripts and Stan 

models used to analyze these data as well as Jupyter notebooks for the visualizations are 
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available at https://github.com/knightlab-analyses/birdman-analyses-final. The BIRDMAn 

software package is available at https://github.com/biocore/BIRDMAn and the documentation is 

available at https://birdman.readthedocs.io/. All analyses in this work were performed using 

BIRDMAn v0.1.0. 
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Appendix A. Supplemental Material for Chapter 1 Applications 

and comparison of dimensionality reduction methods for 

microbiome data 

AA.1. Supplemental Tables 

Table AA.1.S1: Common characteristics of strategies for dimensionality reduction address 
different aspects of the data. 

Term Definition 

Compositionally aware 
Transforms data to account for non-independence of 
features in sequence count data. 

Pseudo-counts or imputation 
Requires no/minimal zeroes in the feature table due to 
numerical issues (such as logarithm transform being 
undefined on zeroes). 

Able to incorporate phylogeny 
Method is calculated with awareness of how each 
sampled microbial community is evolutionarily 
represented relative to other samples. 

Operates on beta-diversity 
dissimilarities 

Dimensionality reduction step is performed on pairwise 
dissimilarities (arbitrary metric) between samples, rather 
than the feature table itself.  

Linear 
Lower dimensional coordinates are computed via linear 
transform of features. 

Repeated measures 
Subjects are sampled multiple times. Commonly 
sampled longitudinally. 

Feature relationships are 
interpretable 

The method indicates the relevance of input microbial 
features with regard to its output coordinates. 

Supervised component 
Method takes explanatory sample variables as an 
additional input 
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Table AA.1.S2: Dimensionality reduction methods each have their own characteristics. x 
indicates that the characteristic applies to the method. Examples of software capable of 
performing each method are included in the last column.  
 

 

  

  
Compositio

nally aware

Avoids 

pseud-

counts or 

imputation

Able to 

incorporate 

phylogeny

Operates 

on beta-

diversity 

dissimilariti

es

Linear
Repeated 

Measures

Feature 

relationshi

ps are 

interpretab

le

Supervised 

component
Software

PCoA x x x x

QIIME 2, 

CRAN 

phyloseq, 

mothur

PCA x x x

scikit-learn, 

R built-in, 

mothur

UMAP x x x

umap-learn, 

CRAN 

umap, 

QIIME 2

t-SNE x x x
scikit-learn, 

CRAN tsne

nMDS x x x

scikit-learn, 

CRAN 

vegan, 

mothur, 

CRAN 

phyloseq

CCA x x x

scikit-bio, 

CRAN 

vegan, 

CRAN 

phyloseq

PLS-DA x x x
CRAN 

mixOmics

Aitchison 

PCA
x x x

scikit-bio, 

QIIME 2

RPCA x x x x

DEICODE, 

gemelli, 

QIIME 2, 

vegan

CTF x x x x x
Gemelli, 

QIIME 2
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Appendix B. Supplemental Material for Chapter 3 Paired 

microbiome and metabolome analyses associate bile acid 

changes with colorectal cancer progression 

 

AB.1. Supplemental Figures 
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Figure AB.1.S1: Genetics and diet reshape the gut microbiome (A) Unweighted Unifrac 
measures of beta-diversity of wild-type (WT) and APCmin/+ mice maintained on normal-chow diet 
(ND) and high fat diet (HFD). Metrics from 16s rRNA sequencing data are stratified by genotype 
and diet factors and visualized using Principal Coordinate Analysis (PCoA). (B) Phylogenetic tree 
of metagenomics microbes with rings representing Songbird differentials. Inner, middle, and outer 
rings represent HFD association, APCmin/+ association, and association with the interaction term 
HFD, respectively.   
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Figure AB.1.S2: Global metabolite changes associated with dietary and genetic risk factors 
(A) Schematic workflow of the metabolomics study. (B) Principal component analysis (PCA) of 
serum metabolites from WT and APCmin/+ mice maintained on ND and HFD. (C) Permutation 
results indicate the validity of PLS-DA analysis. A 100-time permutation test was conducted, and 
the PLS-DA model has a model p-value < 0.01, suggesting that the model is valid.  
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Figure AB.1.S3: Differential network analysis of metabolomes(A) Over 110 metabolites were 
significantly dysregulated in WT maintained on ND or HFD. Pathway enrichment analysis showed 
that 10 metabolic pathways were significantly dysregulated with pathway p-value smaller than 
0.01. (B) Box plots of significantly altered metabolites in the comparison of WT and APCmin/+ 
mice on ND.(C) Significantly changes in metabolites show correlation patterns with dietary factors 
(HFD vs. ND). Correlation-based metabolic network analysis was visualized using the Metscape 
plugin available in Cytoscape. Each node represents one metabolite and the edge between two 
nodes represents the differentiated correlation coefficient (p < 0.05) between two metabolites 
(HFD vs. ND). Nodes in the solid circle are KEGG metabolites. The edge represents the 
differentiated correlation coefficients. 
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Figure AB.1.S4: Discovery of novel AA-BAs. (A) Molecular network analysis of MS2 spectral 
similarities in the cecum metabolomics dataset. 
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Figure AB.1.S5 Correlation of fecal bile acid levels with adenocarcinoma progression in 
APCmin/+ mice (A) Progressive changes in total fecal BA levels in PCmin/+ mice. (B) Pie charts 
showing compositional changes in fecal BAs during intestinal tumor initiation in APCmin/+ mice. 
(C-D) Progressive changes in bacterially-mediated conversion of tauro-beta-muricholic acid (T-
βMCA) to beta-muricholic acid (βMCA) and omega muricholic acid (ωMCA)) in serum (C) and 
feces (D). (E-F) Temporal changes in fecal bacterial load and ωMCA (E), and βMCA (F) levels in 
APCmin/+ mice on ND.  (G-H) Temporal changes of fecal ωMCA (G) and CA (H) levels in WT 
and APCmin/+ mice upon ND and HFD during tumor progression. 
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Figure AB.1.S6: Fecal BAs are influenced by diet and genetics (A) Experimental schemes of 
vehicle and FexD treatment (50mg/kg/day) of WT and APCmin/+ mice on ND (also described in 
Figure 3H). (B) Specific fecal bile acid levels in 16-week-old ND-fed WT and APCmin/+ mice after 
indicated treatments. (C) Experimental schemes of vehicle and FexD treatment (50mg/kg/day) of 
WT and APCmin/+ mice on HFD (also described in Figure 3H). (D) Specific fecal bile acid levels 
in 14-week-old HFD-fed mice WT and APCmin/+ mice after indicated treatments. (E) Fecal levels 
of conjugated cholic acid in WT and APCmin/+ mice on ND and HFD. (F) Scatterplot of 
metabolites separated by Spearman correlation analysis of Mmvec PC1 results and Songbird 
results by diet differentials in APCmin/+ mice. Bile acids are colored in blue while amino acids are 
colored in red. Metabolites that belong to neither of these groups are colored gray. Density plots 
are shown on the margins colored by metabolite type.(G) Cluster map of Mmvec microbe-
metabolite conditional probabilities focusing on bile acids. Log-conditional probabilities were Z-
scored across microbes. Margins are annotated by assigned cluster (x-axis is microbes, y-axis is 
bile acids). 
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Figure AB.1.S7: Functionality and bacterial origins of non-classic amino acid-conjugated 
cholic acid(A) Dose-dependent activation of exogenous human FXR by amino acid conjugated 
cholic acid species. Luciferase activity in HEK293 cells expressing a luciferase reporter gene 
functionally linked to an FXR-responsive element (FXRE-Luc). (B) Dose-dependent activation of 
exogenous human TGR5 by amino acid conjugated cholic acid species. Luciferase activity in 
HEK293 cells expressing a luciferase reporter gene functionally linked to a cAMP-responsive 
element which is downstream of TGR5. (C-D) Dose-dependent proliferation of intestinal 
organoids from WT mice treated with indicated conjugated cholic acid, measured by 
luminescent cell viability assay. (E-F) Dose-dependent proliferation of intestinal organoids from 
APCmin/+ mice treated with indicated conjugated cholic acid, measured by luminescent cell viability 
assay. (G) Relative expression of FXR and TGR5 target genes, and intestinal stem cell marker 
genes in intestinal organoids from APCmin/+ mice treated with 10μM conjugated cholic acids. (H-I) 
Dose-dependent increases in TCF/LEF assay in HT29 cells treated with indicated conjugated 
cholic acid species, measured in Relative Luminescence Units (RLU). The TGR5 ligand INT-777 
serves as a positive control. (J) Permeability coefficients (Papps) of indicated conjugated cholic 
acid species measured in Caco2 cells. Atenolol and propranolol serve as a negative and positive 
controls, respectively. Digoxin serves as a positive control for P-glycoprotein-mediated efflux. 
Data represent the mean ± SEM. Student’s unpaired t-test or one-way Anova test followed by 
multiple comparation. *p<0.05; **p<0.01; ***p<0.005.  
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Figure AB.1.S8: Putative bacterial origins of non-classic amino acid-conjugated cholic 
acid. (A) Dose-dependent generation of conjugated cholic acid species in aerobic cultures of 
cecal bacteria from WT and APCmin/+ mice on ND and HFD. Cultures were supplemented with 
increasing concentrations of cholic acid (CA) for 48h prior to mass spectral analysis. (B) Dose-
dependent generation of conjugated cholic acid species in anaerobic cultures of cecal bacteria 
from WT and APCmin/+ mice on ND and HFD. Cultures were supplemented with increasing 
concentrations of taurocholic acid (T-CA) for 48h prior to mass spectral analysis. (C) Dose-
dependent generation of conjugated cholic acid species in anaerobic cultures of cecal bacteria 
from WT and APCmin/+ mice on ND and HFD. Cultures were supplemented with increasing 
concentrations of deoxycholic acid (DCA) for 48h prior to mass spectral analysis. (D) Dose-
dependent generation of conjugated cholic acid species in anaerobic cultures of cecal bacteria 
from WT and APCmin/+ mice on ND and HFD. Cultures were supplemented with increasing 
concentrations of chenodeoxycholic acid (CDCA) for 48h prior to mass spectral analysis. (E) 
Dose-dependent generation of conjugated cholic acid species in anaerobic cultures of 
Lactobacillus reuteri and Lactobacillus acidophilus. Cultures were supplemented with increasing 
concentrations of cholic acid (CA) for 48h prior to mass spectral analysis.  
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AB.2. Supplemental Tables 

Table AC.2.S1: Primer lists. 
 

 

  

16s-515F GTGCCAGCMGCCGCGGTAA

16s-805R GACTACCAGGGTATCTAAT

16s-515F GTGCCAGCMGCCGCGGTAA

16s-805R GACTACCAGGGTATCTAAT

 Ileibacterium valens -F1 GCCAGAAAGTCACGGCTAAC

 Ileibacterium valens -R1 CGCCCTCTCCTGTACTCAAG

 Ileibacterium valens -F2 CCCTAGTAGTCCACGCCGTA

 Ileibacterium valens -R2 TAAGGTTCTTCGCGTTGCTT

Ruminococcus gnavus-F1 CACATTGGGACTGAGACACG

Ruminococcus gnavus-R1 TAAATCCGGATAACGCTTGC

Ruminococcus gnavus-F2 CTTGCTGGACGATGACTGAC

Ruminococcus gnavus-R2 CTCCGATTAAAGAGCGGTCAGA

Clostridium scindens-F1 TAGTCCACCTGGGGAGTACG

Clostridium scindens-R1 CGATGTTCCGAAGAAAGAGC
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Appendix C. Supplemental Material for Chapter 4 BIRDMAn: A 

Bayesian differential abundance framework that enables 

robust inference of host-microbe associations 

AC.1. Supplemental Figures 
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Figure AC.1.S1: Extended antibiotics analysis.(a) Phylogenetic tree of all OTUs with a 
heatmap of posterior means for each time-interval contrast. OTUs assigned to one of the top 8 
most abundant genera are annotated through the colored strip. (b) When BIRDMAn is used to 
account for per-subject variation, log-ratio comparisons of the top 40 OTUs vs. bottom OTUs are 
associated with the difference between each time point and the next one. For each of these 
contrasts, the log-ratios of the samples between the two time intervals were compared using a 
one-sided t-test. Plots are annotated with p-values. Different taxa contribute to the log ratios for 
each contrast. (c) Overall performance of BIRDMAn classifier on predicting the antibiotics time 
interval using the log-ratios. The classifier prediction accuracies shown are aggregated across 
folds and repeats from repeated k-fold cross-validation. (d) Accuracy of the multinomial classifier 
by number of OTUs used in log-ratio calculations. Points represent mean accuracy across cross-
validation iterations and shaded areas represent ±1 standard deviation. (e) Distribution of Gram 
positive and Gram negative OTUs associated with FirstCp and SecondCp log-ratios 
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Figure AC.1.S2: Extended cancer analysis.(a) RPCA projection of the original feature table 
subset to each individual cancer type. Points are colored by data submitting centers, showing that 
many cancer types exhibit strong separation by batch. (b) Posterior means (CLR) of feature 
differentials clustered by cancer type. (c) Log-ratios identified by BIRDMAn separate each tumor 
type from all others when stratified by center. Dashed line represents a t-test p-value at p = 0.05. 
(d) Performance of leave-one-center-out cross-validation logistic regression classifier AUROC of 
all methods. 
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