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Abstract

Nonlinear Investigation and Shape Optimization of Wave Energy Converter “Wave Carpet”

by

Ninh Hai Do

Doctor of Philosophy in Engineering – Mechanical Engineering

and the Designated Emphasis in

Computational and Data Science and Engineering

University of California, Berkeley

Associate Professor M. Reza Alam, Chair

Wave energy converter “wave carpet” is an artificial flexible structure originally introduced
and actively developed by the Theoretical and Applied Fluid Dynamics Laboratory (TAFLab)
for nearly a decade. Wave carpet is submerged on shallow-water seabed and absorbs the en-
ergy of incoming surface waves. Several studies conducted by TAFLab members numerically
and experimentally proved its concept and supported its technical feasibility.

Inheriting from the previous works, this thesis further extends the understanding of wave
carpet by numerically investigating one of its possible configurations and heuristically op-
timizing its planar shape. The study concentrates on arbitrary-shaped wave carpet locally
embedded on the seafloor. This type of wave carpet is simplified into a visco-elastic part of
the surrounding rigid seabed. In order to prepare the simulation environment, we first solve
the problem of wave-viscoelastic seabed interaction using the High-Order Spectral (HOS)
method. As a result, the solution presents the propagation of periodic waves over the entire
visco-elastic ocean bottom. Wave carpet is subsequently limited to a partial seafloor, and the
simulation domain is repetitively wave-fed and marched over time by Runge-Kutta method.
Eventually, the procedure results in a robust numerical model of a wave tank with a wave
carpet of an arbitrary shape. The model is validated against several criteria to ensure its
correctness. It is referred to as the HORSK model that resembles a wave tank.

The HOSRK wave tank is numerically stable, three-dimensional and possibly highly nonlin-
ear. It serves as a computational environment simulating the real-world scenarios in which
incoming waves propagate over a wave carpet and damp out. Through many experiments
with the numerical wave tank, we find the optimal water deepness and the optimal restoring
force and damping ratio, two main characteristics of the wave carpet, for the maximum
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energy absorption. We further investigate a wide range of linear and nonlinear elliptical
wave carpets, and we find that toward the optimal point the difference between linear and
nonlinear carpets in terms of energy absorption is subtle.

To optimize the wave carpet shape, we propose the Neural Network-based optimization
method for linear optimization and the Genetic Algorithm for nonlinear optimization. The
results show that in most wave cases the optimal-shaped carpets can absorb approximately
twice more energy than the baseline circular shape, and the nonlinear optimal shapes are
very similar to the linear optimal ones.
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Chapter 1

Introduction

1.1 Energy Overview

Energy plays a vital role in the socio-economic development of all countries in the world.
David Stern and Nikos Tsafos showed the stable and strong correlation between the energy
use per capita and the GDP per capita of many countries over several decades [94, 96]. The
close relationship is also observed between the energy growth rate and the GDP growth
rate in many nations and in the world [9, 79, 48]. For the sake of economic development,
most countries increase their energy demand every year, leading to the increase of the global
power usage overall. Figure 1.1 shows the energy consumption by different regions in the
world over in the period of 1965-2020 [28, 19]. While the energy growth in most parts of
the world is relatively stable, that of Asia where most developing economies are located
quadratically rises over the last decades, leading to the doubled world energy consumption
in 2020 compared to that of 1980. Our projection indicates that by 2050 the energy demand
gets doubled in Asia, resulting in the rise of the world energy use by approximately 60%.

Although the overall power usage steadily grows over years, the energy consumption
breakdown shows different trends for different types of energy. Figure 1.2 presents the world
energy consumption by source in the period of 1965-2019 [29, 19]. Fossil fuels, including
oil, coal and natural gas, occupy the majority power needs while non-fossil energy sources,
such as nuclear power and renewable energy, fill the remaining minority part. Renewable
energy consists of biofuels, hydro power and new renewable energy of other types. Hydro
power share takes roughly the same percentage every year, indicating that its technology is
mature and it is widely accepted. Modern renewable energy of other types, on the other
hand, emerges in recent decades with a very modest trend. As of 2018, renewable energy
fills less than 13% of the total energy demand, out of which new renewable energy of other
types shares less than 6% with roughly 7000TWh out of 160,000TWh despite its technical
potential 20 times larger [55].
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Figure 1.1: Primary energy consumption by world region in terawatt-hours (TWh) during
the time interval of 1965-2020 [28, 19]. The regions expose different trends in different
time ranges. Europe, North America and South & Central America reached a plateau in
1900s, 2000s, 2010s, respectively. Asia Pacific, Middle East and Africa follow nonlinear rising
trends. Notably, Asia Pacific has soared since 2000s.

Figure 1.2: World energy consumption by source in terawatt-hours (TWh) over the time
span of 1965-2019 [29, 19]. Fossil fuels, including oil, coal and gas, take the majority part over
years. Nuclear and hydro-power needs tend to stabilize in the last decades. New renewables,
covering all the rest, are emerging but their scale is relatively small compared to that of the
traditional energy sources.
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Figure 1.3: Energy shares by source in 2018 and renewable energy breakdown [29, 78]. It
is typical in the recent years that the renewables take up 11-13% of the total energy needs.
In 2018 wind and solar powers are relatively comparable to hydro-power. The triplet fills
most of the renewables share. Biofuels and geothermal energy take up roughly 1% while
ocean power is almost negligible.

Modern renewable energy covers different energy types including hydro-power, biofuels,
wind, solar, geothermal and ocean energy. Figure 1.3 presents the energy shares in 2018
and renewable energy breakdown. The picture is also typical of the recent years with slight
changes in percentages. In 2018, solar and wind energy takes 2.5% and 3%, respectively,
and accounts for more than half of this type. Solar technologies include photovoltaics and
concentrating solar power. Wind power uses wind turbines with horizontal or vertical axis
of different designs. The other types of new renewables are biofuels, geothermal and ocean
energy having much smaller shares, among which ocean power has the smallest scale despite
its abundant technical potential comparable to the other sources.

1.2 Ocean Energy

Ocean power has enormous potential reserve of roughly 80000 TWh per year, mostly
attributing to wave energy. It has many advantages over the other types of new renewable
energy [10]. Compared to wind and solar energy, ocean power has higher density and can
be exploited around the clock. Ocean resources along coastlines are abundant and in close
proximity to populous areas. Ocean power can also come in different form including ocean
current, tidal, wave, ocean thermal and osmotic energy, offering a wide choice of potential
technology developments. Despite the advantages, ocean energy occupies the smallest share
of energy by source. Most technologies are not mature and many projects are still in pilot
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phase. The hurdles to its development come from technical difficulties due to harsh exploita-
tion environment and the delay of favorable policies by government. Nowadays, when wind
and solar technologies are mature, more interest and attention are shifted toward ocean en-
ergy, making it a potential field for research and development.

Tidal and wave energy are the main focus of research and development. The global po-
tential of tidal energy is estimated at 1200 TWh per year in supply and 3000 GW in capacity.
High and low tide is cyclic with the periods of the sun and the moon, so it is highly pre-
dictable, making engineering work easier to design efficient and sustainable systems. Tidal
technologies are approaching its maturity with the typical design of horizontal-axis turbine
installed on sea bed or a platform. As of 2016, two tidal barrages in France and Korea ac-
count for more than 90% of total installed capacity. The research and development (R&D)
efforts come mostly from Europe, North America and China.

The global potential of wave energy is estimated at 8000 - 80000 TWh in supply. Its power
density varies according to coastlines, typically 30kW/m2, which is tens times greater than
that of wind and solar energy, making it the most concentrated form of renewable energy
[24]. Compared to tidal power, it is more promising but lagging behind. Wave power does
not have the mature technologies due the complexity of wave ocean conditions and the lack of
attention until recent years. Wave power is currently an active R&D area with various designs
corresponding to different operating principles. The most common approaches include point
absorber buoys, surface attenuators, oscillating water columns, and overtopping devices. The
R&D activities shift from point wave energy converters to series. More designs come every
year thanks to the governmental support of developed countries and design competitions.
Most projects are, however, still in pilot phases and have not been realized in large scale yet.

1.3 Wave Carpet

Ocean energy gains more and more interest in the last decades [65]. Among its different
forms, wave energy is under-exploited due to its immature technology. The harsh operat-
ing environment poses the technical difficulties to devising the effective ocean wave energy
harvesting systems, increases the manufacturing cost and makes their scale-up more chal-
lenging. In an effort to address these issues, TAFLab developed the theory of wave carpet,
an artificial structure that is embedded underwater and convert into energy the ocean waves
propagating over itself. Due to its submergence and flexible architecture, the wave carpet
can effectively avoid the impact of rough weather and have a great potential for scaling-up.

Inspired by the natural phenomenon that the offshore ocean waves are significantly
damped when propagating over a muddy bank, TAFLab designed the structure that mimics
the muddy bank behavior. The structure is composed of several damping-elastic springs
connected in 2-dimensional series to make a wave carpet that can take any shape. Due to
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its elasticity, the wave carpet will oscillate under the impact of hydrodynamic force cause
by the surface waves, and absorb their energy thanks to the damping effect. On one hand,
the surface waves significantly reduce their amplitude after passing the wave carpet, thereby
posing less threat to the coastline. The wave carpet, on the other hand, have flexible struc-
ture and is submerged underwater so not exposing to the extreme weather above the surface.
This considerably reduces the negative impacts of the harsh environment on the structure.

In 2012 Alam carried out the nonlinear analysis of a seafloor-mounted carpet for wave
energy extraction [2] and introduced the concept of synthetic seabed. The early-stage wave
carpet took over the whole length of computational domain. In 2014 Elandt et al. nu-
merically and experimentally showed that a proper setup of seabed topology can focus and
de-focus surface gravity wave [36]. The seabed can serve as a lens or curved mirror for wave
energy. In the same year Boerner presented a real time hybrid model for wave carpet and
optimized the power takeoff (PTO) parameters as well as the positioning of the PTO units
[14]. In 2017 Alam et al. patented Carpet of Wave Energy Conversion (CWEC) [3].

As a part of the wave carpet theory, the thesis is mainly focused on simulating the work-
ing wave carpet in different wave cases for optimization purpose. Following [33] and [2, 70]
we will implement a high-order, robust numerical method for modeling nonlinear gravity
waves and visco-elastic bottom. Such a method is important for the application of using
a “mud-resembling” seabed carpet to extract ocean wave energy. Subsequently, we use the
update-stepping algorithm to simulate the working condition of the wave carpet in reality,
that is, the incoming waves propagate from one side, over the carpet and damped at the end
of the simulation domain. During the implementation, various validations are carried out
to ensure the modelling correctness at each stage, resulting in the total correctness at the
end. The final product will serve as a reliable approximate model of the wave carpet for the
optimization purpose.

1.4 Related Works

There have been many studies on related topics, investigating wave-mud interaction and
wave motion over submerged plate. Early experimental works showed that up to 80% of
wave energy can be absorbed by a muddy bed through the propagation over just a few wave-
lengths. Sheremet et al. observed that mud-induced significant damping happens to both
long and short waves [90]. Alam et al. numerically investigated the dissipation of broadband
waves over muddy seabed. Shamsnia presented the analytical solutions to the wave-current-
mud interaction problem [89]. Safak et al. modelled wave-mud interaction using nonlinear
wave spectral model [85, 86]. Shibayama and An proposed a visco-elastic-plastic model for
wave-mud interaction and further extended it to wave-current-mud interaction with vali-
dated experimental results [91, 73].
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In an effort to look for a physical model for wave-mud, we found very few studies on
waves over flexible structures but numerous one on the interaction of surface waves and a
submerged rigid board. Liu et al. presented a beautiful analytical solution to the wave
problem over a submerged horizontal plates [69, 68]. Beji and Battjes experimentally inves-
tigated nonlinear wave propagation over a horizontal bar, presenting different nonlinear wave
profiles [11]. Liu et al., He et al., and Hsu et al. solved the wave-submerged plate interaction
problem using numerical wave tank, sparse hydrodynamic particle method and boundary
element method, respectively [67, 49, 52]. Karmakar et al. studied the inverse problem
of using submerged pitching plate to control wave motion [57]. Windt et al. numerically
investigated the 3D effects of a wave tank on the accurate determination of wave excitation
force on a submerged rigid board, and validated the results with experimental data [101].

Although there have been extensive studies on wave-rigid board, few researchers paid
attention to the rigid board optimization. Two related optimizations are conducted in-house
by TAFLab members. Kelly et al. optimized the shape of a submerged wave energy con-
verter to reduce the hydrodynamic loads [59]. Soheil et al. went the furthest to optimize
the shape of submerged rigid board to maximize its energy absorption using BEM-based
NEMOH package [37].

1.5 Thesis Outline

The thesis is structured the way that tells a story about my research course. It consists
of 3 parts covering 7 chapters.

• Part 1 includes Chapters 1, 2 and 3. This part proposes a new method of harvest-
ing energy. It is focused on building the model and validating its performance in a
computational environment.

• Part 2 includes Chapters 4 and 5 concentrating on various optimization methods,
each of which was attempted to solve the optimization problem. Each method has its
pros and cons, but any choice among them can solve the problem to different extent
of satisfaction.

• Part 3 includes Chapters 6, 7 and 8 presenting the results of solving the linear and
nonlinear optimization problems. It ends with the discussion of future work and the
conclusion.

Chapter 1 offers a general overview about energy with focus on ocean energy and wave
carpet. Despite the consistently increasing demand of energy over years and the huge poten-
tial of ocean power, tidal energy occupies a very small portion in the world energy picture
while wave energy is not yet commercially exploited. Extending the effort of promoting
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ocean energy, we propose the wave carpet model extracting wave energy. Wave carpet is
a collaborative TAFLab work asynchronously developed by different members. This work
focuses on the computational aspect of the wave carpet.

Chapter 2 describes the modelling procedures of wave carpet. We present its physical
model and mathematical model. The former models wave carpet as a two-dimensional grid
of connected damping springs with the massless carpet on top, mimicking muddy bank. The
motion of the artificial wave carpet is governed by the physics of springs while the covering
massless carpet connects the springs and transfer motions between them. The mathematical
model further simplifies the physical wave carpet by embedding it into the seabed.

Chapter 3 presents various validations for the numerical solution to wave carpet. First,
the numerical result is validated against the analytical solution for the nearly matching.
Second, various simulations with carpet of different shapes are conducted to find the sta-
bility points for each case. Third, the energy conservation law is tested on the simulations
to make sure the energy is preserved. Last, the convergence test is conducted to ensure the
convergence of the numerical solution.

Chapter 4 presents the tools and optimization methods that are attempted to optimized
the wave carpet shape. These include random search method, batch gradient descent, cross
entropy method and genetic algorithm. All of these methods are random-based, in which
the first one is sub-optimal while the other three are heuristically optimal.

Chapter 5 proposes the neural network-based method to optimize the carpet shape. We
first give a background on neural network and its mathematical representation. Next, we dis-
cuss the method is used to train a neural network. We subsequently discuss fully-connected
neural network, a typical neural network that is usually used to approximate complex func-
tion. In our case, it is the wave carpet numerical solution that is need to be replaced by an
approximating light-weight function for optimization purpose. Finally, the complete neural
network-based optimization algorithm is presented.

Chapter 6 outlines the software specifications. The software development takes up the
majority workload of the project and its developed framework is a valuable legacy for further
research and development. The deliverables include source code in different wave cases.

Chapter 7 presents the results of linear and nonlinear optimization. Before the opti-
mization, all the hyper-parameters are tuned for the best performance. The dimentionless
restoring force and damping ratio, for instance, are tuned beforehand for the benchmark
circular-shaped carpet. These optimal values are fixed to further optimize the carpet shape
parameters. The linear optimization was done using the neural network-based method while
the nonlinear optimization was implemented using various methods, among which only the
results of genetic algorithm and cross-entropy methods are reported.
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Chapter 8 concludes the work with the open discussion of future work and the concise
summary of achievements. The work is finally ended with the conclusion on the achievements
on wave carpet. The intended future work should be considered an extended project, in which
advanced machine learning techniques can potentially be applied to automate the tuning of
carpet hyper-parameter adapting to different wave conditions.



10

Chapter 2

Wave Carpet Model

2.1 Physical Model

The wave carpet essentially simplifies the dynamics of a muddy bank by just imitating
one of its most important characteristics for energy absorption, visco-elasticity. This physics
can be achieved by a dense network of damping springs beneath the connecting thin and
light-weight carpet layer. Figure 2.1a illustrates the conceptual design of a wave carpet with
an arbitrary shape and Figure 2.1b shows its side view along with the core components.

The wave carpet shape is defined as the geometric shape in x-y plane. It is a flat 2-
dimensional shape at the initial state when the springs are at rest. Under the sea load,
the carpet modulates in accordance with the surface wave motion. The carpet motion is
regulated by the the oscillation of underneath springs in vertical direction.
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(a) 3-D scheme of wave carpet embedded on the sea floor in static condi-
tion. It takes an arbitrary shape supported by a grid of strings.

(b) Side-view composition of wave carpet in working condition. Springs
underneath carpet layer are characterized by stiffness k∗ and damping
ratio b∗.

Figure 2.1: Conceptual model of wave carpet is composed of a grid of connected damping
springs. The springs are characterized by damping ratio and restoring force. The covering
carpet mass is assumed to be negligible compared to hydrodynamic loads. The wave carpet
can take and arbitrary shape.
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2.2 Mathematical Formulation

Governing Equations

The visco-eleastic wave carpet is modeled as a grid of submerged springs connected to-
gether by a covering carpet. Its dynamics is thus governed by the fundamental mass-spring
damping equation [77, 95]. The fluid environment is assumed to be inviscid, incompress-
ible and irrotational. This assumption is valid for large-scale ocean waves as the Reynolds

number Re =
ρνL

µ
� 1 [72, 64, 99]. The hydrodynamics of ocean waves is governed by

the Laplace equation for mass continuity. These two governing equations are subject to 4
kinematic and dynamic boundary conditions on the surface and bottom.

Setting z = 0 on the surface and z = −h at the bottom with depth h, denoting ηs(x, y, t)
and ηb(x, y, t) as the surface and bottom, respectively, representing the fluctuations around
their mean values 0,−h, the governing equations in terms of the velocity potential φ are
written as follows [2, 4, 70]:

∇2φ = 0 − h+ ηb < z < ηs (mass continuity) (2.1)

b?ηb,t + k?ηb + Pb = 0 at z = −h+ ηb (damping mass-spring) (2.2)

subject to:

ηs,t + ηs,xφx + ηs,yφy = ∂zφ at z = ηs (kinematic surface BC)

φt +
1

2

(
φ2
x + φ2

y + φ2
z

)
+ gηs = 0 at z = ηs (dynamic surface BC)

∂tηb + ηb,xφx + ηb,yφy = ∂zφ at z = −h+ ηb (kinematic bottom BC)

φt +
1

2

(
φ2
x + φ2

y + φ2
z

)
+ gηb +

Pb
ρ

= 0 at z = −h+ ηb (dynamic bottom BC)

(2.3)
Notice that the inertia term is missing in the damping mass-spring Equation 2.2 as the

wave carpet is further assumed to be so thin that its mass is negligible. Its inertial force
is thus assumably small compared to the hydrodynamic loads, which considerably simplifies
the problem. Also note that in this equation the damping coefficient b? and the spring stiff-
ness k? are coupled with the bottom and the elevation, respectively, to govern its damping
and restoring behavior.

These equations give a complete physical description of the system but they cannot be
solved analytically. The equations is then rewritten in the form that facilitate the numerical
methods.
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System of Equations for Time Iteration

Since the surface and bottom behavior are of our interest, particularly the surface and
bottom elevations and velocity potentials, the above system of governing equations is written
in terms of the velocity potential φ at the bottom and surface following the approach by
Alam [2]. Define: {

Φs(x, y, t) = φ(x, y, ηs, t)

Φb(x, y, t) = φ(x, y,−h+ ηb, t)
(2.4)

where Φ’s are the velocity potential at the surface and bottom elevations.

Manipulate algebra, the system of Equations 2.2 and 2.3 can be reduced in the form:



ηs,t = −ηs,xΦs,x − ηs,yΦs,y +
(
1 + η2

s,x + η2
s,y

)
φz at z = ηs

Φs,t = −gηs −
1

2

(
Φ2
s,x + Φ2

s,y

)
+

1

2

(
1 + η2

s,x + η2
s,y

)
φ2
z at z = ηs

ηb,t = −ηb,xΦb,x − ηb,yΦb,y +
(
1 + η2

b,x + η2
b,y

)
φz at z = −h+ ηb

Φb,t = g

(
1

γ
− 1

)
ηb −

1

2

(
Φ2
b,x + Φ2

b,y

)
+

1

2

(
1 + η2

b,x + η2
b,y

)
φ2
z

+
√
ghζ

[
−ηb,xΦb,x − ηb,yΦb,y +

(
1 + η2

b,x + η2
b,y

)
φz
]

at z = −h+ ηb

(2.5)

In the new system of equations the parameters b? and k? are replaced with expressions
involving the dimensionless damping ratio γ and restoring force ζ, respectively:

ζ =
b?

ρ
√
gh
, γ =

ρg

k?
and µ = kh (2.6)

Notice from the system of Equations 2.5 that the LHS contains the derivatives with re-
spect to time while the RHS involves the coupling derivatives with respect to space. Each
iteration yields the values of the 2-dimensional field Φ and η at the bottom and surface.
To advance by one time step, it is necessary to have the value of φz, the vertical velocity
of the fluid, evaluated at the surface z = ηs(x, y) and bottom z = −h + ηb(x, y). This will
be done through an iterative procedure over the components of the perturbation series of
φ in the spectral domain and the proposed solution of the velocity potential by Alam that
satisfies the system of boundary conditions [2]. The whole procedure is known as High-Order
Spectral method introduced by Dommermuth [33] and discussed in the following section.
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2.3 Numerical Method

High-Order Spectral Method

The goal of High-Order Spectral (HOS) approach is to obtain the unknown velocity term
φz in the system of Equations 2.5. The core idea of the method lies in the spectral rep-
resentation of the velocity potential that essentially transforms the the variable from the
space domain in to the frequency domain. In the new domain, the derivatives of φ can be
taken easily with respect to space, including the desirable velocity φz at the surface and
bottom. The interested variables are then transformed back from the frequency domain to
space domain for the time-marching purpose.

To begin, write velocity potential φ as a perturbation series:

φ(x, y, z, t) =
M∑
m=1

φ(m)(x, y, z, t). (2.7)

the vertical velocity φz can then be computed to M th order:

φz(x, y, z = z?, t) =
M∑
m=1

M−m∑
p=0

ηpb
p!

∂p+1

∂zp+1
φ(m)(x, y, z, t)|z=z? , for z? = ηs and −h+ ηb. (2.8)

To get all φ(m) and its pth-order vertical derivatives evaluated at z = 0 and z = −h,
iterate over the index m in the perturbation series. All the details are carefully provided in
section 4 of the paper by Alam [2]. The steps are presented here in an way much closer to
what will be actually implemented in our algorithm.

The main steps are as follows:

1. The iteration proceeds as follows:

• Initialization: m = 1. Define f (1) = Φs(x, y, t), g
(1) = Φb(x, y, t). Compute

φ(1)(x, y, z, t) from f (1) and g(1).

• Iteration: 1 < m ≤M . Define f (m) based on steps 1 . . .m− 1 as:

f (m) = −
m−1∑
p=1

ηps
p!

∂p

∂zp
φ(m−p)(x, y, z, t)|z=0 (2.9)

and similarly for g(m) using ηb and z = −h. Compute φ(m)(x, y, z, t) from f (m)

and g(m).

2. For each m ∈ [1,M ], computing φ(m) based on f (m) and g(m) requires these steps:
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a) Compute the corresponding Fourier amplitudes f̃
(m)
n and g̃

(m)
n for n = (nx, ny) ∈

[−N,N ]2;

b) Compute A
(m)
n and B

(m)
n for all n = (nx, ny) ∈ [−N,N ]2:
A(m)
n = f̃ (m)

n

B(m)
n =

1

tanh |kn|h

(
f̃

(m)
n

cosh |kn|h
− g̃(m)

n

)
(2.10)

where kn =
(
knx , kny

)
and |kn| =

√
k2
nx

+ k2
ny

.

c) Obtain the following expression for φ(m) (but its computation is not needed):

φ(m)(x, y, z, t) =
N∑

nx,ny=−N

(
A(m)
n

cosh(|kn|(z + h))

cosh(|kn|h)
+B(m)

n

sinh(|kn|z)

cosh(|kn|h)

)
eikn·x (2.11)

where x = (x, y) are the coordinates in the horizontal plane. It is now possible to
compute ∂pφ(m)/∂zp|z=0 and ∂pφ(m)/∂zp|z=−h for all p ∈ [0,m− 1]:

∂2p

∂z2p
φ(m)

∣∣∣∣
z=0

=
N∑

nx,ny=−N

|kn|2pA(m)
n eikn·x

∂2p

∂z2p
φ(m)

∣∣∣∣
z=−h

=
N∑

nx,ny=−N

|kn|2p
(
A(m)
n

1

cosh |kn|h
−B(m)

n tanh |kn|h
)

eikn·x

∂2p+1

∂z2p+1
φ(m)

∣∣∣∣
z=0

=
N∑

nx,ny=−N

|kn|2p+1

(
A(m)
n tanh |kn|h+B(m)

n

1

cosh |kn|h

)
eikn·x

∂2p+1

∂z2p+1
φ(m)

∣∣∣∣
z=−h

=
N∑

nx,ny=−N

|kn|2p+1B(m)
n eikn·x

(2.12a)

(2.12b)

(2.12c)

(2.12d)

The values of these pth-order derivatives for p ∈ [0,m− 1] will enable to compute f (m) and
g(m) according to Equation 2.9 and the values of the pth-order derivatives for p ∈ [0, N ] at
the end of the iteration will finally enable to compute φz according to Equation 2.8.

Above is the detailed explanation of the procedure. Steps 1 and 2 are a simple descrip-
tion of the iterative process required to compute f (m), g(m), or equivalently A(m) and B(m).
In our algorithm, the values for A(m) and B(m) for all m ∈ {1 . . .M} are stored instead of
f (m), g(m), in order to minimize the number of operations to compute φz afterwards. Indeed,
Equation 2.8 can be directly written in terms of A(m) and B(m).
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In summary, given the space boundary conditions of elevation and velocity potential at
the surface and bottom, it is possible to solve for velocity and evaluate the RHS of the system
of Equations 2.5 at any order of nonlinearity. In the dimension of time, the Runge-Kutta
method will be applied to march the system over time steps.

Runge-Kutta Method

The Equations 2.2 are solved on a bounded domain with periodic boundary conditions.
We are interested in solving for for the surface and bottom elevations and velocity potentials,
ηs, ηb,Φs,Φb over time using the system of Equations 2.5. We notice that these equations
are time-dependent partial differential equations, which we will numerically solve using the
method of lines. In other words, we will discretize the spatial operators in order to compute
an approximation to the right-hand side. Then, we will obtain a system of ordinary differ-
ential equations. This system of ODEs can then be solved using the Runge-Kutta method
for for time integration.

Temporal discretization: For the standard explicit fourth-order Runge-Kutta method,
supposing we know the solution y(tn), we compute the solution at the next timestep y(tn+1) =
y(tn + ∆t) using four stages. The four stages k1, . . . , k4 are given by

k1 = f(tn, yn)

k2 = f
(
tn + ∆t

2
, yn + ∆t

2
k1

)
k3 = f

(
tn + ∆t

2
, yn + ∆t

2
k2

)
k4 = f (tn + ∆t, yn + ∆tk3) ,

and then the new-time solution is given by

yn+1 = yn + ∆t

(
k1

6
+
k2

3
+
k3

3
+
k4

6

)
.

This method enjoys a relatively large region of stability, simple implementation, and fourth-
order accuracy. It is shown in [33] that the CFL condition for solving the above equations
with the fourth-order Runge-Kutta method is ∆t2 ≤ 8/|kN |.

Spatial discretization: Suppose that we are given the values of the functions ηs, ηb,Φs,
and Φb at a finite number of collocation grid points, xi = (xi, yi), for i = 1, 2, . . . , 2N . We
then need to calculate an approximation of the right-hand side of Equations 2.5 in order to
advance the solution one timestep using the temporal discretization described above. To do
this, we use a pseudo-spectral discretization. By this we mean that we will calculate spatial
derivatives in Fourier space and nonlinear terms in physical space. We find the following
terms appear in the right-hand side: 1. ηs and ηb; 2. horizontal derivatives (i.e. ∂x and ∂y)
of ηs, ηb,Φs, and Φb; 3. φz.
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The quantities ηs and ηb are known and therefore do not require computation. In order
to compute the horizontal derivatives, we perform spectral differentiation. Noticing that
for a differentiable function f , we have the exact relationship ∂̂xf = iξf̂ , where f̂ denotes
the continuous Fourier transform, and ξ is the variable in Fourier space. Analogously, for
a grid function, we take the discrete Fourier transform, multiply each Fourier mode by a
factor of ik (where k is the wave number), and then take the inverse Fourier transform. This
results in an approximation to the derivative that has spectral accuracy. That is to say, the
approximation error at the collocation points xi scales like O(N−m) for every m. Products
of such terms are computed simply by taking products in physical space.

We remark that there are two possible implementations of the above-mentioned spectral
differentiation. It is a possible to construct a N × N dense spectral differentiation matrix
DN , such that multiplication by DN results in the spectral approximation to the derivative.
Such a matrix-vector multiplication requires O(N2) operations. Instead, we opt to use the
fast Fourier transform algorithm, which requires O(N logN) operations per transform. We
can therefore perform the spectral differentiation with two transforms, and one dot product
(with linear complexity). Because of the constant term in the computational complexity,
optimality of the matrix method or FFT method depends on the number of grid points. For
large values of N , the FFT-based implementation results in faster runtimes.

It remains to compute the terms φz. Having written φ as a perturbation series

φ(x, y, z, t) =
M∑
m=1

φ(m)(x, y, z, t),

we can expand the Fourier series of φ(m) as

φ(m)(x, y, z, t) =
∑
n

(
A(m)
n (t)

cosh(|kn|(z + h))

cosh(|kn|h)
+B(m)

n

sinh(|kn|z)

cosh(|kn|h)

)
eikn·x,

where the summation is taken over all pairs n = (nx, ny), with −N ≤ nx, ny ≤ N , and the
vector x represents the position in the horizontal plane, x = (x, y). Given this representation,
all derivatives in x, y, and z can be taken explicitly, using known trigonometric formulas.
The formulas obtains are given in Equations 2.12.

Wave Maker Algorithm

The wave carpet nonlinear system of equation is effectively solved in the space and time
domain using the HOS method and Runge-Kutta numerical scheme. This methodology is
based on the Fourier transform that assumes the periodic boundary domain. The real-life
scenario is, however, not boundary-periodic, i.e. waves comes from the offshore side, prop-
agates over the carpet and disperses onshore (see Figure 2.2b). In order to simulate this
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(a) Scheme of periodic boundary simulation
in which the end boundaries must match in
x and y direction. Its solver and solution are
referred to as HOS.

(b) Scheme of non-periodic boundary sim-
ulation in which waves can propagate from
one side to the other. Its solver and solution
are referred to as HOSRK or wave maker.

Figure 2.2: Periodic and non-periodic boundary solutions. The former is obtained by
numerically solving the system of Equations 2.5 using High-Order Spectral method, called
HOS solution. The latter is achieved by applying wave maker algorithm to the periodic
boundary HOS solution, which is a combination of High-Order Spectral and Runge-Kutta
methods, called HOSRK solution.

scenario, we use the numerical trick mimicking the wake maker. The entire procedure is
outlined in the block diagram in Figure 2.3.

First, we generate a one-period wave profile consisting of 4 components: elevation and
velocity potential at surface and bottom, called w. The wave profile w multiplied with a
filter function f remains the wave part f ·w at the beginning of the domain. This part serves
as an analogous wave flapper in the wave maker. In the time loop, the HOS solver is used to
march the wave domain at the current time step to the next timestep. The new wave profile
multiplied with the filter function g remains the propagating wave which is subsequently
fed by the periodic wave to form a for the next time step. The recurrent relation of the
algorithm is given by:

wT = {ηs, φs, ηb, φb} for one T

w0 = wT0 at t = t0

wi+1 = HOS(g ∗ wi + f ∗ wTi mod T
) at t = ti+1

(2.13)
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Figure 2.3: Block diagram for implementing wave-maker simulation. Periodic waves are
filtered into a small group of waves that resembles those generated by a wave maker. Partial
waves are fed into the HOS solver loop for their progression over time steps. Inside the HOS
solver loop is another filter to ensure waves to damp out at the end, eliminating the reflecting
waves.

The correctness of the numerical algorithm will be validated by the energy conservation
law. That is, the average energy absorbed over time by the wave carpet should be equal to
the reduction in energy flux over the wave carpet.
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2.4 Wave Carpet Shape Representation

Up to this point we successfully simulate the computational wave maker analogous to
the offshore incoming wave setting. We can embed the wave carpet anywhere at the do-
main bottom by setting the stiffness in the wave carpet region relatively low to that in the
neighborhood, and the damping coefficient positive for the wave carpet, thereby dividing the
domain bottom into two subregions: the undamped hard seabed and the visco-elastic wave
carpet. For the 2-D computational domain, we use Fourier series to represent the carpet
shape, in which the Cartesian coordinates x and y of the wave carpet is represented via the
radius r in polar coordinates given by:

r(θ) = r0 +
Nc∑
n=0

an sin(nθ + φn)

x = pr cos(θ), y =
1

p
r sin(θ)

(2.14)

Thus, the carpet shape is represented via the parameters r0, Nc terms of an, Nc terms of φn
and p. To avoid complicated shapes and to ensure the carpet fit the computational domain,
we set the constraints on the carpet parameters as follows:

r0 ∈ [0.4, 0.6]

an ∈ [−0.4r0, 0.4r0]

φn ∈ [0, 2π]

p ∈ [0.5, 2]

(2.15)

In addition, we want to ensure that the carpet does not have loop. That is, r is always
positive over the range [0, 2π] of θ. This constraints involves the relationship between r0

and the set of an. Obviously, the loose constraint of an in 2.15 cannot ensure that, while a

more strict constraint on an, say an ∈ [− r0

Nc

,
r0

Nc

], eliminates several potentially good shape

since it generates only simple ones. On one hand, it is not a trivial math problem to derive
the equation for the correct no-loop constraint. On the other hand, this may result in a
complicated nonlinear constraint that cause troubles for our optimization strategy in the
next part. Thus, the no-loop constraint is treated as the on-the-fly condition that will be
checked in the optimization running time.

The ultimate purpose is to optimize the wave carpet shape in order to maximize the
energy absorption. Combining the aforementioned numerical methods and the shape rep-
resentation, we have a HOS Runge-Kutta (HOSRK) solver that, given the carpet shape
parameters as input, the solver outputs the absorbed energy. Eventually, we come up with
the optimization problem:
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arg max
r,an,φn,p

HOSRK(r, an, φn, p) (2.16)

subject to:
A = const

All constraints in 2.15
(2.17)

The new constraint A = const is to ensure that all the considered carpet shape have the
same area for energy comparison purpose. The optimization problem is solved using various
methods that will be thoroughly discussed in section 4.
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Chapter 3

Wave Carpet Validation

3.1 Numerical versus Analytical Results

The numerical results are validated against the linear analytical solution. By setting the
nonlinear mode parameter M = 1 to eliminate all of the nonlinear terms, the system of
equations 2.5 reduces to the linear system that is numerically solved by the HOS method.
In this section, various tests and error analyses are conducted to validate the linear HOSRK
solver.

First, the numerically obtained elevation and velocity potential are compared to those
of the linear analytical solution presented by Alam [2], according to which the surface and
bottom elevations, and the velocity potential are given by:

ηs = ase
i(kx−ωt) (3.1)

ηb = abe
i(kx−ωt) (3.2)

φ = (Aekz +Be−kz)ei(kx−ωt) (3.3)

where,

A = −ias
ω2 + gk

2kω
, B = ias

ω2 − gk
2kω

(3.4)

ab = as cosh kh

(
1− gk tanh kh

ω2

)
(3.5)

The relative error between analytical and numerical results is defined as:

rel. err. =
|ηanalytic − ηnumeric|

ηanalytic
(3.6)

The maximum relative errors of surface and bottom elevations in one period are plotted
against the number of timesteps per period in Figure 3.1. They are close to each other and
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very small compared to 1, indicating the good match of the analytical and numerical eleva-
tions. The errors decrease when the timestep number increases, i.e. the time discretization
gets finer, and approaching the double precision of floating point 10−16.

Figure 3.1: Error analysis of the HOS periodic boundary results.The maximum deviations
of analytical and numerical elevations are plotted over the number of time steps per period.
When the time gets finer, the errors approach the machine precision.

Second, the wave maker simulation is validated against the linear analytical solution
presented by Alam [2], according to which the surface elevation over the visco-elastic bottom
is given by:

ηs = (as0e
ωit)ei(kx−ωrt) = as(t)e

i(kx−ωrt) (3.7)

In equation 3.7, the first exponential factor associated with the imaginary frequency
represents the damping effect, and the second exponential factor with the real frequency
regulates the harmonic effect. Coupling together, they govern the damping harmonic oscil-
lation of surface elevation over time.
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(a) Visualization of a wave maker with a rectangular wave carpet. Surfaces
waves are propagating and damping out over the bottom wave carpet.

(b) Visual comparison of numerical versus analytical surface elevation
results. Numerical surface waves decay over the wave carpet with the
similar pattern to that of the analytical solution.

Figure 3.2: Visualization of waves propagating over a rectangular wave carpet and qualita-
tive comparison of the wave maker results with the analytical solution. Waves are damping
out over the carpet and the damping wave profile matches pretty well with that of the an-
alytical solution. Some minor deviations come from the approximation of the wave maker
algorithm that make some part of seabed nearly rigid.
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In the spatial domain the motion of a water particle over time is simulated by keeping
position x constant and progressing time t forward. This actually visualizes the analytical
results in order to qualitatively validate against the numerical ones. The latter visualizes how
the numerical surface waves evolve over the visco-elastic seabed. As a result, the matching
between two is illustrated in Figure 3.2b.

In Figure 3.2b, the numerical result does not perfectly match the analytical solution be-
cause of the minor numerical instability coming from two sources: the very high stiffness of
bottom outside the carpet area and the abrupt change of stiffness between the sea bottom
and the mimicking wave carpet areas. This minor instability reduces the numerical preci-
sion but it is not too significant for the numerical scheme to be used for shape optimization
purpose.

3.2 Stability

The stability test is conducted to find the stable time point of simulations. When a
simulation reaches its stable point, the wave carpet absorbs relatively the same amount of
energy in every period. The recorded energy absorption should be the average of absorbed
energy amounts over a couple of past periods, say 3 previous periods, after the stable mo-
ment. Accordingly, the simulation length should be at least as long as 3 periods beyond the
stable time point.

The stable test is carried out by letting numerical waves gradually propagate over the
carpet until the estimated energy absorption in each period remains unchanged. The test
should also include some typical carpet shapes such as a circular shape and extreme shapes,
such as the longest and widest elliptical shapes. Doing this ensures that the simulation time
is sufficiently long to cover all of the possible shapes in further optimization simulations.

Figure 5.2 presents the stability test for monochromatic unidirectional incoming wave
case. It shows that the absorbed energy is nearly zero initially, then rising when the incoming
waves hit the carpet, finally reach a plateau and relatively stay stable at period 14 for all
three shapes. Thus, the absorbed energy averaged at period 14, 15, 16 or later should give
the relatively accurate absorbed energy rate for the given wave case.

Unfortunately, the stable point is not the same for different incoming wave cases. It
is necessary to conduct the stability test in each case for its stable time points. Figure
5.2 presents the stability test for three other different wave cases: Single-frequency uni-
directional, single-frequency multi-directional and multi-frequency multi-directional. Unsur-
prisingly, more complicated cases have later stable time points. These wave cases are stable
at T = 12, 18 and 28, respectively. As a result, the simulation lengths of these cases should
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(a) Wave case I - Single-frequency unidirec-
tional. The stable state forms after 12 periods.
The simulation timespan should be 14 periods
or more.

(b) Wave case IIa - Single-frequency multi-
directional. Incoming waves are at angles of
0,−37o, 37o from y direction. The stable state
forms after 18 periods. The simulation times-
pan should be 20 periods or more.

(c) Wave case IIb - Single-frequency multi-
directional. Incoming waves are at angles of
0,−53o, 53o from y direction. The stable state
forms after 28 periods. The simulation times-
pan should be 30 periods or more.

(d) Wave case III - Multi-frequency unidirec-
tional. Incoming waves constitute of waves with
k = 10, 24, 27, 29, 30. There is no stable time
point. The simulation timespan should be at
least 30 periods or more. The absorbed energy
is averaged over periods 14-20.

Figure 3.3: Stability analysis of the wave maker simulations in different wave cases in which
the stable time point varies accordingly. The stable time point must be after the incoming
waves pass over the wave carpet. More complicated wave cases have later stable time points.
Particularly, multi-frequency wave cases do not have ones because of irregular waves.
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be at least 14, 20 and 30, respectively.

3.3 Energy Conservation

It is critical to verify the energy conservation in the closed simulation domain to ensures
the numerical correctness. Furthermore, the upcoming optimizations are energy-based, the
test makes the energy calculations more reliable. The simulation must abide by the energy
conservation law, according to which the absorbed energy must match the energy reduction
before and after waves pass the wave carpet. The damping mass-spring model has the
absorbed energy given by:

Eabsorbed =
1

T

∫ T

0

b?φ2
zdt (3.8)

The energy flux passing a cross section, and thereby the energy reduction before and
after the wave carpet, is given by:

Eflux = −ρ
∫ η

−h
φtφxdz (3.9)

∆E =
1

T

∫ T

0

(E1 − E2)dt (3.10)

where, E1 and E2 are the energy fluxes at the cross sections just before and after the wave
carpet. The derivation of energy flux equation is detailed in Appendix A.

The energy conservation law ensures Eabsorbed = ∆E. Figure 3.4 shows the matching
starts from period 8. The abscissa is the period number, the coordinate is the normalized
energy values. It can be seen in Figure 3.4 that Eabsorbed and ∆E match very well from period
8 throughout the simulation of up to 40 periods. The match test should be conducted from
period 8 because it takes some time for waves to propagate over the carpet.

Figure 3.4 compares these two amounts of energy over n periods after the wave maker
simulations reach the stable state. The good match of two quantities verifies the universal
law and can serve as another indication for the correctness of the numerical scheme.
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(a) Starting from period 0, the pattern of the energy reduction before and
after the wave carpet is similar to that of the energy absorption by the wave
carpet. The offset comes from the fact that the energy reduction is recorded
earlier when incoming waves just enter the wave carpet region than the energy
absorption is recorded when the waves are passing over the wave carpet.

(b) Starting from period 8, the energy reduction before and after the wave
carpet matches very well with the energy absorption by the wave carpet in
every period. There is no lag in recording time between these two quantities.

Figure 3.4: Conservation of energy in the simulation domain. The energy reduction before
and after the wave carpet (blue line) must match with the energy absorption by the wave
carpet in every period.



CHAPTER 3. WAVE CARPET VALIDATION 29

3.4 Convergence

One of the important criteria to ensure the numerical correctness is convergence. Unlike
the stability that is dependent on wave cases, the convergence depends on the discretiza-
tion. The convergence test is conducted in order to ensure that the temporal and spatial
discretization is sufficiently fine for the converging results. The temporal discretization is
represented by the number of time steps per period, and the spatial one is by the number of
nodes in x or y coordinate. For Runga-Kutta numerical scheme, the former is required to be
at least at the threshold of 256 time steps per period. Any number below the threshold leads
to the numerical instability, also known as numerical blowup, while any number beyond that
yields pretty similar results with insignificant improvement of accuracy.

Figure 3.5: Convergence analysis of the wave maker simulation. The test investigates a
range of elliptical-shaped carpets with varying aspect ratios, called elongation p, in four
different spatial discretization schemes. The larger the elongation p is, the more stretched
the wave carpet is along the waves direction. The simulation is not converging at mesh size
128 and 256, but starting to be at mesh size 512. Thus, the minimum number of Fourier
modes is 512 in each x- and y-direction.



CHAPTER 3. WAVE CARPET VALIDATION 30

The spatial discretization, on the other hand, has a considerable influence on the conver-
gence. Figure 3.5 shows the convergence test for the monochromatic unidirectional incoming
wave. The test employs the elliptical carpets with the axis ratios ranging from 0.5 to 2. At
the spatial discretization of 512× 512, the absorbed energy converges. The further increase
of spatial discretization fineness does not improve the results significantly, but it quadruples
the computing costs. For the balance point, the spatial discretization is selected at 512×512
nodes.
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Part II

Methods
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Chapter 4

Optimization Methods and Tools

4.1 Overview

Optimization plays an important role in various engineering fields. Its research has been
extensively conducted over centuries [18, 39, 56, 58]. At application level, our ultimate goal
is to optimize the wave carpet shape. Before really diving into solving our optimization
problem, we investigate different approaches to general optimization and see how they fits
the problem. We first introduce the optimization problem to be solved, then concentrating
on the attempted methods that effectively solve the problem to different levels of satisfaction.

Optimization Problem

The optimization problem involves the planar geometric shape of the wave carpet. Its
suitable representation is thus considered in order to form the appropriate input for the ob-
jective function. The carpet shape is first represented in polar coordinates, then transformed
into the x-y coordinates to be embedded in the mathematical model in Equations 2.2 and 2.3.

Applying Fourier transform to the polar shape and truncating the high-frequency har-
monic terms give the general Fourier representation of the shape as in Equation 4.1. From
the general form, phases are fixed to π/2 to derive the x-axis symmetric shapes for the
symmetric wave cases. An elongation factor p is then introduced, enabling the shape to
stretch in x- or y-dimension while maintaining its constant area. Finally, the polar coordi-
nates are converted to the Cartesian coordinates as in Equation 4.3. For the asymmetric
wave cases involving the asymmetric shapes, a rotation angle β is introduced with one more
transformation step as in Equation 4.4.
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r(θ) = r0 +

NF∑
n=0

an sin(nθ + φn) general (4.1)

r(θ) = r0 +

NF∑
n=0

an sin(nθ +
π

2
) x-axis symmetric (4.2)

x = pr cos(θ), y =
1

p
r sin(θ) (4.3)[

x′

y′

]
=

[
cos β − sin β
sin β cos β

] [
x
y

]
(4.4)

subject to:

−2r0

NF

≤ an ≤
2r0

NF

(4.5)

p ∈ [0.5, 2] (4.6)

φn, β ∈ [0, 2π] (4.7)

A = const (4.8)

The polar coordinates facilitate the shape evolution during the optimizing process as the
shape is represented by a few parameters that can be easily controlled. The set of parame-
ters (an, φn, β, p) forms the input for the objective function. Picking 5 first Fourier harmonic
terms results in 6 parameters for symmetric shapes (without φn and β), or 12 parameters for
asymmetric shapes. The base circle radius r0 in the Fourier representations, initially set to
0.5, is used for adjusting the carpet area to the constant value. In order to avoid complicated
shapes and invalid carpets with loop, occurring when r(θ) < 0 at some θ, the constraints
on harmonic amplitudes are set based on the base circle radius as in Equation 4.5. These
constraints are loose and cannot guarantee the positiveness of the polar radius r(θ) for all θ
but helping get rid of a large number of loop carpets. A few invalid ones will be checked and
eliminated at running time. To ensure the entire shape to stay within the computational
region, the elongation factor is limited between 0.5 and 2. The most relaxing parameters are
the harmonic phases and rotation angle that take their normal range from 0 to 2π.

In short, the optimization problem is to optimize the wave carpet shape for maximum
energy absorption based on the HOS solver objective function. This core function takes
the shape parameter set (an, φn, β, p) as input subject to the constant area constraint and
the constraints on their domains. The HOS solver objective function and its adaptation
to addressing the first constraint is illustrated by the block diagrams in Figure 4.1. The
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optimization problem is presented as follows:

min
an,φn,β,p

HOSRK([an, φn, β, p])

subject to:

A = const

an, φn, β, p are bounded as in equations 4.5, 4.6 and 4.7

(a) The wave energy converter “wave carpet” is mathematically modelled as the HOSRK solver.

(b) The HOSRK solver is wrapped together with the area normalization into a new solver block
to incorporate the nonlinear area constraint.

Figure 4.1: HOSRK solver block diagram and its modification to incorporate the nonlinear
area constraint. They solves for the absorb energy given the the wave carpet shape param-
eters as input. These solvers serve as the objective function for the optimization problems.

Challenges and Approach

The optimization has a simple form: given a numerical function, find the optimal point.
It is, however, very computationally expensive because it solves the problem in 3 dimensions:
x-y plane and time. In specific, it takes roughly 1 hour to run a carpet instance in the simplest
linear wave case and roughly 3 hours for the simplest nonlinear one. Other complicated wave
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cases take even longer time. Consequently, some well-known optimization algorithms such
as Gradient Descent [83, 21], Newton’s Method [53, 76] cannot be applied as they require a
large number of function evaluations in sequence. The second challenge comes from the non-
linear equality constraint of the constant carpet area. One of the most popular approaches
to deal with nonlinear constrains is the Lagrange Multiplier method [12, 22, 62], but it is
not applicable in this problem because of the long running time. Instead, we find another
way to incorporate this constraint into the objective function to further simplify the problem.

High performance computing is found extremely useful in reducing the computing time.
Two major sources are National Energy Research Scientific Computing (NERSC) and Berke-
ley Research Computing (BRC) that allow to run the application in parallel. This helps
evaluate a large amount of carpet shapes in the time amount of evaluating one instance.
This enables the application of highly parallel algorithms such as Monte Carlo search or
parallel iteration-based methods, to name a few. Additionally, it allows the generation of
data in batch, and based on the generated data, a neural network could be built and trained
for the subsequent optimization. The latter method uses the alternative neural network that
approximates the objective function so that the neural network itself can be used at a much
cheaper cost compared to using the original objective function [66, 43].

Regarding the nonlinear equality constraint, a wrapper function is introduced to wrap
around the nonlinear constraint and the objective function HOSRK solver. This wrapper
first implements the area normalization, normalizing the areas of all input carpets into the
standardized one before feeding them into the HOSRK solver, illustrated in the block diagram
in Figure 4.1b.

Attempted Methods

The optimization problem could not be solved by the classic methods due to its com-
plexity and the lack of analytical objective function. In addition, the non-convexity of the
objective function makes the choice of appropriate optimization methods more challenging.
As a result, the iterative methods such as Newton’s method, Gradient Descent, etc. are not
applicable. On one hand, these methods only work well with the convex objective function.
On the other hand, they require many evaluations of the objective function until the solution
converges, which is impractical for the HOSRK solver that takes hours for a single running.

The heuristic optimization methods are, therefore, considered to solve the optimization
problem. These methods do not guarantee the finding of the optimal solutions but the nearly
optimal solutions to the complicated optimization problems. Because of little understand-
ing on the numeric HOSRK solver, the heuristic approach is the appropriate choice. Four
methods are attempted, including the Response Surface Methodology (RSM), the Random
Search (RS) method, the Cross-Entropy Method (CEM), Neural Network-based optimiza-
tion method (NN) and the Genetic Algorithm (GA). RSM does not yield the correct result
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other than that of the simplest wave case. RS and CEM solve for the sub-optimal solutions
although the latter is very close to the optimal ones. NN and GA produce the optimal results
as they are applied for linear and nonlinear problems, respectively.

4.2 Random Search Method

The Random Search method, also known as the Monte Carlo method, is based on the
random sampling. It solves a deterministic problem in a probabilistic way. Without the
need of estimating the gradient, the method evaluates the function at random data points,
then aggregating the output. Thus, the result is not guaranteed to be optimal but expected
to be much better than the average. How better the result is depends on the sample size.
Despite its sub-optimality, the method gains its popularity due to its simplicity and broad
scope of application.

The procedure of Random Search consists of three steps:

1. Generation: Generate inputs randomly from a probability distribution over the do-
main satisfying the optimization constraints.

2. Evaluation: Evaluate the deterministic objective function at the randomly generated
inputs.

3. Aggregation: Aggregate the outputs, particularly max out the results.

The Random Search method was first attempted when the deterministic methods fail. In
its application to the optimization problem, we follow exactly the above procedure with the
aid of parallel computing. The inputs are randomly generated from a uniform distribution,
instead of a popular normal distribution, due to the lack of understanding in the objective
function. The use of parallel computing to evaluate the objective function at the cloud of
inputs significantly reduces the implementation time. The aggregation of the results is so
straightforward that the only argmax function is applied to the input-output set to deter-
mine the optimal carpet shape [81, 7, 103].

Not only does the Random Search yield provisional results, but it also produces a large
number of data points out of the objective functions. This serves two purposes: Help form an
idea of the objective function, and; Provide a database for other heuristic methods. Partic-
ularly, the Response Surface Methodology and Neural Network-based optimization method
take advantage of this database for the optimization purpose.
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4.3 Response Surface Methodology

The Response Surface Method is widely used for solving the experimental problems. It
establishes the relationship between the independent variables and the response variables.
This relationship is commonly expressed in the form of a polynomial empirical model whose
coefficients are normally determined via regression [20]. In our optimization problem, the
explanatory variables are the carpet shape parameters, and the response variable is the ab-
sorbed energy. The polynomial empirical model is subsequently optimized to achieve the
optimal results. Since any polynomial is derivable, the optimal results can be achieved via
traditional methods, particularly stochastic gradient descent in our solution. The obtained
model is, however, not the exact objective function but its approximator. It is necessary to
verify the optimal results using the exact one, the HOSRK solver in our problem. Due to
the approximating nature, the achieved results are not the truly optimal solutions but the
approximately optimal, or heuristic, ones.

The Response Surface Method follows the below procedure:

1. Design the experiments. Two main designs are Box-Behnken design (BBD) and central
composite design (CCD) [8].

2. Run the experiments. These can be real-world physical experiments or simulated
computational ones.

3. Collect the outputs and set up the polynomial empirical model.

4. Solve for the polynomial coefficients using the least squares method.

Among the above steps, the design of experiments plays an important role in ensuring the
correctness of the mathematical model. As the target is to fit the mathematical model to the
response surface given the independent inputs, the experiments should be designed in such
a way that the structure of response surface is best exposed and its construction is highly
accurate. Box-Behnken design and central composite design are commonly selected as they
are practical with a small number of experiments in constructing a approximate quadratic
surface. The former is usually considered to be more powerful than the latter and other
designs as its number of runs is smaller. One caveat is that Box-Behnken design does not
cover the boundary cases [31, 93].

After the design of experiments, the objective function takes as inputs the selected set
of independent variables and outputs the responses. The tuples of inputs and outputs form
the data set for the mathematical model. The quadratic and cubic polynomial models are
commonly used and their coefficients can be achieved using the least squares method. The
polynomial empirical model is the approximate representation to the response surface. As
a result, the output obtained by evaluating the model on every input should be verified by
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the true objective function for the accurate response.

In the application of the Response Surface Method to the wave carpet problem, the
experiments are designed using Box-Behnken method. Parallel computing is applied to
evaluating the objective function, so the number of evaluations per running is far more than
the required number of evaluations by the Box-Behnken design. Thus, the extra inputs are
randomly generated. The quadratic empirical model is given in the form [60, 20]:

y(x1, x2, . . . , xn) = α +
∑

βixi +
∑

γijxixj +
∑

δix
2
i (4.9)

where, xi’s are the independent variables, y - the response, αi, βi, γij, δi - the polynomial
coefficients obtained by the least squares method.

In the matrix form, the Equation 4.9 is rewritten into:

y(x) = wx (4.10)

where,

y =
[
y
]
− the scalar response in the wave carpet problem (4.11)

w =
[
α β1 . . . βn γ12 . . . γ(n−1)n δ1 . . . δn

]
− the vector of polynomial coefficients (4.12)

x =
[
1 x1 . . . xn x1x2 . . . xn−1xn x2

1 . . . x2
n

]T
− the matrix of independent variables (4.13)

The inputs and outputs of the experiments form the data set utilized for the least squares
method to determine the coefficients of the polynomial model. Assuming that there are m
experiments, corresponding to the set of m inputs and outputs, the matrices of inputs and
outputs are given by, respectively:

Y =


y(1)

y(2)

...
y(m)

 (4.14)

X =


1 x1,1 . . . xn,1 x1,1x2,1 . . . xn−1,1xn,1 x2

1,1 . . . x2
n,1

1 x1,2 . . . xn,2 x1,2x2,2 . . . xn−1,2xn,2 x2
1,2 . . . x2

n,2
...

...
...

...
...

...
...

1 x1,m . . . xn,m x1,mx2,m . . . xn−1,mxn,m x2
1,m . . . x2

n,m


T

(4.15)

The least squares solution is given by [41]:

w =
(
XTX

)−1
XTY (4.16)
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4.4 Batch Gradient Descent

Gradient Descent is an iterative derivative-based method for solving the convex optimiza-
tion problem. If the objective function is differentiable, its gradient indicates the steepness.
Starting from an arbitrary point, walking along or opposite the steep direction leads to the
local maximum or minimum, respectively. If the objective function is convex, the achieved
result is guaranteed to be globally optimal. In order to adjust the step size so that the walk-
ing does not pass the optimal point, a step factor α is introduced coupling with the gradient,
making the walking step α∆f . In common practice, the step factor is initially set large to
speed up the convergence, then gradually reduced when it approaches the optimal point to
ensure the convergence. The Gradient Descent update to find the minimum is simply given
as follows:

xn+1 = xn − α∆f (4.17)

where, x0 is an arbitrary exploring point, xn and xn+1 are the exploring points or the previ-
ous and this iterations, respectively, α - the step factor as discussed above, f - the objective
function. In contrast, the Gradient Ascent update to find the maximum takes the positive
walking step [6, 47].

Gradient Descent fails to find the optimum in the non-convex optimization problems
which potentially have multiple extrema and saddle points. If the objective function is not
convex, the process may converge to a local extremum or a saddle point around which the
exploring point is initiated. To minimize this chance, the arbitrary exploring points should
be generated in batch so that they spread over the objective function surface and are around
as many potential extrema as possible. The Gradient Descent procedure is independently
implemented on these initial points until convergence. To expedite the speed, the process
should be run in parallel. This is particularly helpful if the objective function has a short
running time so that the non-parallelizable iterative part is not a bottleneck. The output are
subsequently aggregated for the final results. As based on the random sampling, the method
is heuristic and does not guarantee the true optimal results. The uncertainty comes from
the lack knowledge about the optimality of the non-convex objective function. The results
are, however, ensured to be at least as good as that of the Gradient Descent. In the scope
of the project, this method is called Batch Gradient Descent [25, 39].

In the HOSRK optimization problem, the direct application of either Gradient Descent
or Batch Gradient Descent is not feasible as the objective function non-convex and it is the
bottleneck in terms of running time. On one hand, the HOS solver is not easily differen-
tiable. It is a numerical solution, so its derivative must be taken numerically. This requires
a couple of its evaluations that at least doubles the running time and computing workloads.
On the other hand, Gradient Descent is a sequential method in which the iterations are
sequentially dependent on the previous ones. With little knowledge of the non-convex func-
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tion and its uncertain convergence to the optimal point, that may require several iterations
leading to the running time exceeding the limits. To overcome these obstacles, one approach
is to eliminate the bottleneck by approximating the expensive objective function HOS solver
by a easily handled cheap function. The Gradient Descent or Batch Gradient Descent is
then implemented on this approximating objective function. Among the presented methods,
Response Surface Methodology and Neural Network-based method follow this approach in
combination with Batch Gradient Descent and Gradient Descent, respectively. The advance
feature of Batch Gradient Descent over Random Search method is that from a randomly
generated initial data set the candidates are refined over iterations by being progressing to-
wards the extrema in batch.

4.5 Cross Entropy Method

Cross Entropy Method is an optimization approach based on random sampling, efficient
for solving both discrete and continuous problems [15]. Loosely speaking, Cross Entropy
Method is an iterative improvement of Random Search Method in such a way that it repeats
the random search several time, each iteration comes up with a better sampling. Thus, Cross
Entropy Method involves some sequentiality that is a trade-off for the improvement of the
result thanks to the several iterations of sampling compared to a single sampling in Random
Search Method.

Cross Entropy Method is commonly used in machine learning, particularly in investigat-
ing the optimal hyper-parameters [5]. In our optimization problem, we do grid search for
the optimal hyper-parameters and directly apply the Cross Entropy Method for optimizing
the absorbed energy as it is flexible and requires little knowledge about the objective func-
tion. The number of iterations is proportional to the amount of time required for solving
the problem.

Cross Entropy Method finds an approximate optimal sampling by iterating two steps:
Generate a sample of inputs from a probability distribution, and; Update the parameters of
the probability distribution to produce a better sample in the next iteration. The second
step involves minimizing the entropy of the probability distribution and the new distribution
so that the samples converge to the optimal value. The detailed procedure is outlined as
follows [13, 82]:

1. Randomly sample candidates from a probability distribution.

2. Run the objective function on the samples and collect the results.

3. Pick n% top candidates and estimate the statistics.
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4. Update the probability distribution with the statistics, then repeat step 1 with the
new distribution.

The first step assumes a probability distribution with the parameter set P. The commonly
used one is the normal distribution N (µ, σ2) with P = {µ, σ} constructed in such a way that
µ and σ fit the constrained ranges of independent variables. A random sample of inputs is
then generated and fed into the objective function for the responses, among which 10% top
candidates are selected. As the normal distribution is chosen, its parameters can be easily
estimated and updated for the next iteration of sampling. That the new distribution is built
on the top 10% candidates effectively moves the sampling region towards the optimal point
and minimizes the distribution entropy. As a result, the sampling over iterations gets more
compact and closer to the optimal solution. At the last iteration, the final result can be
achieved by aggregating the top 10% candidates of the last sample.

Cross Entropy Method does not guarantee the absolutely optimal solution, but approx-
imately, similar to that of other random sampling-based methods. The random process,
however, tends to move the sampling region towards the optimal point over iterations. The
number 10% is a hyper-parameter that should be tuned by trial and error. Some probability
distribution parameters can be treated as hyper-parameters. The standard deviation σ in
the normal probability, for instance, can be tuned or fitted to the top sample. The hyper-
parameters decide the convergence speed of the procedure.

The application of Cross Entropy Method to the wave carpet optimization problem fol-
lows the aforementioned procedure. The first sampling comes from the normal distribution
with parameters covering the computational domain. The subsequent samplings are based
on the iteratively updated normal distribution with mean and standard deviation of the top
candidates. The objective function evaluation on the samples is implemented in parallel for
each iteration, which significantly reduce the procedure runtime. The hyper-parameter 10%
is used for picking up the top candidates.

4.6 Genetic Algorithm

Genetic algorithm is a global optimization technique of the evolutionary algorithm family
[92, 35, 102]. It reflects the process of natural selection where the fittest individuals are
selected for reproduction in order to produce offspring of the next generation. The algorithm
repeatedly modifies a population of individual solutions. At each step, the genetic algorithm
selects elite individuals from the current population to be parents and uses them to produce
the children for the next generation. Over successive generations, the population ”evolves”
toward an optimal solution. At a high abstract level, the algorithm is outlined in the block
diagram (see Figure 4.2).
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Figure 4.2: Genetic algorithm block diagram. The algorithm consists of 5 steps and a
loop. A swarm of individuals is first initialized and they are evaluated for their fitness using
the HOSRK solver. The elites are then selected and mated for potentially better newborn
individuals. In order to avoid the convergence to a local optimum, some randomly selected
newborns are mutated. The new generation is subsequently evaluated. This procedure
reiterates until the stopping criteria are matched.

A typical genetic algorithm procedure consists of 5 steps: 1. Initializing population; 2.
Evaluating fitness; 3. Selecting elites; 4. Mating elites; 5. Mutating offsprings. Most steps
have many options. By trial and error, the best option is selected for each step [30, 71, 75].
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1. Initialize population: In our problem, each carpet shape is one individual. Each in-
dividual has a chromosome consisting of genes. Each parameter among r0, a1−Nc , φ1−Nc

or p is a gene. Thus, initilizing population is to randomly generate Np sets of parame-
ters, where Np is the number of individuals in the population. Here we select Np = 288
for the parallelism purpose, discussed later, and the random generation is Gaussian.

2. Evaluating fitness: This is the most strainghtforward step for our problem. Fitness
hereby means the amount of energy absorbed by each wave carpet (or individual). The
fitness of each individual is evaluated by using the HOSRK solver on its chromosome
(or wave carpet parameters). The evaluations are parallelized since the individuals are
independent of each other. This feature is one of the most advantages of the genetic
algorithm over other optimization methods.

3. Selecting elites: After being evaluated, each individual is dubbed a value indicating
how elite it is in the population. We want to select the most elite individual to mate
them in order to produce the offsprings for the next generation. We consider two
methods: Selecting Best and Selecting Tournament. The former involves selecting the
k best individuals while the latter groups the individuals into roughly k groups and
selects the best in each group. Surprisingly, testing both methods on the polynomial
approximation of the HOSRK solver indicates that Selecting Tournament results in a
better solution than Selecting Best. Thus, we pick Selecting Tournament option for
this step.

4. Mating elites: Given two elite individuals, we mate them and produce two offsprings.
We consider two mating ways: Cross Uniform and Cross Blend. The former loops
through each gene of the individual and decides to swap them based on a probability
p. The latter takes the average of each gene and randomly adds some noise to the value.
The noise range is predetermined and scaled based on the gene amplitude. After born,
the offsprings are evaluated for their fitness again and placed into the population while
their parents are deleted. Again, testing on the polynomial approximate function shows
that Cross Uniform leads to a better result than Cross Blend. Thus, we pick Cross
Uniform for this step.

5. Mutating offspring: In order to avoid converging to a local optimum, we randomly
mutate some offsprings before moving to the next generation. Offsprings hereby include
all the offsprings as the results of mating process and the individuals that were not
selected to mate. Thus, we loop through all of the individuals, select them with
probability p and mutate the selected ones according to N (µ, σ2) where µ and σ2 are
the predetermined arrays of mean and variance of the genes.

At the end of each generation, the algorithm goes to the next one or stops depending on the
Stopping Criteria. There exist various options for Stopping Criteria. For instance, the
algorithms stops when the average fitness is below a typical tolerance, or when it reaches
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a certain number of generations. For the problem with high computational cost, a second
approach is taken and the maximum number of generation is set to be Ng = 40.

It is important to note that our HOSRK solver is very computationally expensive. Typ-
ically, it takes 16 minutes for one run of linear case and 28 minutes - nonlinear case on one
CPU. Thus, there is a strong need to parallel the running process. The bottleneck is at the
fitness evaluation part of each generation cycle. We can evaluate the fitness in parallel on a
supercomputer using SCOOP, a python-based open-source library for distributed computing
across nodes. Typically for our problem, we request 12 nodes with 24 cores each, making up
288 CPU nodes. That is the reason why we picked Np = 288 the number of individuals in
the population. Given the problem size and the computing resources, the genetic algorithm
running time is estimated to take roughly 12 hours.

4.7 Parallel Computing

Parallel computing plays a big role in the project, without which it cannot be done. The
optimization problem is set up in 3-dimensional domain. As a result, it is so computationally
expensive that the objective function takes at least 1-3 hrs to run on a single simple setting
of wave carpet as inputs. Because the optimization procedures require a large number of
evaluations of the objective function, their sequential execution is infeasible. Fortunately,
the choice of heuristic methods facilitates parallel computing as these methods were designed
in such a way that the execution can be implemented in batch.

Parallel computing requires a heterogeneous grid or a computer cluster, also aka a super-
computer, a distributed task module/library and a parallel computing algorithm. A super-
computer is a system of connected standalone computers, aka nodes, that provide hardware
for parallel computing. A software package, commonly in form of a module or library written
in a specific programming language, is required for the communication between computers.
At the highest level, a parallel computing algorithm is needed to enable the parallel of com-
putation stream at the bottle necks of solving the computational problems [74].

The project have access to two supercomputers, National Energy Research Scientific
Computing (NERSC) and Berkeley Research Computing (BRC). Both of the systems have
similar hardware but different configurations. The former allows the request of 512 nodes,
each of 64 cores, making the capacity of executing 512× 64 computations at the same time.
The latter does 24 nodes with 24 cores each, allowing 24× 24 parallel computations. A core
is a single processing unit that can standalone run a process.

The thing that actually performs computing is a core in CPU. Nowadays most stan-
dalone/desktop computer can perform parallel computing with multi-core CPU. There are
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two levels of parallel computing in terms of software: multi-threading and multi-processing.
The former refers to a single running process/program that forks out multiple flows of exe-
cutions. The latter relates to multiple running processes of the same kind, each performing
a flow of executions. Most computing software support multi-threading computations in-
herently. Multi-processing is normally not that common, but needs to be programmed. A
running program can be of either type, or in the combination of both type. Parallel threads
or processes can perform similar or different tasks. Most commonly, one lets parallel flow im-
plement tasks in roughly equal running time so that they can be synchronized at the end [63].

In terms of hardware, parallel computing can be done on either a standalone computer
with multiple processing cores or a system of connected computers, or nodes as mentioned
earlier. The former is so straight forward that the parallel can be obtained by the built-in
features of the applications or the coding modules of programmings languages. The latter
is a little more complicated as it involves the communications between the standalone com-
puters. The communications can be obtained only via the third-party parallel computing
modules, among which are SCOOP, Dask and MPI.

Scalable COncurrent Operations in Python, or SCOOP, is a distributed task module
supporting parallel computing on a supercomputer. It was designed in such a way that
minimum knowledge of parallel computing is required but a simple API mainly including a
modest number of mapping functions [51]. In addition, SCOOP was intended for, but not
limited to, evolution algorithms and Monte Carlo simulations, which fits perfectly with our
optimization strategies. The architecture of SCOOP lies in the deployment of workers and
broker, in which workers are the independent sub-processes that execute different flows of
computations, and broker works as a mediator that essentially allows the communications
between workers, and thus, between standalone computers. This mechanism, however, cre-
ates a bottleneck at the broker if there is a very large number of parallel sub-processes. Our
experiments show that SCOOP handle well that of O(102) workers in parallel, the order of
O(103) workers creates a serious congestion problems.

Dask is quite different from SCOOP. Dask is a Python library that was mainly designed
for boosting up parallel computing by leveraging the Scientific Python Stack, of which are
two commonly known library NumPy and pandas [27]. Dask achieves its goal by creating
its new data structures on top of those provided by the leveraged packages and optimizing
the memory usage and the scheduling. As a result, these enhances the parallel computing
efficiency with higher speed, minimum memory footprint and dynamic task scheduling [80].
These significant improvements are intended for computing on both a single machine and a
cluster. While it is remarkable for local computing, the effect is not much different from that
of other supporting modules. Dask uses the distributed scheduler, different from the single
machine scheduler supporting local computing, to enable cluster computing. The distributed
scheduler centrally manages and dynamically distributes computing tasks spread over the
cluster. It centralizes the coordination of several sub-processes across multiple computers
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and the responses to the concurrent requests of several clients. As a result, this creates a
bottleneck at the central point that does not allow a very large number of parallel computers.
Our experiments show that a couple of hundred of concurrent processes is the limitation of
parallel computing using Dask.

Apart from these two aforementioned modules, Message Passing Interface (MPI) is a com-
munication protocol supporting both point-to-point and collective communications across
parallel computers. In fact, MPI is a standard application interface serving multiple pur-
poses for end users and module developers. It is also full-featured so that it can be used
as a message-passing library for direct parallel computing programming [44]. The fact that
MPI allows point-to-point communication makes it a real difference from several other mod-
ules, including SCOOP and Dask discussed above, as it allows parallel processes to directly
communicate with each other, thereby not creating a bottleneck. MPI is, therefore, has a
large potential of scaling-up. Our experiments successfully run on the scale of O(105) par-
allel processes. Larger scale can be possibly achieved according to NERSC experts’ advice.
Originally, MPI was written in low-level programming languages, making its application
more challenging than other modules. There are extension packages today in high-level pro-
gramming languages eliminating this drawback, making MPI the dominant model used in
high-performance computing today [26].

Different supercomputers may be incompatible with all parallel-computing modules. This
is mainly due to the cluster configurations and the scaling capability of the module. NERSC
and HPC BRC are the two supercomputers that we have access to. The former allows very
large computing scale while the latter does smaller. Accordingly, they are configured in such
a way that the centrally managing module is not suitable for the first but works well for
the second. In particular, one should use MPI to scale up computing on NERSC, and the
other modules on HPC BRC, taking into account the ease of programming. Indeed, MPI is
widely applicable for most cases but it has a steep learning curve due to its low-level nature
that make the programming job burdensome. The other modules, on the other hand, were
developed on top of the low-level packages with particularly for the ease of use, thereby being
more appropriate for small and medium-scale computing problem.

The final consideration for the choice of supercomputers and modules is the applicable
optimization methods to solving the problem. Some modules has very good support for
different algorithms, significantly reduced the engineering workload. Genetic algorithm,
for instance, is the one of this kind. While MPI requires the full implementation of the
algorithm, SCOOP provides the convenient interface that supports most of its features. As
genetic algorithm is one of the main methods in our project, the choice of the module and
its compatible machine is an important part in achieving the computing efficiency and the
reliable results.
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Chapter 5

Neural Network-based Optimization

5.1 Background

Artificial neural network had a long research history since 1940s. Its simplest form, a
perceptron, is a binary classifier that linearly separates the patterns into two categories
based on a set of weights. Its next evolution is the multi-layer neural network consisting of
multiple perceptrons. It was, however, proved that the simple connection of basic percep-
trons cannot simulate nonlinear processes, for instance, as simple as the xor circuit. The
subsequent introduction of nonlinear activation functions solved this problem. But over a
long time, the research of neural network stagnated due to the lack of computing power and
an algorithm for the neural network to learn effectively. It was not until computers achieved
greater processing power and the Backpropagation Algorithm [84] was devised that neural
network became a useful tool. Its research then regained the popularity and its applications
widely spread over various fields, dominantly in artificial intelligence and machine learning.
Nowadays, its applications emerge more and more in different fields thanks to its usefulness
as a universal function approximator. In the scope of the project, we investigate the poten-
tial of neural network for solving optimization problem.

A simple description of neural network is presented in Equation 5.3. Loosely speaking,
the neural network can be considered a black-box function taking as input x and outputting
y, where x and y are the variables of our interest. Inside the black-box is a sequence of
matrix operations in which the output of the previous layer serves as the input of the fol-
lowing layer. Among its core components are the weights and biases that act on the input
to transform its dimension. The affine transformation is followed by the operation of the
activation function σ. This step essentially makes the neural network nonlinear, without
which a sequence of linear matrix operations can be reduced to a single linear matrix oper-
ation, and a neural network without activation is not able to simulate a nonlinear process.
The combination of affine transformation and nonlinear activation completes one layer of
the neural network. The next layers follow the same pattern with different sets of weights
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and biases and, commonly, the same activation function. The final layer may omit the ac-
tivation function as it is intended to transform the input dimension into the desired output
dimension. The visualization of a neural network with multi-dimensional input and scalar
output is presented in Figure 5.1.

Mi+1 (Wi,bi,xi) = Wi · xi + bi − Affine transformation at layer (i+1)-th (5.1)

xi+1 = σi+1(Mi+1) − Nonlinear activation at layer (i+1)-th (5.2)

x = x0
x0−→ . . .

xi−→Wi · xi + bi = Mi+1
Mi+1−−−→ σi+1 (Mi+1) = xi+1

xi+1−−→ . . .
xn−→ y = xn

− Chain of neural network operations (5.3)

For the sake of mathematical simplicity, the dimension of input and weights in each layer
can be augmented in 5.4. The set of weights and biases is hereafter referred as the weights or
the neural network parameters. As a result, the neural network scheme takes the form 5.6.
This simplifies the differentiation with respect to weights needed for the backpropagation.

xi =

[
xi

1

]
, Wi =

[
Wi bi

]
− Dimension augmentation (5.4)

Mi+1

(
Wi,xi

)
=
[
Wi bi

] [xi

1

]
= Wi · xi − Affine transformation Mi+1 = Mi+1

(5.5)

x = x0
x0−→ . . .

xi−→Wi · xi
Mi+1−−−→ σi+1

(
Mi+1

) xi+1−−→ . . .
xn−→ xn = y (5.6)

The working of neural network starts with the random generation of all weights and biases.
At this point, the new-born model simulates a random process that outputs random results
for all input it takes in. In order for the neural network to be useful, it should produce the
desired results given the valid input, verified by a true function. This goal can be achieved
through a training process in which a neural network is trained on the set of collected data.
The training data set is generated using the true function or collected from a true process in
reality. After being trained, the neural network has its weights and biases converging to the
state that can closely imitate the behavior of the true process. The training is implemented
using Backpropagation algorithm and Stochastic Gradient Descent [16, 17, 61]. The former
involves a forward pass and a backward pass using the chain rule on the pre-defined loss.
The latter is to update the weights and biases with a fraction of the loss gradient. Figure
5.1 illustrates the procedure with forward pass and backpropagation. The details will be
discussed in section 5.2.

In recent years, neural network is widely utilized as a means of implementing several
AI and machine learning algorithms in many areas of science and engineering [87, 50, 97].
Despite its various applications in different fields, loosely speaking, they all come down to
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Figure 5.1: Neural network scheme and its operations. Notice that there is a component
σ at each hidden node, called activation function. It plays an important role in adding
the nonlinearity to the model, thereby enabling the model to approximate the nonlinear
processes.

the universal approximation ability of the neural network. That is, the neural network,
when appropriately built, is essentially able to approximate any function up to any level
of precision given sufficient data. This is well-known as the Universal Approximation The-
orem [23], and the neural network is regarded as the universal approximator. Apart from
the other applications of neural network, this thesis investigates the potential use of the
universal approximator for optimization purpose. The idea comes from the fact that the
objective function HOS solver is too computationally expensive to be used directly, so a
cheaper substitute could be useful. This leverages on the outstanding approximation ability
of the neural network to approximate the true function, it is then used as the alternative
objective function for optimization goal.
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5.2 Training a Neural Network

Training a neural network is a process in which the neural network, starting from the
new-born state with randomly generated parameters, has its parameters converging to the
mature state that the neural network is able to produce the desired results given the valid
input. This objective can be achieved by solving the optimization problem in which the
objective function is the Euclidean distance from the desired results and the neural network
output, commonly called the loss function. The loss function is to be minimized with respect
to the neural network parameters. The optimization problem is defined in 5.8.

L(ŷ,y) =
1

2
‖ŷ − y‖2

2 − loss function (5.7)

min
Wi,bi

L = min
Wi,bi

1

2
‖ŷ − y‖2

2 (5.8)

where, ŷ and y indicate the desired results, generated by the true function, and the neural
network output, respectively; Euclidean distance or norm-2 ‖ · ‖2 is to squeeze the difference
vector into a scalar value, square and fraction 1

2
are to facilitate the derivative-estimating

task; and Wi,bi are the weights and biases, or the neural network parameters. The opti-
mization problem can be solved by the combined usage of backpropagation and stochastic
gradient descent. The former is a computing mechanism to effectively take the gradient of
the objective function with respect to the weights, and the latter is a randomized algorithm
to optimize the neural network parameters.

Backpropagation consists of a forward pass and a backward pass. It leverages on the
chain rule and dynamic programming to effectively perform the calculations. The forward
pass is as straightforward as the neural network as presented in scheme 5.3. It computes
the intermediate term xi in each layer starting from the first hidden one to the loss. Back-
ward pass iterates from the loss back to the first hidden layer to compute the loss gradient
with respect to the intermediates terms and weights. As the neural network is rewritten in
recursive form 5.10, the loss gradient with respect to any weight is the multiplicative chain
of the consecutive differentiations of intermediate terms with respect to its previous ones.
The differentiation constituents in equation 5.10 turned out to be the pieces of information
that can be obtained in the forward pass as in equations 5.11 - 5.15. To avoid the repetitive
computations of differentiations and matrix multiplications, dynamic programming stores
all intermediate terms in each computing steps of forward and backward passes. This sig-
nificantly expedites the process as the matrix operation is the algorithm bottle neck.
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y = xn = σn (Mn)

Mi+1 = Wi · xi

xi = σi (Mi)

(5.9)

dL

dWi

=
dL

dy

dy

dMn

. . .
dMi+2

dxi+1

dxi+1

dMi+1

dMi+1

dWi

(5.10)

dL

dy
= y − ŷ (5.11)

dy

dMn

=
dxn
dMn

=
dσn
dMn

(5.12)

dxi+1

dMi+1

=
dσi+1

dMi+1

= σ′i+1 (Mi+1) (5.13)

dMi+2

dxi+1

= Wn+1 (5.14)

dMi+1

dWi

= xi (5.15)

Along with the backward pass occurs the Stochastic Gradient Descent to update the
network parameters. The training data set could be very large, so letting its whole through
each pass of forward-backward could make a heavy computing workload. On the other hand,
passing each data point sequentially prolongs the training process. Instead, a number of data
points are randomly picked and forms a mini-batch. Passing each mini-batch through the
neural network and update its parameters is the trade-off between the computational work-
load and the training time. This enables parallel computing as data points are independent
from each other, but it raises a question on how to update the network parameters. Mini-
batch Stochastic Gradient Descent is an adaptive version of Batch Gradient Descent that
collectively updates the weights by the average loss gradient over the mini-batches. This
is surprisingly effective in training the network in terms of speeding up and converging the
process. The training procedure is presented in algorithm 1.

First, data are collected so that every data point is a pair of input xi and true output
ŷi. The collected data set is split up into training and testing subsets of sizes n and m,
respectively. Neural network is trained on the training subset and tested on the testing sub-
set to avoid over-fitting. The training procedure randomly picks a mini-batch of size b from
the training subset, feeds it to the network and updates the weights with the fractional loss
gradients averaged over the mini-batch (lines 8-11 of algorithm 1). These steps are repeated
until the training subset is used up, which makes one training episode. The whole process
proceeds with a number of episodes p which is the number of times the training procedure
loops through the training subset. At the end of each episode or, more frequently, after a
certain number of updates, the network is tested on the testing subset. As long as it gets
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Algorithm 1 Neural Network Training

1: procedure NNTraining
2: Input: Neural network at random state
3: Output: Neural Network at optimal state
4: Prepare a data set D = {x1, . . . ,xm+n}.
5: SplitD into training setDn and testing setDm with n and m data points, respectively.
6: Pick a batch size b and a number of episodes p.
7: for i = 1..p:

8: for j = 1..
⌈n
b

⌉
:

9: Form a mini-batch B
10: Estimate ∇WL on B

11: Update W = W − α ∗ 1

b

b∑
k=1

∇WLk

12: Test neural network on Dm and save its state if L reduces.
13: Restore neural network
14: return Neural Network at optimal state

better with reduced loss, its state are saved. The returned network has the best state over
the training process.

5.3 Fully-Connected Neural Network

Neural network emerges with different architectures throughout its course of evolution,
among which are three fundamental types: fully-connected neural network, convolutional
neural network and recurrent neural network. In chronological order, fully-connected neural
network was completely built on top of perceptron in response to the need of simulating dif-
ferent processes; convolutional neural network was devised to solve image-relating problems;
and recurrent neural network was constructed to deal with sequential data problems such
as time series or natural language processing. Several other architectures and algorithms
were built on top of these types or any combinations of them. Although differing in their
architectures, all neural networks boil down to approximators to different processes. For the
purpose of approximating a numerical function, fully-connected neural network is recom-
mended [104, 38].

Fully connected neural network consists of a series of fully connected layers that connect
every node in one layer to every node in the other layer. The number of layers determines
how deep a neural network is. According to the Universal Approximation Theorem, a neural
network with a single layer can approximate any function up to any precision but the number
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(a) Original function to be approximated. In
this example, it is y = cos(x).

(b) Appropriate building blocks ReLU ’s to be
used for approximating the true function.

(c) Some building blocks are aligned to closely
fit the true function.

(d) The true function is completely approxi-
mated by the building blocks whose mathemat-
ical representation is a neural network.

Figure 5.2: Demonstration of the universal approximation ability of a neural network.
Starting from a function to be approximated, one can always select appropriate building
blocks ReLU ’s and arrange them closely around the true function. The mathematical rep-
resentation of the fitting building blocks is a neural network.

of nodes would increase exponentially. Instead, the increase of layer numbers significantly
reduces the required number of nodes to achieve the same precision. Figure 5.1 illustrates a
typical structure of a fully connected neural network with two hidden layers taking as input
multi-dimensional variables and outputting a scalar value [42, 1].

In order to demonstrate the approximation ability of a fully connected neural network,
let us consider an example. We want to find a neural network representation of the nonlinear
function 5.16:

ŷ = f(x) = cos(x) (5.16)

The exact function 5.16 is visualized in Figure 5.2a. Starting off from some appropri-
ate building blocks ReLU ’s plotted in Figure 5.2b we can construct arbitrary zigzag lines.
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Carefully calibrating some lines to partially fit the exact function as in Figure 5.2c. Their
mathematical forms are presented as follows:

h1 = ReLU(0.5 ∗ x+ 1.45) (5.17)

h2 = ReLU(0.5 ∗ x+ 1.12) (5.18)

h3 = ReLU(0.5 ∗ x+ 0.45) (5.19)

h4 = ReLU(0.5 ∗ x+ 0.12) (5.20)

h5 = ReLU(0.5 ∗ x− 0.12) (5.21)

h6 = ReLU(0.5 ∗ x− 0.45) (5.22)

h7 = ReLU(0.5 ∗ x− 1.12) (5.23)

h8 = ReLU(0.5 ∗ x− 1.45) (5.24)

Manually fitting them around the exact function, we come up with Figure 5.2d showing
the single broken line approximating the exact function. The mathematical form is presented
as follows:

y = h1 + h2 − h3 − h4 − h5 − h6 + h7 + h8 − 1 (5.25)

Writing the Equations 5.17 - 5.25 in the form 5.26 we obtain a neural network with one
hidden layer and an output layer:

x −→



0.5 1.45
0.5 1.12
0.5 0.45
0.5 0.12
0.5 −0.12
0.5 −0.45
0.5 −1.12
0.5 −1.45


[
x
1

]
= M1 −→ ReLU(M1) = h1 −→



1
1
−1
−1
−1
−1
1
1
−1



T

[
h1

1

]
= y (5.26)

It is noticed that as a result of manual calibration the output layer is particularly simpler
than the hidden layer, i.e. with unit weights and without bias, as we have to keep it fixed to
easily adjust the broken lines. The complexity of all layers will be equally share if it is the
result of training from a random weight generation [40].

The example demonstrates that a nonlinear function can be approximated by a neural
network by just using the combination of ReLU-based building blocks aligned along the
exact function. The neural network representation 5.26 is certainly not a unique approxi-
mation to the exact function. With the same number of broken lines numerous fittings can
be formed, or an arbitrary number of broken lines can be selected to adjust the precision of
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the approximation, leading to numerous solutions. As the number of broken lines increases,
the approximation can be arbitrarily close to the exact function, and the fact is that any
broken line can be transformed into ReLU’s. Therefore, a neural network representation can
approximate any continuous nonlinear function up to arbitrary precision.

The example is far from a complete proof of the universal approximation theorem. In-
deed, it provides an intuitive understanding about how neural network can approximate a
function and why it can do that so well. The demonstration does not, however, explain why
stochastic training is able to converge the weights to the optimal state. This is still an active
research topic and partially discussed by Jentzen and Riekert [54]. To the extent of applying
the neural network theory to solving an engineering problem, delving deep into theoretical
questions of neural network is unnecessary but an overview and intuitive understanding of
how it works as a background knowledge.

5.4 Neural Network-based Optimization Algorithm

The typical structure of a fully connected neural network that is applied to solving our
problem consists of an input layer, an output layer and a number of hidden layers in between.
The network takes multi-dimensional input, the carpet shape parameters (an, φn, β, p), and
yields scalar output, the absorbed energy amount. The neural network architecture is sum-
marized in the table 5.1. Thanks to its good approximating property, its hyper-parameters
need not be tuned carefully to obtained the good results. Here we build a neural network
with two hidden layers of size 256. The activation function is the Rectifier Linear Unit,
ReLU(x) = max(0,x) element-wise, which is recommended for approximation task. The
input size ranges from 6-12 depending on the carpet shape configuration, i.e. symmetric
shape vs asymmetric shape. The neural network is initialized randomly (newborn). It is
then trained on the prepared data set until mature. The mature neural network is finally
used for optimization purpose.

Table 5.1: NEURAL NETWORK ARCHITECTURE

Input
Layer x

Hidden
Layer h1

Hidden
Layer h2

Output
Layer y

Size 6-12 256 256 1
Activation None ReLU ReLU None

The entire optimization procedure is as follows:
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1. Generating data: Since neural network is data-hungry, data should be sufficiently
generated for its training, particularly at O(1e+4) data points for the carpet problem.
A data point is a Gaussian randomly generated tuple (an, φn, β, p). The true HOS solver
is then used for evaluating these data points. It would require O(1e + 4) computing
hours for running in sequence. To reduce the running time, data are generated in
parallel using NERSC supercomputer: 512 compute nodes are requested, each has 32
cores, generating 512× 32 = 16384 data points in one hour.

2. Building and training a neural network : A neural network specified in table 5.1 is built
and trained on the generated data set until its maturity. We target the relative testing
error to be less than 5%. In practice, the testing error is roughly 1% after 100-epoch
training, which satisfies the expected criterion.

3. Optimizing carpet shape: the mature neural network serves as an objective function for
the upcoming optimization. The optimization algorithm is the gradient ascent applied
repeatedly to a set of initial random carpet instances. The number of instances is
selected beforehand at 1024. It can be much larger without considerably affecting the
running time as the neural network evaluates each instance very fast. The reason for
optimizing carpets from a set of instances instead of a single one is to avoid the local
maxima. From a large number of starting points the chance one converges to the global
maximum is accordingly high.

4. Validating carpet shapes and selecting the best shape: top 10% out of 1024 converging
carpet shapes are selected for validation, i.e. roughly 100 carpets. Since the neural
network is just an approximating function to the HOS solver. The validation of the
top carpets must be carried out to obtain the true energy absorption. The accepted
energy difference error between the neural network and the HOS solver is less than 5%.
Among the top carpet shape the best carpet with the most true energy absorption is
selected.

The entire procedure is presented in algorithm 2.
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Algorithm 2 Neural Network-based Optimization

1: procedure NNO
2: Input: HOS Solver
3: Output: (an, φn, β, p)optim
4: Generate a set of rand shapes D = {(an, φn, β, p)} ∼ N
5: Evaluate D using HOS solver {(an, φn, β, p) 7→ E}
6: Build a neural network NN
7: Train NN on data from D
8: Generate a set of initial shapes C
9: for each carpet (an, φn, β, p) in C:

10: do M times or until convergence:
11: (an, φn, β, p) = (an, φn, β, p) + α∇NN(an, φn, β, p)
12: Evaluate NN(an, φn, β, p)
13: Select top 10% of C called C0

14: for each carpet (an, φn, β, p) in C0:
15: Evaluate HOS(an, φn, β, p)
16: return Maximum carpet of C0
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Part III

Results
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Chapter 6

Software Specification

6.1 Existing Codebase

The research takes advantage of computational method, so most percentage of work-
load is coding. As a results, a complete software codebase was developed for various wave
cases for both 2-D and 3-D, linear and nonlinear simulations. The coding was, however, not
started from scratch. It actually reused the 2-D and 3-D rigid bottom solver developed by
Professor Yuming Liu [70] and 2-D and 3-D initial wave generator by Dr. Qiuchen Guo [45,
46]. Beyond that points, all the coding was built up for solving our particular problems.

Professor Yuming Liu developed a HOS solver for waves propagating over arbitrarily
topographical bottom based on HOS method by Dommermuth [34]. The solver is numerically
robust and it was written in ForTran ensuring its fast computational performance. The solver
consist of two files:

• rigid bottom 2D.f – 2-dimensional solver for wave elevation and velocity potential of
waves propagating over arbitrarily rigid topographical bottom.

• rigid bottom 3D.f – 3-dimensional solver for wave elevation and velocity potential of
waves propagating over arbitrarily rigid topographical bottom.

The rigid bottom HOS solver requires the initial periodic wave profile which can be generated
by the wave generators. The generators are coded by Dr. Guo based on the analytical
solution by Alam [2]. The original module generates 2-D waves. It is then expanded to
include 3-D feature.

• rigid bottom wave generator.m – 2-dimensional and 3-dimensional solver for wave
elevation and velocity potential of waves propagating over arbitrarily topographical
bottom.
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6.2 Code Design

The coding is intended to effectively solve the wave carpet optimization problem with
strict constraints on computing time and resources. The algorithm takes as the core module
the 3-D visco-elastic bottom HOSRK solver leveraging on the 3-D rigid bottom HOS solver.
The computing flow is described in section 2.3. Briefly, it is outlined in 4 steps:

• Step 1: Initially generate a periodic wave profile

• Step 2: Solve for periodic wave elevation and velocity potential.

• Step 3: Filter periodic waves.

• Step 4: Solve for incoming wave elevation and velocity potential

Among these steps, steps 2 and 4 are the bottlenecks that need the careful planning. The
design philosophy targets to obtaining three objectives:

1. save the most computing resources

2. run as fast as possible

3. minimize coding workload

First, the visco-elastic bottom HOS solver is obtained by modifying the Dirichlet bound-
ary condition on the bottom in the 3-D rigid bottom HOS solver into the Neumann boundary
condition. Note that step 2 and step 4 use the same solver with different working principles.
The former intakes the whole initial wave profile once and produces the output while the
latter takes as input the filtered periodic waves and marching each step to the next one. In
linear and regular wave cases where the input data are small, the module can read in the
whole file, which save the I/O time. Otherwise, in nonlinear and irregular waves the module
reads data step by step, which saves the memory. This is the trade-off between running time
and memory usage.

Second, the fact that different wave cases have to read in different wave profiles hints
another opportunity to further optimize the coding design. Some wave profiles are periodic
or repetitive. Linear waves, for instance, repeats itself after every wavelength. Both linear
and nonlinear uni-directional waves have the same profile across the y-axis. This enables
that, instead of reading the whole wave profiles data, only one wavelength is read for linear
waves and only a x-axis wave profile data are read for uni-directional wave. This effectively
reduce the reading time and memory by up to 20 and 512 times, respectively. In the worst-
case scenario of nonlinear polychromatic multi-directional waves, this strategy cannot be
applied as the nonlinear waves are neither periodic nor y-axis uniform, resulting in the I/O
of a huge data file of 44 GB. It shows that, without this design strategy, all the wave cases
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should have read wave data files of 44 GB, which had been a big problem for the simulations.

Third, any optimization procedures requires several evaluations of the objective function.
As thoroughly discussed in previous sections, the HOS solver-based objective function is very
computationally expensive, leading to a bottleneck that significantly prolongs the execution
time. The coding design and algorithms are selected in the way that maximizes the numbers
of independent evaluations of the objective function. This enables the implementation of
parallel computing as carefully discussed in section 4.7. The parallel computing, though not
saving the computing resources, effectively reduces the running time by O(103) − O(105)
times. This ensures the second design principle.

Last, the software takes the most advantage of open sources and available modules to
reduce the coding workload. Such modules are, unfortunately, written in different program-
ming languages while the core HOSRK solvers are in another one. It is necessary to link
them together under the umbrella of the integrated modules. Depending on algorithms and
simulations, this can be done differently. In some cases, the core modules are converted into
binary code. In some other cases, a wrapper function or a bash script is used to executed
the module sequentially. It is observed that the first approach noticeably boosts the running
time although it is not always feasible as it is system-dependent. Overall, this strategy sig-
nificantly reduces the coding effort, ensuring the third design principle.

6.3 Complete Codebase

The entire coding work is hosted at
https://github.com/vincentndo/UCBerkeley PhD Research - Wave Carpet

It consists of two parts, each of which includes several modules.

HOSRK solvers

Initial periodic wave generator:

• viscoelastic bottom wave generator.m – 2-D and 3-D generator of periodic surface
and bottom profile, generating elevation and velocity potential of surface and bottom.

Periodic HOS solver:

• viscoelastic bottom periodic 2D.f – 2-D solver of periodic waves over a visco-
elastic bottom for elevation and velocity potential over time.

• viscoelastic bottom periodic 3D.f – 3-D solver of periodic waves over a visco-
elastic bottom for elevation and velocity potential over time.
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Incoming wave processor:

• viscoelastic bottom incoming 3D.f – 2-D and 3-D processor producing incoming
waves over a viscoelastic bottom.

Incoming HOSRK solver:

• viscoelastic bottom incoming 2D.f – 2-D solver of periodic waves over a viscoelas-
tic bottom for elevation and velocity potential over time.

• viscoelastic bottom incoming 3D.f – 3-D solver of periodic waves over a viscoelas-
tic bottom for elevation and velocity potential over time.

Optimization algorithms

This part includes 4 modules corresponding to 4 above-discussed algorithms:

• random search.m – optimization using random search method.

• genetic algorithm DEAP SCOOP.py – optimization using genetic algorithm based on
the DEAP platform.

• cross entropy.py – optimization using cross entropy method.

• neural network.py – optimization using a neural network.

All of the methods require the data to be prepared beforehand using parallel computing
mechanism. Effective parallel computing requires the usage of either open-source MPI or
SCOOP that is discussed in section 4.7. This leads to some extra wrapper modules included
in the same part.
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Chapter 7

Linear and Nonlinear Optimization

7.1 Nonlinearity Investigation

The HOS method is intended to solve the nonlinear problem, and the HOSRK solver
that simulates the wave maker inherits its feature. It is useful to investigate the nonlinearity
of the problem before moving to the shape optimization part as we are interested in the
optimal shapes in both linear and nonlinear wave cases.

The nonlinearity is characterized by ka and kh. The former is the surface wave stiffness,
and the latter is the water deepness. In other words, the larger ka is, the steeper the surface
elevation is, and the more nonlinear the wave is. In contrast, the larger kh is, the deeper
and the more linear the water is. Figure 8.1 shows the absorbed energy of a baseline circular
wave carpet over the range of kh at two typical ka values 0.1 and 0.01.
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(a) The linear and nonlinear difference is clearly visible when the steepness ka is
large, in which linear wave carpet absorbs more energy than nonlinear one. Beyond
the nonlinear mode M = 3 there is no much difference of the energy absorption.
Wave carpet absorbs the most energy amount at deepness kh ∈ (0.6, 0.8).

(b) The nonlinear effect does not show up in low-steepness waves no matter how
much nonlinearity is added (by increasing the nonlinear mode M). It is the well-
known linearization of waves by reducing the wave steepness. The most energy
absorption of wave carpet also occurs at kh ∈ (0.6, 0.8).

Figure 7.1: Nonlinearity investigation of the baseline circular-shaped wave carpet in dif-
ferent steepness ka over a wide range of kh. By trial and error, the steepness ka = 0.1
at maximum exposes most the nonlinearity of wave carpet. Any value beyond that risks
blowing up the simulation while lower steepness reduces the nonlinear effect. It is observed
that, in all trials, the maximum energy absorption occurs at deepness kh ∈ (0.6, 0.8).
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Figure 8.1 presents that the nonlinearity exposes very clearly with ka = 0.1 while, with
ka = 0.01, nonlinear waves are almost linear no matter how big kh is. For ka = 0.1, it
is expected that the difference in the absorbed energy amounts is large when the water is
shallow, i.e. kh is small, and it becomes indistinguishable when we increase the water depth.
For all investigated M ’s and ka’s, the maximum absorbed energy amount is achieved at
k ≈ 0.7, so we will take kh = 0.7 and ka = 0.1 for all simulations, which is regarded as the
optimal values. Moreover, it is important to note that the nonlinearity converges at M = 3,
i.e. further increase of M does not changes the absorbed energy that much. Thus, we only
take M = 3 in all nonlinear simulations to demonstrate the effect of nonlinearity.

In the next sections, we will present the results of carpet shape optimization in four
investigated wave cases combined from different wave characteristics: monochromatic vs
polychromatic and unidirectional vs multi-directional, each combination is studied in both
linear or nonlinear modes, i.e. M = 1 and M = 3. For each wave case, we simulate the
scenarios occurred in reality. The incoming waves arrive from offshore, propagate over the
visco-elastic seabed (the wave carpet) and damp out when approaching the coast. The ab-
sorbed energy is estimated for each carpet shape, based on which the genetic algorithm is
applied to find the optimal carpet shape.

7.2 Tuning parameters

The energy absorption of wave carpet is not only characterized by its shape, but it is
also affected by the system parameters and it own dynamics. It is tremendously complicated
to include all of these parameters into the optimization problem as the searching space is
exponentially large. Instead, those parameters other than shape parameters are treated as
hyper-parameters which are optimized beforehand on the basic circular-shaped carpet. These
hyper-parameters include water steepness ka and water deepness kh characterizing the simu-
lation system, and restoring force γ and damping ratio ζ featuring the wave carpet dynamics.

It is not only in this section that these hyper-parameters are tuned. The nonlinear inves-
tigation gives the idea about the best simulation setting with water steepness ka = 0.1 and
water deepness kh = 0.7. This section extends the tuning to the carpet dynamic parameters.
Specifically, the restoring force and damping ratio are searched over their equidistant grid of
values within the suitable ranges. The outcome is a heat map of energy absorption over the
grid as presented in Figure 7.2.
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Figure 7.2: Investigation of the energy absorption of the basic circular-shaped wave carpet
over a grid of dimensionless restoring force γ and damping ratio ζ values. Color indicates the
normalized amount of absorbed energy. For this basic carpet shape, the energy absorption
maximizes at γ = 0.5 and ζ = 0.75, marked by the yellow star. It is the same of both linear
and nonlinear cases.

Table 7.1: HYPER-PARAMETERS OF ALL SIMULATIONS

Notation Value
Domain size 2π × 2π

Mesh size 512× 512
Wave steepness ε = ka 0.1
Water deepness µ = kh 0.7
Restoring force γ 0.5
Damping ratio ζ 0.75

The heat map represents the magnitude of energy absorption with varying restoring force
and damping ratio on the abscissa and coordinate, respectively. The energy absorption is
low in response to the low dynamic values. It is because the low restoring dynamics make the
carpet more rigid that it does not take over much energy, and the low damping dynamics does
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not absorb much energy. The energy absorption increases in accordance with the increasing
dynamic parameters to the maximum point. It then fades out when the damping is getting
too large that damps the carpet so quickly. The optimal values for the basic circular-shaped
carpet are γ = 0.5 and ζ = 0.7. This is consistent for linear and nonlinear cases.

Table 7.1 summarizes the hyper-parameters for all of the simulations presented in the
paper. These hyper-parameters are picked or tuned for different purposes. In particular, the
wave steepness ε = ka is selected close to its highest possible value before the numerical sim-
ulation becomes unstable and blows up. The water shallowness µ = kh was searched within
its range of 0.2 - 4 for the maximum energy absorption given ε. Similarly, the restoring force
γ and the damping ratio ζ were grid-searched over their ranges of 0.1 − 0.9 and 0.1 − 1.4,
respectively, for the maximum energy absorption given ε and µ.

7.3 Investigation of Elliptical Shapes and

Optimization Plan

The turning of hyper-parameters significantly increases the carpet energy absorption, but
there is still more room to its further rise. The potential improvement comes from selecting
the correct carpet shape, which turns into the optimization problem. Before that, the prim-
itive idea is to investigate a series of systematically changing shapes for maximum energy
absorption. Starting from the basic circular-shaped carpet, we define the elongation factor
p ∈ [0.5, 2] transforming the circular shape into elliptical ones according to the Equation 4.3
while still retaining the same area. The energy absorption of elliptical wave carpets versus
elongation p is presented in Figure 7.3. It is obvious that wave carpets with larger capture
width, i.e. smaller p or shorter carpet in wave direction, absorb more energy than those with
smaller capture width, i.e. larger p or longer carpet in wave direction.

The system of equations are well discussed in [2]. We used High-Order Spectral (HOS)
method to numerically solve the problem, assuming the periodic boundary conditions in the
computational domain. This results in the numerical scheme that takes as input the wave
state and marches it into a new state in every time step. This is hereafter referred to as
HOS numerical scheme.

Since the wave carpet problem does not satisfy the periodic boundary conditions, i.e.
waves propagate from one side over the wave carpet and are damped towards the other side,
this paper extended the HOS method to simulate the wave maker. To achieve this, the wave
carpet problem is solved at each time step with periodic boundary conditions. Then waves
are damped on one end to eliminate the reflection effect, and other waves are fed into the
other end to mimic the wave flapper. The new wave setting is solved again by the aforemen-
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Figure 7.3: Linear and nonlinear investigation of the energy absorption of the elliptical-
shaped wave carpet. It is known that nonlinear wave carpet absorbs less energy than linear
one, and the greater capture-width a wave carpet has, the more energy it absorbs. The
capture width is characterized by the elongation factor p, in which low p is associated with
high capture width.

tioned numerical scheme. These operations occur repeatedly over time steps, resulting in the
simulated wave maker that lets waves propagate from one end, over the wave carpet, and
vanish at the other end without reflection. The wave maker application is further developed
into the so-called HOS solver that takes as input the wave carpet configuration and outputs
the absorbed energy.

The discussion of the HOS numerical scheme and the HOS solver is out of the scope
of this paper. It concentrates on how to use their application to achieve the optimal car-
pet shape. Before solving the optimization problem, the simulation settings are outlined
and the sufficient validations are provided to ensure that the HOS solver correctly solves
the wave carpet problem. The simulation settings involve the hyper-parameters that are
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fixed for all simulations, presented in Table 7.1. The changeable ones such as period T ,
wave number k, are called experimenting parameters that will be addressed from case to
case of waves in later section. The validation checks the correctness and convergence of the
numerical solution and its compliance with the universal physics law - conservation of energy.

The following four wave cases are investigated:

• Wave case I - Single-Frequency Uni-Directional (1F 1D): symmetric uniform waves
coming from one direction.

• Wave case II - Single-Frequency Multi-Directional (1F MD): symmetric uniform
waves coming from multiple directions.

• Wave case III - Multi-Frequency Uni-Directional (MF 1D): symmetric uniform waves
coming from multiple directions.

• Wave case IV - Multi-Frequency Multi-Directional (MF MD): symmetric non-uniform
waves coming from multiple directions.

• Wave case V - Asymmetric Multi-Frequency Multi-Directional (A MF MD): asym-
metric non-uniform waves coming from multiple directions.

in which, wave cases I, II, IV and IV are used for linear optimization, and wave cases I, II
and III for nonlinear optimization.

Table 7.2: PARAMETERS OF EACH SIMULATION

Wave Case Wave Number k Period T Wave Dir 0

1F 1D 20 1.81 0
1F MD 20 1.81 0, ± 37
MF MD 20, 24 1.81, 1.66 ± 37, ± 53

A MF MD 20, 24 1.81, 1.66 37, 53

The wave parameters, including period T , wave number k and wave direction are pre-
sented in Table 7.2. Combining with Table 7.1, it forms a whole picture for each simulation
of wave carpet in each wave case. The optimal energy absorption obtained by the approx-
imating neural network is validated against that of the HOS solver as described in line 12
versus line 15 in algorithm 2 and presented in column 4 of Table 7.3. This is a critical step
to ensure the close approximation of the neural network to the true HOS solver. The ap-
proximation errors were aimed to be less than 5% and are presented in column 5 of Table 7.3.
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7.4 Linear Optimization Results

The linear optimization employs the random search and the neural network approxima-
tion methods. The choice of these methods is intended to reserve more computing resources
for nonlinear optimization. The linear simulations are implemented in four wave cases with
the parameters discussed in Section 7.3. Each wave cases is treated as an individual opti-
mization problem. The random search takes advantage of the generated data by the neural
network. It thereby reduces the computing time and cost by half.

The optimal carpet shapes in these wave cases are presented in Figure 7.4, and their com-
parison with the baseline and those of the random search method is summarized in Table 7.3.
The baseline is the basic circular shape in each wave cases. All absorbed energy amounts
are normalized by the baseline in the respective wave case. The best shape of random search
method is the shape with the maximum energy absorption among the randomly generated
carpet shapes. Thus, the comparison with the random search shape points out the need to
optimize the shape instead of picking the best random shape since the neural network-based
optimal shapes considerably absorbed more energy in each wave case.

Quantitatively, the energy gains compared to the baseline are summarized in the table
7.3, in which the baseline is the circular carpet shape in the same wave cases.

Table 7.3: THE ENERGY GAINS OF NEURAL NETWORK VS RANDOM SEARCH
METHODS IN DIFFERENT WAVE CASES

Wave Case Baseline Rand Search NN HOS Error
1F 1D 1 1.78 2.18 2.182 0.1%
1F MD 1 1.52 2.01 2.021 0.5%
MF MD 1 2.26 2.99 3.014 0.8%

A MF MD 1 3.04 7.47 7.14 4.6%
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(a) Wave case I - Single-frequency unidirec-
tional (1F 1D). Energy gain: 2.18

(b) Wave case II - Single-frequency multi-
directional (1F MD). Energy gain: 2.01

(c) Wave case IV - Multi-frequency multi-
directional (MF MD). Energy gain: 2.99

(d) Wave case V - Asymmetric multi-
frequency multi-directional (A MF MD). En-
ergy gain: 7.47

Figure 7.4: Optimal and sub-optimal carpet shapes in different linear wave cases. The
optimal shapes (blue) are achieved by the Neural Network-based Optimization method. The
sub-optimal shapes (dotted pink) are by the Random Search method. The dash-line circle
(black) is the baseline circular shape with the same area. Arrows indicate wave directions.
Different arrow colors indicate different wave frequencies.
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To summarize the results, the optimal shape is found in each investigated wave case and
the approximation errors are less than the common target value of 5%. It is important to
note that the neural network is an heuristic approach, this means the optimal shapes are
not truly optimal but the closest ones to the global optima found by this method. The
heuristic property is common for several search methods such as response surface method-
ology, stochastic gradient descent, genetic algorithm [30], etc. unless the objective function
is convex, which is not the case of our problem.

Despite the heuristic property, the advantage of the neural network method is its fully
paralleled computation at the very beginning and its requirement of only two rounds of
evaluating the objective function. These features enable the method to optimize a computa-
tionally expensive objective function as demonstrated in the paper. Compared to the neural
network, the random search cannot reach as close to the optimal shapes although it helps
improve the energy gains and spend the same amount of time and computing resources;
the stochastic gradient descent and the genetic algorithm requires, roughly estimated, N/2
times more of computing time and resources as they need to evaluate the objective function
sequentially N times, where N is the numbers of iterations of generation, respectively. The
response surface methodology using a polynomial to approximate the response surface was
attempted but poorly approximating the response surface, i.e. the energy absorption, of our
problem due to the input multi-dimensionality.

It is noticed that the approximation errors increase in accordance with the complexity
of the wave cases. In specific, the single-frequency unidirectional wave case has the smallest
error while the single-frequency multi-directional and multi-frequency multi-directional have
the larger errors, and the asymmetric multi-frequency multi-directional has the much larger
error than the other cases. Our further investigating simulations indicate that the multi-
directional wave cases require more time for the simulation to reach their stable states, the
fact that all the simulations are implemented in the same number of periods 14T makes
these wave cases less stable than the simple wave case, thereby introducing more errors to
the neural network approximation. The asymmetric multi-frequency multi-directional wave
case has the largest error because its input has 12 components compared to 6 components of
the other cases. Therefore, it should need more data points for the neural network to learn
and to perform as well as the other cases.

It is interesting to look at optimal shapes of the wave cases and to attempt interpreting
the results. First, the overall shapes are oblong and have some complex curves in the middle.
These strange curves come from the fact that the input constraints in equation 4.5 are neither
general enough to universally represent all possible shapes nor stringent enough to eliminate
the complicated ones. Since the input constraints are not very selective, the resulting com-
plicated curves have to be accepted as a part of the optimization results. Second, since the
optimal results are somewhat similar to the elliptical shapes, one may raise a question if the
optimal shape should be replaced by the elliptical shapes. The answer is no for two reasons:
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1. The elliptical shape is not optimal as it absorbs less energy; 2. Cases 1, 2 and 4 have
the oblong shapes normally to the resultant wave direction while the oblong shape in case
2 is tangent to the resultant wave direction and its long axis seems to shorter that those of
the other cases. Thus, these elliptical shapes cannot always be easily guessed without the
optimization procedure. It is, however, somewhat intuitive that the oblong shapes normal
to wave direction absorb more energy than those tangent to wave direction. This intuition
is qualitatively verified by Figure 7.3, where the broad elliptical wave carpet absorbs more
energy than long elliptical one [32].

7.5 Nonlinear Optimization Results

The nonlinear optimization employs the cross-entropy and the genetic algorithm meth-
ods. Compared to the random search and neural network, these methods require less parallel
computing flows, but taking longer computing time as they are semi-sequential. The simu-
lations are implemented with the wave cases I, II and III and and with the same settings as
the linear section 7.3. Due to the limited computing resources, the multi-directional wave
cases are not simulated. Two optimization methods are applied separately and their results
are summarized in Table 7.4.

Table 7.4: THE ENERGY GAINS OF CROSS-ENTROPY METHOD VS GENETIC AL-
GORITHM IN DIFFERENT WAVE CASES

Wave Case Baseline Linear Cross Entropy Genetic Algorithm
1F 1D 1 2.182 2.048 2.067
1F MD 1 2.021 1.938 1.977
MF 1D 1 1.987 1.950 1.974

It is observed that the results of the cross entropy-based optimization are sub-optimal
while these of the genetic algorithm-based optimization is optimal. Both of the results
are closely less than these of the linear optimization. This is consistent with the elliptical
shape investigation that the nonlinear carpet absorb less energy than the linear one. These
methods directly use the true objective function HOSRK, so there exist no error as in the
neural network-bases optimization method. The baselines are, again, the absorbed energy
of the circular shapes in the same linear wave cases. The nonlinear optimal shapes are
presented in Appendix C.
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Figure 7.5: Nonlinear optimal and sub-optimal carpet shapes versus linear optimal shape
in wave case I - Single-frequency unidirectional (1F 1D). The nonlinear optimal shape (dash-
dotted red) is achieved by the Genetic Algorithm method. The sub-optimal shape (cyan-
dotted) is by the Cross-Entropy method. The linear and nonlinear optimal shapes are almost
the same while the nonlinear sub-optimal shape is slightly different from the optimal ones.

The nonlinear optimal shapes are indeed very similar to the linear optimal shapes in all
three wave cases I, II and III. Figure 7.5 presents these shapes in wave case I only, in which
the NN-based linear optimal shape and GA-based nonlinear optimal shapes are indistin-
guishable while the CEM-based nonlinear optimal shape is a little offset from the optimal
one. Figure 7.5 only shows the shapes in wave case I as as wave cases II and III follow the
same pattern. In numerical terms, the difference of linear and nonlinear optimal shapes can
be subtly discerned through comparing three sets of slightly different parameters in Tables
C.2, C.3 and C.4 in Appendix C.
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(a) Linear. 4T (b) Linear. 8T (c) Linear. 12T (d) Linear. 16T

(e) Nonlinear. 4T (f) Nonlinear. 8T (g) Nonlinear. 12T (h) Nonlinear. 16T

Figure 7.6: Patterns of linear versus nonlinear waves propagating over the optimal wave
carpet in wave case I captured at different time points. Despite of nearly the same optimal
carpet shapes, linear waves have a consistent pattern over time while nonlinear waves have
varying patterns over time due to the nonlinear effect.

Another visual investigation of linear versus nonlinear difference is shown in Figure 7.6.
Four top color maps present linear waves, and four bottom ones are nonlinear waves. Linear
waves have consistent wave patterns as the wave amplitude is stable over time. Nonlinear
waves, due to the nonlinear effect, have wave patterns change over time indicating the
variation in wave amplitude.
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Chapter 8

Conclusion and Future Work

8.1 Conclusion

Starting from the inherited rigid bottom HOS solver, we extended it into the periodic
visco-elastic bottom HOS solver, and further into the non-periodic visco-elastic wave car-
pet HOSRK solver. Incorporating the original rigid bottom solver, these form the entire
framework for simulating various wave cases with different wave conditions and rigid bottom
topographies or visco-elastic bottom. This numerically robust model is highly flexible to
allow the adjustment of the visco-elastic region and its viscosity-elasticity. Thanks to this
feature, we extensively investigated and successfully solved the particular problem of wave
carpet shape optimization in linear and nonlinear modes.

We investigated different aspects of the wave carpet model, including its stability, non-
linearity and optimal hyper-parameters. Independent from the hyper-parameters, the carpet
exposes its most nonlinearity at steepness ka = 0.1 and maximizes its energy absorption at
deepness kh = 0.7. The optimal carpet hyper-parameters for its most energy absorption are
restoring force γ = 0.5 and damping ratio ζ = 0.75. All the analyses are conducted after the
stable time points when the simulations reach their stable state.

We reviewed and suggested 4 heuristic methods for the optimization problems: Random
Search, Neural Network, Cross-Entropy and Genetic Algorithm. The Random Search and
Neural Network methods are attempted for the linear optimization. The optimal carpet
shapes are achieved in all investigated wave cases by Neural Network-based optimization
method, compared to the sub-optimal shapes by the Random Search. We found that the
optimal-shaped carpets absorbs energy approximately twice as much as the baseline circular-
shaped one.

The Cross-Entropy and Genetic Algorithm methods are attempted for the nonlinear op-
timization. The optimal shapes are achieved by the latter method while the former leads
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to the suboptimal ones. The nonlinear wave carpets absorb aprroximately 7% less energy
than the linear ones in the same wave cases. However, the nonlinear optimal shapes are very
similar to the linear optimal ones despite the differences in the energy absorption and the
waves pattern. This suggests that, for the sake of simplicity, the Genetic Algorithm can be
both applied for both the linear and nonlinear optimizations.

The project does not end at the wave carpet shape optimization. Its true legacy lies
at the complete framework for modelling a flexible wave maker encompassing any surface
waves and bottom conditions. Parallel computing setup empowers its potential usage for
complicated and computationally expensive problems, such as ones involving the 3-D model
or heavily dependent on the solver executions. As a suggestion, further potential research
effort should be focused on the development of a parameters auto-tuning wave maker adapt-
ing to different sea states.

8.2 Future work

In this study, we developed a computational environment that simulates the wave maker
using High-Order Spectral method, called the HOSRK solver. The wave maker simulates
the real scenario that incoming waves passing over the wave carpet damp out and transfer
the energy to the carpet. The HOSRK solver takes as input the carpet parameters and
hyper-parameters and output the absorbed energy. Many experiments were carried out in
the simulation environment for optimizing the wave carpet. As a result, the optimal carpets
were achieved in terms of their shape parameters including restoring force γ and damping
ratio ζ, and shape parameters for the different wave cases [6].

Such optimal carpets are, however, static. They were optimized for the corresponding
wave cases and are sub-optimal for the other wave cases. Our goal is to build a dynamic
system so that its hyper-parameters can automatically change to the optimal values adapting
to the change of sea state. This can be done by developing a smart wave carpet that
can learn over time with the reinforcement learning algorithms such as imitation learning
and actor-critic. Within the scope of that project, it is recommended to concentrate on
the linear and nonlinear 2-dimensional wave carpet problem, ignoring the carpet shape,
since it is impractical to change the shape after the carpet has been installed. The 2-D
problem, corresponding to the 2-D HOSRK solver, is computationally solvable in terms of
time complexity, thereby enabling the data generation and the application of computationally
expensive reinforcement learning algorithms. Without the loss of generality, the solution to
the 2-D problem serves a good purpose of demonstrating the application of reinforcement
learning to the 3D problem as long as the training data are sufficiently generated in a short
time.
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(a) Heat map of absorbed energy vs hyper-
parameters γ and ζ in sea state k = 20, ka =
0.1, kh = 0.7. The optimal point is γ =
0.5, ζ = 0.75.

(b) Heat map of absorbed energy vs hyper-
parameters γ and ζ in sea state k = 30, ka =
0.07, kh = 1.0. The optimal point is γ =
0.75, ζ = 0.65.

Figure 8.1: Investigation of the optimal hyper-parameters γ and ζ at two different sea
states. It is observed that the optimal point of hyper-parameters is not static when the
sea state changes. This suggests the future work of auto-optimizing the hyper-parameters
according to the variation of sea state.

The further investigation indicates that building a smart wave carpet using reinforce-
ment learning is feasible based on two facts. First, the wave carpet has different optimal
hyper-parameter points in different wave cases, as featured in Figures 8.1a and 8.1b. In other
words, when the sea state changes, the carpet should learn to alter its hyper-parameters to
reach its new optimal state. Second, the HOSRK solver is sensitive to neural network that is
the core of the intended reinforcement leaning algorithms. Thus, the HOSRK solver-based
wave carpet can be trained by the neural network with newly collected data over time to
learn new states.
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Appendix A

Energy Flux

The energy flux F (t) into the control volume Ω (see Figure 2.2b) is measured by the rate
of change of energy E(t). The energy E(t) is in turn the integration of the energy density e(t)
over the whole control volume. The energy flux is this given by, according to the transport
theorem:

F (t) =
dE(t)

dt
=

d

dt

∫∫∫
Ω

e(t)dV

=

∫∫∫
Ω

∂e(t)

∂t
dV +

∫∫
∂Ω

e(t)UndS

=

∫∫∫
Ω

∂e(t)

∂t
dV (A.1)

where, Un is the normal velocity of surface ∂Ω outwards of the control volume Ω. In our
problem, the control volume Ω is fixed, ∂Ω is not moving, then Un = 0. The energy flux
F (t) reduces to A.1.

The rate of change of energy density is given by:

∂e(t)

∂t
=

∂

∂t

(
1

2
ρ|v2|+ ρgh

)
=

1

2
ρ
∂

∂t
(∇φ · ∇φ)

= ρ∇ ·
(
∂φ

∂t
∇φ
)
− ρ∂φ

∂t
∇2φ

= ρ∇ ·
(
∂φ

∂t
∇φ
)

(A.2)

where, the mass continuity gives ∇2φ = 0. The energy density rate of change reduces to A.2.
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Plugging A.2 into A.1 and applying the divergence theorem gives:

F (t) =

∫∫∫
Ω

ρ∇ ·
(
∂φ

∂t
∇φ
)

dV

= ρ

∫∫
∂Ω

∂φ

∂t
∇φ · ndS

= ρ

∫∫
∂Ω

∂φ

∂t
φndS (A.3)

where, n is the normal unit pointing inward the control boundary, and ∇φ · n =
∂φ

∂n
= φn.

In our problem n takes the x-axis direction.

Note that the equation A.3 gives the energy influx into the control volume. The energy
outflux has the opposite sign, or the sign can be represented by the normal unit n [98, 88].
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Appendix B

Wave Carpet Area

The wave carpet shape is represented by the Fourier series subject to the constraints in
the Equations 4.1–4.8. It is necessary to derive the equations for carpet area and half area to
impose the constant area constraint. Starting from the differential area in polar coordinates:

da =
1

2
rdl =

1

2
r2dφ

Full Area

A =

2π∫
0

1

2
r2dθ =

2π∫
0

1

2

(
r0 +

NF∑
n=1

an sin(nθ + φn)

)2

dθ

=

2π∫
0

1

2

(
r2

0 +

NF∑
n=1

a2
n sin2(nθ + φn) + 2

NF∑
n=1

r0an sin(nθ + φn)

+

NF∑
m=1,n=1
m 6=n

aman sin(mθ + φm) sin(nθ + φn)

)
dθ

=
1

2
r2

0 · 2π +
1

2

NF∑
n=1

a2
n

2π∫
0

sin2(nθ + φn)dθ +

NF∑
n=1

r0an

2π∫
0

sin(nθ + φn)dθ

+
1

2

NF∑
m=1,n=1
m6=n

aman

2π∫
0

sin(mθ + φm) sin(nθ + φn)dθ
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The integrals are evaluated to:

2π∫
0

sin2(nθ + φn)dθ =

2π∫
0

1− cos(2nθ + 2φn)

2
dθ = π

2π∫
0

sin(nθ + φn)dθ = 0

2π∫
0

sin(mθ + φm) sin(nθ + φn)dθ

=

2π∫
0

1

2
(cos (θ(m− n) + φm − φn)− cos (θ(m+ n) + φm + φn)) dθ

= 0

The full area of wave carpet is given by:

A = π

(
r2

0 +
1

2

NF∑
n=1

a2
n

)
(B.1)

Half Area

Ah =

π∫
0

1

2
r2dθ =

1

2
r2

0 · π +
1

2

NF∑
n=1

a2
n

π∫
0

sin2(nθ + φn)dθ +

NF∑
n=1

r0an

π∫
0

sin(nθ + φn)dθ

+
1

2

NF∑
m=1,n=1
m6=n

aman

π∫
0

sin(mθ + φm) sin(nθ + φn)dθ
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Evaluating the integrals separately gives:

π∫
0

sin2(nθ + φn)dθ =

π∫
0

1− cos(2nθ + 2φn)

2
dθ =

π

2

π∫
0

sin(nθ + φn)dθ =

0 if n even
2 cosφn

n
if n odd

π∫
0

sin(mθ + φm) sin(nθ + φn)dθ

=
1

2

π∫
0

cos (θ(m− n) + φm − φn) dθ − 1

2

π∫
0

cos (θ(m+ n) + φm + φn) dθ

= 0

1

2

π∫
0

cos (θ(m− n) + φm − φn) dθ =

0 if m− n even

−sin(φm − φn)

m− n
if m− n odd

1

2

π∫
0

cos (θ(m+ n) + φm + φn) dθ =

0 if m+ n even

−sin(φm + φn)

m+ n
if m+ n odd

The half area of wave carpet is given by:

Ah =
π

2
r2

0 +
π

4

NF∑
n=1

a2
n + 2r0

NF∑
n=1
n odd

an
n

cosφn

+
1

2

NF∑
m=1,n=1

(m+ n) odd

aman

(
sin(φm + φn)

m+ n
− sin(φm − φn)

m− n

)
(B.2)
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Appendix C

Optimal Shape Parameters

C.1 Linear Waves

Random Search

Table C.1: Random Search-based Optimization Results

Wave Case r0 a1 a2 a3 a4 a5 p
φ1 φ2 φ3 φ4 φ5 β

1F 1D 0.5 -0.0422 -0.2 -0.1240 0.1112 -0.1112 0.5
π/2 π/2 π/2 π/2 π/2 0

1F MD 0.5 0.0807 -0.1856 -0.0407 0.0144 -0.1860 0.5065
π/2 π/2 π/2 π/2 π/2 0

MF MD 0.5 -0.2 0.2 -0.2 0.0838 0.0242 2
π/2 π/2 π/2 π/2 π/2 0

A MF MD 0.5 0.1948 0.1940 0.0872 0.1208 0.0509 1.7072
0.9627 0.7931 1.4250 0.398 2.0680 2.6361
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Neural Network-based Optimization

Table C.2: Neural Network-based Optimization

Wave Case r0 a1 a2 a3 a4 a5 p
φ1 φ2 φ3 φ4 φ5 β

1F 1D 0.5 0.0053 -0.2 -0.2 0.1573 0.2 0.5
π/2 π/2 π/2 π/2 π/2 0

1F MD 0.5 -0.1921 -0.2 0.2 0.1951 -0.1296 0.5004
π/2 π/2 π/2 π/2 π/2 0

MF MD 0.5 -0.2 0.2 -0.0798 0.18178 -0.2 1.5
π/2 π/2 π/2 π/2 π/2 0

A MF MD 0.5 -0.2 -0.1974 0.1869 -0.2 -0.2 2
1.5112 4.8001 5.2510 5.7102 2.2270 5.7784

C.2 Nonlinear Waves

Cross-Entropy Method

Table C.3: Cross-Entropy Method-based Optimization Results

Wave Case r0 a1 a2 a3 a4 a5 p
φ1 φ2 φ3 φ4 φ5 β

1F 1D 0.5 0.0856 -0.2 -0.2 0.2 0.2 0.5
π/2 π/2 π/2 π/2 π/2 0

1F MD 0.5 -0.1673 -0.1546 0.2 0.2 -0.1843 0.5048
π/2 π/2 π/2 π/2 π/2 0

MF 1D 0.5 -0.1893 -0.2 0.2 0.0084 -0.2 0.5
π/2 π/2 π/2 π/2 π/2 0
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Genetic Algorithm-based Optimization Results

Table C.4: Genetic Algorithm-based Optimization

Wave Case r0 a1 a2 a3 a4 a5 p
φ1 φ2 φ3 φ4 φ5 β

1F 1D 0.5 0.0053 -0.2 -0.2 0.1548 0.2 0.5
π/2 π/2 π/2 π/2 π/2 0

1F MD 0.5 -0.1924 -0.2 0.2 0.1994 -0.1289 0.5
π/2 π/2 π/2 π/2 π/2 0

MF 1D 0.5 -0.1995 -0.2 0.2 0.0998 -0.2 0.5003
π/2 π/2 π/2 π/2 π/2 0
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