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Abstract of the Dissertation

Pattern Formation in Particle Interactions

by

James Holladay von Brecht

Doctor of Philosophy in Mathematics

University of California, Los Angeles, 2012

Professor Andrea L. Bertozzi, Chair

Large systems of particles interacting pairwise in d-dimensions give rise to extraordinarily

rich patterns. These patterns generally occur in two types. On one hand, the particles may

concentrate on a co-dimension one manifold such as a sphere in three dimensions or a ring

in two dimensions. Localized, space-filling, co-dimension zero patterns can occur as well.

This work develops an understanding of such patterns by exploring how the prediction and

design of patterns relates to the stability and well-posedness properties of the underlying

mathematical equations.

At the outset we use dynamical systems theory to predict the types behaviors a given

system of particles will exhibit. Specifically, we develop a non-local linear stability analysis

for particles that distribute uniformly on a d − 1 sphere. Remarkably, this linear theory

accurately characterizes the patterns in the ground states from the instabilities in the pair-

wise potential. We then leverage this aspect of the theory to address the issue of inverse

statistical mechanics in self-assembly, i.e. the construction of a potential that will produce

a desired pattern. As the linear theory indicates that potentials with a small number of

spherical harmonic instabilities may produce very complex patterns, we naturally arrive at

the linearized inverse statistical mechanics question: given a finite set of unstable modes, can

we construct a potential that possesses precisely these linear instabilities? An affirmative

answer would allow for the design of potentials with arbitrarily intricate spherical symme-

tries in the ground state. We solve the linearized inverse problem in full, and present a wide
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variety of designed ground states.

To conclude we begin the task of transferring aspects of the linear theory apply to the

fully nonlinear problem. In particular, we address the well-posedness of distribution solutions

to the aggregation equation ρt + div(ρu) = 0, u = −∇V ∗ ρ in Rd where the density ρ

concentrates on a co-dimension one manifold. When the equation for such a solution is

linearly well-posed, we show that the fully non-linear evolution is also well-posed locally in

time for the class of bi-Lipschitz surfaces. In this aspect at least, the linear and non-linear

theories therefore coincide.
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CHAPTER 1

Introduction

The mathematics of interacting particles pervades many disciplines, from physics and biol-

ogy to control theory and engineering. Classical examples from physics and chemistry range

from the distribution of electrons in the Thomson problem, to VSEPR1 theory, self-assembly

processes and protein folding. In biology, similar mathematical models help explain the com-

plex phenomena observed in viruses, locust swarms and bacterial colonies. In engineering,

particle models have been successfully used in many areas of cooperative control, including

applications to robotic swarming.

In each of these examples, the overall collective behavior of the particle group is a mini-

mizer of the total energy of all interactions between two particles. Specifically, if N denotes

the total number of individuals in the group and xi the position of the ith individual then

the formula

E(x1, . . . ,xN) :=
∑
j,k ̸=j

V

(
1

2
|xj − xk|2

)
. (1.1)

defines the interaction energy of the whole group. In this formulation, the distance between

two individuals alone determines their pairwise interaction. The potential V (s) encodes the

precise dependence of the interaction on inter-particle distance, and therefore widely varies

between applications and across disciplines. While (1.1) takes a simple form and presupposes

isotropic interactions, energies of this type still prove useful for modeling a wide variety of

complex, collective behaviors and natural phenomena.

Modeling collective behavior in this manner applies regardless of whether a given “parti-

cle” happens to represent, say, an electron, atomic colloid, biological organism or autonomous

robot. The simplest example involves performing a gradient flow directly on the interaction

1VSEPR = Valence Shell Electron Pair Repulsion
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energy (1.1), which yields the equation

dxi

dt
=
∑

j=1...N
j ̸=i

g

(
1

2
|xi − xj|2

)
(xi − xj) , g(s) = −dV

ds
(s), (1.2)

for the motion of each individual. This coupled system of N ordinary differential equations

also has a closely related continuum limit, i.e. the well-known aggregation equation

∂ρ

∂t
+ div(ρu) = 0, u =

∫
Rd

g

(
|x− y|2

2

)
(x− y)ρ(y, t) dy (1.3)

for the density ρ(x, t) of particles. In models of biological aggregates, the non-locality pro-

vides a means to incorporate the endogenous forces that occur between individuals [38].

These social interactions manifest as a short-range repulsion, so that each individual main-

tains its identity, and a long-range attraction to preserve the cohesiveness of the swarm

[45, 46, 64]. Purely attractive potentials can arise in biology as well, most notably in sim-

plified versions of the famous Keller-Segel model for bacterial chemotaxis [33]. In this case

the non-locality represents the response of a bacterium to the presence of chemo-attractant.

An additional diffusive term in (1.3) then provides a repulsion-like effect. In models for

granular media, (1.3) describes the temporal evolution of the velocities in a spatially ho-

mogenous distribution of particles, and the non-locality models velocity fluctuations due to

the quasi-elastic collisions that occur between granules in the medium [67, 15, 4].

Dynamic versions of (1.2) also frequently arise in models for biological swarming. The

system of N self-propelled particles

dxi

dt
= vi,

dvi

dt
=
(
α− β|vi|2

)
vi +

∑
j ̸=i

g

(
1

2
|xi − xj|2

)
(xi − xj) (1.4)

and its variants often arise as a model for the self-organization of large, localized groups

of animals such as flocks of birds or schools of fish [39, 17, 65]. These models also help to

explain similar complex collective motions observed at smaller scales, such as the emergence

vortex swarms in Daphnia [42]. When α = β = 0, the dynamical system (1.4) arises in

classical molecular dynamics. In this context, the dynamics describe the motion of gas

or fluid particles, and in the appropriate limit yield the equations of fluid dynamics [30].
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The presence of a non-zero the local velocity contribution (α− β|vi|2)vi reflects the self-

propulsion of an individual animal or particle: in the absence of the non-local interactions

each individual will eventually travel at the preferred speed
√
α/β of the group. The non-

locality once again reflects social forces between individuals. Due to the presence of these

forces, many behaviors exhibited by the system (1.2) also occur in the dynamic variant (1.4).

For instance, the flocking behaviors of the dynamic model precisely correspond to equilibrium

states of (1.2) translating at the group velocity
√
α/β. A proper understanding of (1.2) is

therefore essential in order to fully characterize the range of possible swarming dynamics.

Regardless of the specific physical or biological interactions the non-locality models, the

primary aim lies in understanding the emergent behavior and long-time properties of the

solutions to both equations. For the first order system (1.4), this naturally leads to the

study of local minimizers of the interaction energy

(x1, . . . ,xN) = arg min
y1,...,yN

E(y1, . . . ,yN) :=
∑
i,j ̸=i

V

(
1

2
|yi − yj|2

)
. (1.5)

The interest in and study of such minimizers has at least a century-old history. In 1904, J.

J. Thomson proposed minimizing (1.5) with an electrostatic potential V (s) ∝ s−1/2 as part

of his model of the atom [63]. He constrained the particles to lie on the sphere due to the

purely repulsive nature of the electrostatic potential. This constraint then gives rise to a

variety of rich, non-trivial minimizing structures. Characterizing these structures remains

an unresolved problem, and it continues to generate interest in modern times [37, 18] as one

of Smale’s problems for the 21st century [59]. Formulations related to Thomson’s problem

have also found a wide range of applications, from the algorithmic design of self-assembled

nanostructures [19] to models for the structure of spherical shells of viral capsids [75]. When

the potential V (s) exhibits short-range repulsion and long-range attraction, the artifical

restriction of particles to a sphere proves unnecessary. In this case, the minimizers of (1.5)

may remain naturally localized in space independently of the size of the particle group. A

variety of rich minimizing structures naturally arise as a result. Since localized, cohesive

groups like as flocks and schools dominate swarming dynamics, this aspect of attractive-

repulsive potentials in large part motivates their use in biological modeling [45, 28].
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The Forward Problem

Analysis of local optima of (1.5) involves two conversely related aspects. The first aspect

entails understanding the types of grounds states that a given interaction potential may

produce, and we refer to this aspect as the forward problem. This task is highly non-trivial

as even a simple two-parameter potential can yield a plethora of diverse minima. To illustrate

this fact, we numerically integrate (1.2) to steady-state with the regularized step function

from [35]

− dV

ds
= g(s) =

tanh(a(1−
√
2s)) + b√

2s
, 0 < a, − tanh(a) < b < 1, (1.6)

as the interaction potential. Simply by controlling the amount of local repulsion at the

origin (b) and the slope of the transition between repulsion and attraction (a), many types

of patterns emerge. These range from a uniform distribution of particles on a sphere to

ground states characterized by higher symmetry and full three dimensionality. We begin

our study of the forward problem by attempting to explain these transitions, so our primary

interest therefore lies in co-dimension one solutions.

Such patterns frequently arise in applications. For instance, in the discrete setting (1.2)

they arise in both point vortex theory [48, 47, 31, 2] as well as the previously mentioned

Thomson problem [50, 1, 72, 18, 19]. In the context of point vortex theory, vortices restricted

to a sphere can organize into both platonic solid and ring configurations [48, 47, 31]. In the

classical Thomson problem, the minimizers exhibit platonic solid configurations for small

numbers of electrons. As the number of electrons increases, a wide variety of spherical

lattices may form, including non-platonic solids as well as lattices with higher order defects.

Complex patterns also arise in biology, and have inspired researchers to develop mathematical

models that can help explain, both evolutionarily and biologically, why and how these self-

assembled patterns form [13, 52, 49, 32, 46, 25, 20, 41, 3]. Such models have proven fruitful

in modeling locust swarms [5, 38, 65], where the techniques capture the unique swarm shapes

of locusts. These models also help explain rings, annuli, and other complex, spotted patterns

in bacterial colonies that form under stress in the lab [68, 21, 34, 11]. Many of these same

models have been exploited in the area of cooperative control [74] and boundary tracking

4



Figure 1.1: Minimizers of the energy (1.5) with force law (1.6).

algorithms for autonomous, flocking robots [17] as well.

The Inverse Problem

The converse aspect, known as inverse statistical mechanics or the inverse problem, requires

constructing a pairwise interaction potential to yield a desired ground state with particular

features. A successful resolution of the inverse problem would provide a means to control the

collective behavior of an animal group, a robotic swarm of unmanned vehicles or to produce

a self-assembled molecular strucutre that exhibits desired properties. Approaches to inverse

statistical mechanics vary widely in terms of algorithmic simplicity and mathematical rigor.

Algorithms that aim to self-assemble nanoparticles into square, diamond, and honeycomb
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lattices add targeted potential wells to Lennard-Jones like potentials [54, 55, 56, 66]. The

final potentials result from a computationally intensive optimization scheme coupled with

a series of necessary conditions that suggest a working solution that produces the desired

co-dimension zero lattice. For structures restricted to spherical geometries, the authors in

[18, 19] developed a fully rigorous approach to construct potentials that provably yield their

targeted configurations. The authors present a linear program to build potentials, but only

apply their technique to produce a few, select configurations with a fixed number of particles,

e.g. N = 8 or N = 20. As our approach to inverse statistical mechanics heavily leverages

our work on the forward problem, we also concern ourselves with spherical, co-dimension one

structures. However, we design attractive-repulsive potentials and therefore do not constrain

the particles to a surface artificially. Instead, the particles assemble into a co-dimension one

structure naturally. We focus our attention on proving that our closed form potentials possess

prescribed instabilities. The resulting ground state then reflects these instabilities for any

sufficiently large number of particles. In an approach similar to ours, the authors in [28]

use a continuum formulation to rigorously construct potentials which yield a given radially

symmetric particle density.

Derivation and Mathematical Analysis of the Aggregation Sheet Equation

We address both problems in the case where the patterns and collective behavior remain

confined near the center of mass of the particles, and in the case where the number of

particles is large. In this setting a continuum approach proves appropriate: in the limit

of an infinite number of particles, the minimizers of (1.1) permit a consistent continuum

description in terms of a density of particles ρ with support that lies in a bounded region

of space. As the number of particles increases, the resulting ground state converges to

this continuum description in the sense of probability measures. We will therefore use the

continuum approximation (1.3) of (1.2) to study the minimizers of (1.5). However, to study

surface-like structures we must derive an analogue of (1.3) that constrains the density of

particles to a surface. We refer to the resulting equation (1.13) as the aggregation sheet

equation and to its solutions as aggregation sheets.
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To be precise, we consider solutions to (1.3) where the density ρ(x, t) has support home-

omorphic to Sd−1, i.e. the unit (d − 1) sphere. We therefore postulate that solutions will

take the form

ρ(y, t) :=

∫
Sd−1

δ (y − Φ(x, t)) f(x, t) dSd−1(x). (1.7)

The relation (1.7) simply denotes the fact that ρ ∈ D′(Rd × R) acts as a distribution on

ψ ∈ C∞
0 (Rd × R) through the formula

ρ[ψ] =

∫ ∞

−∞

∫
Sd−1

ψ(Φ(x, t), t)f(x, t) dSd−1(x)dt.

The image of the homeomorphism Φ(x, t) : Sd−1 → Rd describes the dynamically evolving

manifold itself, whereas the scalar function f(x, t) : Sd−1 → R relates to the density of parti-

cles along it. More specifically, let ρΦ(x, t) denote the density of particles along the manifold

and dHΦ(x) denote the natural surface measure on the image of the homeomorphism. Then

we define f(y, t) so that

f(x, t)dSd−1(x) = ρΦ(x, t)dHΦ(x). (1.8)

From this relation, we can always recover the density of particles solely from the evolutions

of the function f(y, t) and the homeomorphism Φ(x, t) itself.

To derive the aggregation sheet equation, we simply impose that (1.7) defines a solution

to (1.3) in the sense of distributions. By multiplying (1.3) by an arbitrary test function

ψ ∈ C∞
0 (Rd × R) and integrating by parts, we find that the relation∫ ∞

−∞

∫
Sd−1

(ψt + ⟨u,∇ψ⟩) (Φ(x, t), t)f(x, t) dSd−1(x)dt = 0, (1.9)

must hold for all such test functions. As in (1.3), we obtain the non-local velocity field u(y, t)

by convolving the interaction kernel g(|y|2/2)y = −∇yV (|y|2/2) with the density. After a

formal application of (1.7), this yields a velocity field given by

u(y, t) =

∫
Sd−1

g

(
1

2
|y − Φ(w, t)|2

)
(y − Φ(w, t)) f(w, t) dSd−1(w). (1.10)

Note that the homeomorphism Φ(x, t) gives a Lagrangian parametrization of the manifold,

so that each point on the manifold must move according to the velocity field at that point.
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In other words,it follows that Φ(x, t) evolves in time according to

∂Φ

∂t
(x, t) = u(Φ(x, t), t) =∫

Sd−1

g

(
1

2
|Φ(x, t)− Φ(w, t)|2

)
(Φ(x, t)− Φ(w, t)) f(w, t) dSd−1(w). (1.11)

Substituting the relation

∂

∂t
{ψ(Φ(x, t), t)} =

(
ψt +

⟨
∂Φ

∂t
,∇ψ

⟩)
(Φ(x, t), t),

into (1.9) and using (1.11) then shows that f(x, t) must satisfy

0 =

∫ ∞

−∞

∫
Sd−1

∂

∂t
{ψ(Φ(x, t), t)} f(x, t) dSd−1(x)dt

for all test functions. An integration by parts in time then gives∫ ∞

−∞

∫
Sd−1

ψ(Φ(x, t), t)
∂f

∂t
(x, t) dSd−1(x)dt = 0.

As ψ is an arbitrary test function it follows that f(x, t) must be constant in time:

f(x, t) ≡ f(x, 0). (1.12)

Therefore, starting with a given initial density

ρ(y, 0) = ρ0(y) =

∫
Sd−1

δ (y − Φ0(w)) f0(w) dSd−1(w),

we formally obtain a distribution solution to (1.3) by evolving the homeomorphism Φ(x, t), x ∈

Sd−1 according to the equation

∂Φ

∂t
=

∫
Sd−1

g

(
1

2
|Φ(x, t)− Φ(w, t)|2

)
(Φ(x, t)− Φ(w, t)) f0(w) dSd−1(w), (1.13)

starting from the initial condition Φ(x, 0) = Φ0(x). We use this formulation in our analysis

as opposed to (1.3) directly, since (1.13) ultimately proves more appropriate for studying

particles that distribute along a manifold.

While the standard aggregation equation (4.1) has received significant attention in recent

years, and a large theory has developed as a result, even the most basic well-posedness results

do not yet exist for (1.13). We therefore begin the process of extending the theory for the
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aggregation to cover the co-dimension one equation. The majority of the theory for the

aggregation equation falls into two categories. Treatments from a classical perspective focus

on densities that are absolutely continuous with respect to Lebesgue measure, usually those

lying in L1(Rd) ∩ Lp(Rd) for some 1 < p ≤ ∞. [10, 6, 7, 8, 23, 22, 28, 9]. These works

have developed a rather complete local and global existence theory for such densities. For

locally attractive potentials the well-known Osgood condition from ODE theory differentiates

whether mass concentrates to a point in finite time or in infinite time [7, 8], and therefore

provides a useful characterization of global (in Lp) existence. We extend their arguments

to demonstrate the same condition differentiates local and global existence for aggregation

sheets as well.

Treatments from a more modern perspective focus on more singular densities that merely

define a Borel measure on Rd, such as sums of Dirac masses [14, 51, 27, 26, 53]. In this case,

ideas from optimal transport have proven fruitful for demonstrating the well-posedness of

(1.3) for λ-convex interaction kernels, i.e. when V (s) − λs, s = |y|2/2, is convex for some

λ ∈ R. For such potentials the aggregation equation defines a gradient flow with respect to

the 2-Wasserstein metric on probability measures [14]. This observation provides a notion

of solution for which global existence always holds in the class of Borel densities with finite

second moment. This notion of solution provides no information regarding the temporal

evolution of the support of the density, however. Moreover, λ-convexity fails for most of the

potentials we consider. In this manner, the well-posedness theory we develop for aggregation

sheets fills a gap in the overall theory of the aggregation equation.

The aggregation sheet equation (1.13) bears the most resemblance to similar equations

that appear in the context of fluid dynamics. For instance, the classical Birkhoff-Rott equa-

tion in two dimensions formally results from taking g(s) = −(πs)−1 and then rotating the

resulting velocity field by π/2 to make it incompressible. In fact, the first derivation of the

two-dimensional aggregation sheet equation arose from an attempt to generalize the Birkhoff-

Rott equation itself [61]. This generalization includes velocity fields of mixed-type, i.e. a

velocity field that contains both an incompressible component and a gradient component.

This mixed-type of non-locality arises in vortex models for superfluids and superconductors
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[16, 40]. The general aggregation sheet equation (1.13), then, simply extends their gen-

eralized equation to arbitrary dimensions. Although we do not consider the fully general,

mixed-type case, local well-posedness for two dimensional mixed kernels does follow from

our arguments as well.

In Chapter 2, we use our continuum formulation (1.13) to address the transition that

motivates our study of the forward problem, i.e. the bifurcation that occurs between the

uniformly distributed spherical solutions and the more complicated surfaces in figure 1.1.

Specifically, we develop a non-local linear stability analysis of spherical solutions to (1.13).

This analysis results in a decoupled, and therefore easy-to-analyze, sequence of symmetric

eigenvalue problems. Each eigenvalue problem determines a solution to the linearized equa-

tions in terms of spherical harmonics. The eigenvalue problems allow us to detect the possible

instabilities that may occur from knowledge of the potential V (s) alone. These instabilities

manifest in the minimizers. This chapter is based on collaborative work with David Umin-

sky, Theodore Kolokolnikov and Andrea Bertozzi that appears in [71]. The linear theory

provides a powerful tool in addressing the forward problem, and also offers us a novel means

to address the inverse problem. In Chapter 3 we provide an explicit construction that pro-

duces a potential with any finite, arbitrary set of spherical harmonic instabilities. Numerical

simulations indicate that these instabilities properly manifest as the desired features in the

minimizers, i.e. concentrations of particles along the unstable spherical harmonics. The ma-

terial of chapter 3 follows from a collaboration with David Uminsky and appears in [70]. The

final chapter develops the fully non-linear well-posedness theory for the aggregation sheet

equation, and is based on joint work with Andrea Bertozzi that appears in [69].
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CHAPTER 2

Stability Analysis of Sd−1

This chapter studies the stability of a uniform sphere Sd−1 using the continuum formulation

(1.13) and a non-local linear stability analysis of the ODE system (1.2). For concreteness we

first re-write the continuum formulation (1.13) using spherical coordinates on S2. This for-

mulation simplifies the derivation of our main result in §2.1, i.e. that the eigenvalue problem

associated to the 2-sphere of radius R reduces to a decoupled series of 2 × 2 scalar eigen-

value problems. Each eigenvalue problem determines a solution to the linearized equations

in terms of spherical harmonics. We use this characterization to predict how instabilities

perturb the density away from uniform in §§2.1.2. We complete the eigenvalue problem for

arbitrary dimensions d ≥ 2 in §2.2. Remarkably, the eigenvalue problem remains 2× 2 and

scalar independently of the dimension of space. Moreover, our analysis depends only on

values of the potential and its derivatives on [0, 2R2]. Thus, once we know the length scale

of the radius our analysis applies regardless of the far-field behavior of the potential. In §2.3

we derive asymptotic expressions for the eigenvalues in theorem 2.3.1. As a first corollary

we establish the linear well-posedness of uniformly distributed sphere solutions, which serves

as the analogue in our context of the classic Kelvin-Helmholtz instability for vortex sheets

[36, 44, 61]. In a second corollary, we consider potentials V with the form

− Vs(s) := g(s) =
∞∑
i=1

cis
pi , (2.1)
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where pi < pi+1 and c1 > 0 to ensure an interaction kernel with repulsion in the short-range.

We show that only finitely many unstable modes exist precisely when

(i)

∫ 1

−1

g
(
R2(1− s)

)
(1− s2)

d−3
2 ds+R2gs

(
R2(1− s)

)
(1− s2)

d−3
2 < 0 (2.2)

(ii) p1 ∈
(
−d− 1

2
, 0

)
∪

∞∪
n=0

(2n+ 1, 2n+ 2). (2.3)

In this case, we can predict complex patterns in the resulting ground state from the unstable

spherical harmonics. These conditions also allow us to predict the co-dimension of the ground

state. We highlight these aspects of the theory in §2.4 with several examples.

To fix notation, let (ξ, η) denote coordinates on S2 with −π ≤ ξ ≤ π and 0 ≤ η ≤ π. If

X(ξ, η, t) represents the position of the particle with label (ξ, η), the equation (1.13) dictates

that the surface evolves according to

Xt =

∫
D

g

(
1

2
|X−X′|2

)
(X−X′) f0(ξ

′, η′) dξ′dη′

X = X(ξ, η, t) X′ = X(ξ′, η′, t) X(ξ, η, 0) = X0(ξ, η). (2.4)

This concrete formulation using coordinates proves vital in the section that follows. More-

over, although it is superfluous for determining the evolution of the surface, it will prove

useful at times to re-write the distributional density in a more conventional form,

ρ(x, t) :=

∫
D

δ(x−X)ρS(ξ, η, t)|Xξ ×Xη|(t) dξdη, x ∈ R3.

The auxiliary quantity ρS(ξ, η, t) then has the natural interpretation as the density of par-

ticles along the surface. Conservation of mass implies that the density evolves according to

∂ρS
∂t

= −ρS |Xξ×Xη |t
|Xξ×Xη | , which when coupled to (2.4) becomes the extension to three dimensions

of the corresponding equations from [61] for curves in two dimensions. In this manner, the

evolution of the surface alone determines the density of particles along it; the surface X(ξ, η)

is fundamental and the density is derived. For this reason, we focus our analysis on X, and

use this to determine properties of ρS.
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2.1 Eigenvalue Problem in Three Dimensions

We now determine when a sphere of uniform density defines a linearly stable solution to

(2.4). In §§2.1.1, we linearize (2.4) about a uniform sphere, and then reduce the problem to

a decoupled series of scalar eigenvalue problems involving a single spherical harmonic. We

proceed with the calculations in a manner that makes the appearance of spherical harmonics

self-evident, as the ideas behind the calculation itself prove useful for other problems. The

existence of uniform sphere solutions follows as an easy application, for instance, so we

postpone it until after we derive the eigenvalue problem. In §§ 2.1.2, we use knowledge of

the eigenvalue problem to linearize the density ρS about the uniform distribution on the

sphere. This later proves useful for interpreting our stability conditions in § 2.3, and also in

§ 2.4 for comparing our analysis against numerics.

2.1.1 Linearization of the Surface

We begin by considering the evolution equations for a surface (2.4) for the particular instance

of f0 which yields a sphere of radius R and uniform density as steady-state,

Xt =

∫ π

−π

∫ π

0

g

(
1

2
|X−X′|2

)
(X−X′) sin η′ dη′dξ′. (2.5)

Here, we parameterize a sphere of radius R as X(ξ, η) = Θ1(ξ)Θ2(η)Re1 for −π ≤ ξ ≤ π

and 0 ≤ η ≤ π. The 3× 3 matrix Θ1 represents rotation in the y-z plane, Θ2 rotates in the

x-y plane, and of course e1 = (1, 0, 0)t.

Write a perturbation δX of the steady-state in the form

δX = Θ1(ξ)Θ2(η)(Re1 + ϵ(ξ, η)eλt), (2.6)

with the goal of choosing the ansatz for ϵ ∈ R3 in such a way that the linear equations for

ϵ reduce to a scalar eigenvalue problem for λ and scalar coefficients that will determine ϵ.

First, we substitute δX into (2.5) and obtain

λΘ1(ξ)Θ2(η)ϵ(ξ, η) =

∫ π

−π

∫ π

0

g

(
1

2
|δX− δX′|2

)
(δX− δX′) sin η′ dη′dξ′. (2.7)
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Decomposing δX − δX′ := X1 + X2, where X1 = [Θ1(ξ)Θ2(η)−Θ1(ξ
′)Θ2(η

′)]Re1 and

X2 = Θ1(ξ)Θ2(η)ϵ(ξ, η) − Θ1(ξ
′)Θ2(η

′)ϵ(ξ′, η′), we expand to first order in X2 and use the

fact that the sphere is a steady-state to obtain

λΘ1(ξ)Θ2(η)ϵ(ξ, η) =∫ π

−π

∫ π

0

{
g

(
1

2
|X1|2

)
X2 + gs

(
1

2
|X1|2

)
(X1 ·X2)X1

}
sin η′ dη′dξ′. (2.8)

Denoting by M the matrix M := Θ−1
2 (η)Θ1(ξ

′− ξ)Θ2(η
′) and by I the 3× 3 identity matrix,

simple calculations yield

Θ−1
2 (η)Θ−1

1 (ξ)X1 = (I −M)Re1, Θ−1
2 (η)Θ−1

1 (ξ)X2 = ϵ(ξ, η)−Mϵ(ξ′, η′)

X1 ·X2 = (I −M)Re1 · ϵ(ξ, η) + (I −M t)Re1 · ϵ(ξ′, η′), |X1| = |(I −M)Re1|.

By premultiplying (2.8) with Θ−1
2 Θ−1

1 and separating terms involving ϵ(ξ, η) from terms

involving ϵ(ξ′, η′), we obtain the linearized problem

λϵ(ξ, η) =

∫ π

−π

∫ π

0

{
g

(
1

2
|v|2
)
I + gs

(
1

2
|v|2
)
v ⊗ v

}
ϵ(ξ, η) sin η′ dη′dξ′+∫ π

−π

∫ π

0

{
gs

(
1

2
|v|2
)
v ⊗ v − g

(
1

2
|v|2
)
M

}
ϵ(ξ′, η′) sin η′ dη′dξ′, (2.9)

where we define v := (I −M)Re1 and v := (I −M t)Re1.

The difficulty now lies in choosing ϵ(ξ, η) in such a way that the continuous eigenvalue

problem (2.9) reduces to a simple scalar eigenvalue problem. To find the way forward, we

recall the analogous situation in two dimensions, as detailed in [35]. In that setting, the

continuous eigenvalue problem reads

λϵ(s) =

∫ π

−π

{
g

(
1

2
|v|2
)
I + gs

(
1

2
|v|2
)
v ⊗ v

}
ϵ(s) ds′+∫ π

−π

{
gs

(
1

2
|v|2
)
v ⊗ v − g

(
1

2
|v|2
)
Θ(s′ − s)

}
ϵ(s′) ds′

where v = (I − Θ(s′ − s))Re1, v = (I − Θ(s − s′))Re1 and Θ(s) denotes a 2 × 2 rotation

matrix. We can write this as

λϵ(s) =

∫ π

−π

M1(s− s′)ϵ(s) ds′ +

∫ π

−π

M2(s− s′)ϵ(s′) ds′, (2.10)
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for some 2 × 2 matrices Mi. Letting M jk
i denote the (j, k) entry of the matrix Mi, we find

that both matrices possess even, periodic entries in s− s′ whenever j = k, and odd, periodic

entries whenever j ̸= k. Changing variables (i.e. reparameterizing the circle) in the first

integral, we have ∫ π

−π

M jk
i (s− s′) ds′ =

∫ π

−π

M jk
i (θ) dθ ∝ δjk.

Thus, the first term on the RHS of (2.10) simplifies to a constant diagonal matrix times ϵ(s).

We then substitute the known ansatz for ϵ from [35] into the second integral,

ϵ(s′) = (c1 cos(ms
′), c2 sin(ms

′))t

for some constants c1 and c2, change variables and simplify. Along the first column of M2,

we find∫ π

−π

M11
2 (s− s′)c1 cos(ms

′) ds′ =

∫ π

−π

M11
2 (θ)c1 cos(mθ +ms) dθ ∝ cos(ms) (2.11)

∫ π

−π

M21
2 (s− s′)c1 cos(ms

′) ds′ =

∫ π

−π

M21
2 (θ)c2 cos(mθ +ms) dθ ∝ sin(ms) (2.12)

due to the even-odd structure ofM2. Arguing similarly along the second column, the second

term on the RHS of (2.10) simplifies as∫ π

−π

M2(s− s′)ϵ(s′) ds′ = D(c1, c2,m)(cos(ms), sin(ms))t,

where D denotes a constant, diagonal matrix depending upon c1, c2 and the Fourier coeffi-

cients of the entries of M2. Moreover, D(c1, c2,m) is linear in the coefficients (c1, c2) that

determine ϵ. As the first integral also results in something of this form, the continuous

problem reduces to a scalar eigenvalue problem in (c1, c2). From (2.12), then, we deduce the

essential property of the ansatz:
∫ π

−π
M ij

2 (s− s′)ϵj(s
′) ds′ ∝ ϵi(s).

Returning now to the three-dimensional case, regardless of the choice of the ansatz ϵ(ξ, η),

we first must show the first integral in (2.9) yields a constant, diagonal matrix. To do this,

note the integrand depends only upon the vector v. Looking at the definition of v, for fixed

(ξ, η) and for −π ≤ ξ′ ≤ π, 0 ≤ η′ ≤ π, we see that v simply represents a parameteriza-

tion of ∂B(Re1, R), i.e. the sphere of radius R centered at the point (R, 0, 0)t. Moreover,
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|vξ′ × vη′| = sin η′, so that by definition∫ π

−π

∫ π

0

{
g

(
1

2
|v|2
)
I + gs

(
1

2
|v|2
)
v ⊗ v

}
ϵ(ξ, η) sin η′ dη′dξ′ =(∫

∂B(Re1,R)

G(x)dS(x)

)
ϵ(ξ, η),

where the 3 × 3 matrix valued function G(x) = g(1
2
|x|2)I + gs(

1
2
|x|2)x ⊗ x for x ∈ R3. As

in the two-dimensional case, we re-parameterize ∂B(Re1, R) and compute the first integral

above to obtain a diagonal matrix times ϵ(ξ, η). Therefore, analagous to the two-dimensional

case, we should choose the ansatz for ϵ(ξ, η) in such a way so that∫ π

−π

∫ π

0

M ij
2 (ξ, ξ′, η, η′)ϵj(ξ

′, η′) sin η′ dη′dξ′ ∝ ϵi(ξ, η).

Let us now turn to this task. To simplify the notation, let x := X(ξ, η) and w := X(ξ′, η′)

with X(ξ, η) denoting our parameterization of the sphere. Consider the quantity x · w :=

X(ξ, η) ·X(ξ′, η′). As v = (I −M)Re1 and v = (I −M t)Re1, straightforward calculations

yield

v = R

(
1− x ·w,−(x ·w)η,−

(x ·w)ξ
sin(η)

)t

|v|2 = 2R2(1− x ·w) (2.13)

v = R

(
1− x ·w,−(x ·w)η′ ,−

(x ·w)ξ′

sin(η′)

)t

. (2.14)

We now make the key observation that M11
2 depends only upon the quantity x ·w, in that

M11
2 (ξ, ξ′, η, η′) = g1(x · w) for g1(s) = R2gs(R

2(1 − s))(1 − s)2 − g(R2(1 − s))s. For such

functions, we shall make repeated use the following (c.f. [57]):

Theorem 2.1.1. (Funk-Hecke Theorem in 3D) Let f(s) ∈ L1([−1, 1]). Then for any spher-

ical harmonic Sl(x) of degree l and x ∈ S2,

λSl(x) =

∫
S2

f(x ·w)Sl(w) dSw. (2.15)

The eigenvalue λ depends only on the function f and the degree l of the harmonic, where

we will now write λ = λl(f) to make explicit the dependencies of the eigenvalues on the

functions involved. More specifically,

λl(f) = 2π

∫ 1

−1

f(s)Pl(s) ds, (2.16)
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where Pl(s) denotes the Legendre polynomial of degree l, normalized to Pl(1) = 1. In three

dimensions, equation (2.15) plays the role that equation (2.12) serves in two dimensions.

Together with our observation regarding M11
2 , this theorem suggests we choose ansatz

with ϵ1(ξ, η) = c1S
l(x(ξ, η)) for some coefficient c1 ∈ R. Indeed, then∫ π

−π

∫ π

0

M11
2 (ξ, ξ′, η, η′)ϵ1(ξ

′, η′) sin η′ dη′dξ′ = c1

∫
S2

g1(x ·w)Sl(w) dSw

so that by a straightforward application of the Funk-Hecke (F-H) theorem,∫ π

−π

∫ π

0

M11
2 (ξ, ξ′, η, η′)ϵ1(ξ

′, η′) sin η′ dη′dξ′ = λl(g1)c1S
l(x) ∝ ϵ1

as desired. With ϵ1 now in hand, we can use the requirement that∫ π

−π

∫ π

0

M i1
2 (ξ, ξ′, η, η′)ϵ1(ξ

′, η′) sin η′ dη′dξ′ ∝ ϵi(ξ, η) (2.17)

to determine the remainder of the ansatz. For this, we observe that the relations (2.13) and

(2.14) imply

M21
2 =

(
g

(
1

2
|v|2
)
(1− x ·w)

)
η

M31
2 =

1

sin(η)

(
g

(
1

2
|v|2
)
(1− x ·w)

)
ξ

.

Using this with the known choice of ϵ1, we find the relation (2.17) for i = 2 becomes

ϵ2(ξ, η) ∝
∫
S2

(
g

(
1

2
|v|2
)
(1− x ·w)

)
η

c1S
l(w) dSw = c1

(∫
S2

g2(x ·w)Sl dSw

)
η

,

where g2(s) = g(R2(1 − s))(1 − s), by passing the derivative through the integral in the

primed variables. Again using the F-H theorem, we recover ϵ2(ξ, η) ∝ c1λl(g2)S
l
η. Arguing

similarly from (2.17) with i = 3 yields ϵ3(ξ, η) ∝ c1λl(g2)
sin(η)

Sl
ξ. All together, we recover

ϵ(ξ, η) =

(
c1S

l(x), c2(S
l(x))η, c3

(Sl(x))ξ
sin(η)

)t

(2.18)

for real coefficients ci.

Proceeding as in the two-dimensional case, it remains to show that this choice of ϵ(ξ, η)

yields ∫ π

−π

∫ π

0

M2(·)ϵ(ξ′, η′) sin η′ dη′dξ′ = D(c1, c2, c3, l)

(
Sl, Sl

η,
Sl
ξ

sin(η)

)t

,
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where D(c1, c2, c3, l) is a constant, diagonal matrix that is linear in the coefficients. The

derivation of the ansatz has demonstrated this claim for the first column of M2. Continuing

with the remainder first row of M2, in light of (2.13) and (2.14) we see

M12
2 =

(
g

(
1

2
|v|2
)
(1− x ·w)

)
η′
M13

2 =
1

sin(η′)

(
g

(
1

2
|v|2
)
(1− x ·w)

)
ξ′
.

In setting c2 = c3, we compute that

∫ π

−π

∫ π

0

(M12
2 ϵ2 +M13

2 ϵ3) sin η
′ dη′dξ′ =

c2

∫ π

−π

∫ π

0

(g2(x ·w))η′S
l(w)η′ sin η

′ dη′dξ′+

c2

∫ π

−π

∫ π

0

(g2(x ·w))ξ′S
l
ξ′

sin(η′)2
sin η′ dη′dξ′.

Integrating by parts in η′ in the first term and in ξ′ in the second term, we have∫ π

−π

∫ π

0

(M12
2 ϵ2 +M13

2 ϵ3) sin η
′ dη′dξ′ = −c2

∫ π

−π

∫ π

0

(∆S2Sl)g2(x ·w) sin η′ dη′dξ′.

Using that ∆S2Sl = −l(l + 1)Sl and the F-H theorem, we obtain∫ π

−π

∫ π

0

(M12
2 ϵ2 +M13

2 ϵ3) sin η
′ dη′dξ′ = c2l(l + 1)λl(g2)S

l(x) ∝ ϵ1

as desired. Proceeding similarly with the remainder of the second row of M2, the facts

M22
2 = −(g(|v|2/2))η′(x ·w)η − g(|v|2/2)(x ·w)ηη′ ,

M23
2 =

−(g(1
2
|v|2))ξ′(x ·w)η − g(1

2
|v|2)(x ·w)ηξ′

sin(η′)

and a similar integration by parts combine to give∫ π

−π

∫ π

0

(M22
2 ϵ2 +M23

2 ϵ3) sin η
′ dη′dξ′ = c2

∫ π

−π

∫ π

0

g

(
1

2
|v|2
)
(x ·w)η(∆S2Sl)dS2 =

−c2l(l + 1)

∫ π

−π

∫ π

0

g

(
1

2
|v|2
)
(x ·w)ηS

l(w) sin η′ dη′dξ′.

Letting g3(s) =
∫ R2(1−s)

0
g(z) dz, so that g3(x · w)η = −R2g(1

2
|v|2)(x · w)η, we pass the

derivative through the integral and use the F-H theorem as before to arrive at∫ π

−π

∫ π

0

(M22
2 ϵ2 +M23

2 ϵ3) sin η
′ dη′dξ′ =

c2l(l + 1)λl(g3)

R2
Sl
η ∝ ϵ2.
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Finally, the same argument on the remainder of the last row of M2 gives∫ π

−π

∫ π

0

(M32
2 ϵ2 +M33

2 ϵ3) sin η
′ dη′dξ′ =

c2l(l + 1)λl(g3)

R2 sin(η)
Sl
ξ ∝ ϵ3.

Combining all of the above, we find∫ π

−π

∫ π

0

M2(ξ, ξ
′, η, η′)ϵ(ξ′, η′) sin η′ dη′dξ′ =

(
D11Sl, D22Sl

η, D
33

Sl
ξ

sin(η)

)t

,

D11 = c1λl(g1) + c2l(l + 1)λl(g2) D22 = D33 = c1λl(g2) + c2
l(l + 1)

R2
λl(g3),

so that D is linear in the coefficients as desired. Consequently, with this ansatz the linearized

equations (2.9) become

λϵ(ξ, η) =

(∫
∂B(Re1,R)

G(x)dS(x)

)
ϵ(ξ, η) +D(c1, c2, l)ϵ(ξ, η). (2.19)

By symmetry, we see (∫
∂B(Re1,R)

G(x)dS(x)

)
= diag(α, β, β),

so that the second and third equations in (2.19) are identical. Consequently, solving the

continuous linearized equations reduces to the 2×2 scalar eigenvalue problem determined by

(2.19): λc1 = αc1+D
11(c1, c2, l) and λc2 = βc2+D

22(c1, c2, l), just as in the two-dimensional

case.

We can make one final simplification to the eigenvalue problem that comes from the

steady-state equation for the sphere,

0 =

∫
S2

g

(
R2

2
|x−w|2

)
(x−w) dSw. (2.20)

In particular, the sphere radius R satisfies (see Remark 2.1.2 below)

0 =

∫
S2

g(R2(1− x ·w))(1− x ·w) dSy ⇔ 0 =

∫ 1

−1

g2(s)ds (2.21)

by the F-H theorem with l = 0. A simple calculation then gives β = 0.

To summarize the previous calculations, the decoupled sequence of eigenvalue problems

λ

c1
c2

 =

α + λl(g1) l(l + 1)λl(g2)

λl(g2)
l(l+1)
R2 λl(g3)

c1
c2

 := Ωl

c1
c2

 (2.22)
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determine the linear stability of the uniform sphere. To compute the entries of Ωl, we

recall that for a function h ∈ L1([−1, 1]) and l ∈ N we define λl(h) = 2π
∫ 1

−1
h(s)Pl(s)ds,

with Pl(s) denoting the Legendre polynomial of degree l normalized to Pl(1) = 1. The

radius R of the sphere satisfies 0 =
∫ 1

−1
g(R2(1 − s))(1 − s)ds and the coefficient α =

8πg(2R2) + 2π
∫ 1

−1
g(R2(1− s))ds. Finally, we recall the definitions

g1(s) = R2gs(R
2(1− s))(1− s)2 − g(R2(1− s))s,

g2(s) = g(R2(1− s))(1− s), (g3)s(s) = −R2g(R2(1− s)). (2.23)

Remark 2.1.2. For sufficiently smooth attractive-repulsive interaction kernels g, a uni-

form density, steady-state sphere solution to equation (2.5) exists if and only if −∞ ≤∫∞
0
sg(s) ds < 0. Indeed, projecting the equation of steady-state (2.20) onto the component

normal to the sphere yields

0 =

∫
S2

g(R2(1− x ·w))(1− x ·w) dSy ⇔ 0 =

∫ 1

−1

g2(s)ds (2.24)

by the F-H theorem with l = 0. Since g > 0 near zero, for R sufficiently small the integral

on the RHS of (2.24) is positive. Similarly, since g < 0 away from the origin, for R large

enough the integral on the RHS decreases as R → ∞. Thus when
∫∞
0
sg(s) ds < 0 the RHS of

(2.24) is negative for all sufficiently large radii. Therefore there exists an R which identically

satisfies (2.24). That the projection onto the tangential components satisfies (2.20) follows

in a manner similar to the derivation of the tangential components of the ansatz. This

applies regardless of the stability of the sphere, and regardless of whether the potential exhibits

confinement.

Remark 2.1.3. In concordance with a local notion like linear stability, all equations only

involve values of the potential V and its derivatives for values of s ∈ [0, 2R2]. In particular,

once we know the radius R of the sphere, we can assign arbitrary far-field behavior to the

potential without affecting the validity or applicability of our analysis.

20



2.1.2 Linearization of the Density

By solving the eigenvalue problem (2.22), our work in the previous section allows us to con-

struct approximate solutions to the surface equations (2.4) with f0(ξ, η) = sin(η), which cor-

respond to small perturbations of the spherical solution. As we mentioned in §2, knowledge

of the surface allows us to reconstruct the density of particles via ρS(ξ, η, t)|Xξ ×Xη|(t) =

f0(ξ, η). Therefore, a perturbation away from a sphere naturally induces a perturbation of

the density away from uniform as well. Indeed, if we write our perturbation of the sphere as

u(x, t) = Θ1(ξ)Θ2(η)(Re1 + ϵ(x)eλt) for x(ξ, η) ∈ S2 and ϵ(x) as in equation (2.18), we can

linearize ρS = sin(η)
|uξ×uη | to find the leading order corrections to the density.

To this end, define B(ξ, η) := Θ1(ξ)Θ2(η). We can then compute |uξ × uη| by using

Lagrange’s identity:

|uξ × uη|2 = (uξ · uξ)(uη · uη)− (uξ · uη)2.

Computing this directly, we find

|uξ|2 = |BξRe1|2 + 2RBξe1 · (Bξϵ(x) + Bϵ(x)ξ) eλt +O(ϵ2)

|uη|2 = |BηRe1|2 + 2RBηe1 · (Bηϵ(x) + Bϵ(x)η) eλt +O(ϵ2)

uξ · uη = R2(Bt
ηBξ)

11 +O(ϵ). (2.25)

Straightforward calculations yield the required derivatives of B:

Bt
ξBξ =


sin2(η) sin(η) cos(η) 0

sin(η) cos(η) cos2(η) 0

0 0 1

 BtBξ =


0 0 − sin(η)

0 0 − cos(η)

sin(η) cos(η) 0



Bt
ηBη =


1 0 0

0 1 0

0 0 0

 BtBη =


0 −1 0

1 0 0

0 0 0

 Bt
ηBξ =


0 0 − cos(η)

0 0 sin(η)

0 0 0

 . (2.26)

Using the relations (2.25) and (2.26) and the definition of the ansatz (2.18), we obtain

|uξ|2 = sin2(η)

{
R2 + 2Rc1e

λtSl + 2Rc2e
λt(cot(η)Sl

η +
Sl
ξξ

sin2(η)
)

}
+O(ϵ2)
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|uη|2 = R2 + 2Reλt
{
c1S

l + c2S
l
ηη

}
+O(ϵ2), (uξ · uη)2 = O(ϵ2).

Therefore, |uξ × uη|2 = sin2(η)
{
R4 + 4c1e

λtR3Sl + 2c2e
λtR3(∆S2Sl)

}
+ O(ϵ2), so that to

leading order the perturbed density ρS obeys

ρS =
1

R2

{
1− eλt

R
(2c1 − c2l(l + 1))Sl(x)

}
+O(ϵ2). (2.27)

Additionally, we can determine the principal correction to the radius of the surface,

|u(x, t)| =
√
R2 + 2c1eλtRSl(x) +O(ϵ2) = R

(
1 +

c1e
λt

R
Sl(x)

)
+O(ϵ2). (2.28)

We may therefore view the modes determined by the eigenvalue problems (2.22) as spheres

of variable radius R + c1e
λtSl(x), with the non-uniform particle density determined from

(2.27).

2.2 Eigenvalue Problem in Arbitrary Dimensions

In this section, we extend our analysis of the linearization of the surface equation and the re-

duction to a scalar eigenvalue problem to an arbitrary (d−1)-sphere. Although the notation

is more cumbersome, the argument proceeds exactly as in the three-dimensional case. Addi-

tionally, due to the tangential isotropy of the sphere, the matrix associated to the eigenvalue

problem remains 2× 2, regardless of dimension.

In the d–dimensional setting, the analogue of (2.5) becomes

Xt(η1, . . . , ηd−1, t) =

∫
Sd−1

g

(
1

2
|X−X′|2

)
(X−X′) dSd−1 (2.29)

X = X(η1, . . . , ηd−1, t) ∈ Rd X′ = X(η′1, . . . , η
′
d−1, t) ∈ Rd,

so that a uniformly distributed steady-state sphere of radius R satisfies

0 =

∫
Sd−1

g

(
R2

2
|x−w|2

)
(x−w) dSw ∀x ∈ Sd−1.

We write the sphere of radius R in dimension d as Rx for x ∈ Sd−1, and write a perturbation

in the form δx = Rx + B(x)ϵ(x)eλt. The matrix B plays the role of Θ1(ξ)Θ2(η) from the
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three dimensional calculation, i.e. a product of rotation matrices. We define the rows bj of

B(x) as follows: we take b1 = x; next, define b̂j(x) = ∂ηj(x), where ηj denote any of the

coordinates on Sd−1; lastly, normalize bj(x) =
b̂j(x)

|b̂j(x)|
. Then BtB(x) = I for all x ∈ Sd−1.

As for the ansatz, put ϵ1(x) = c1S
l(x) as before, and ϵj+1(x) = c2∂ηj(S

l(x))/|b̂j(x)| for

1 ≤ j ≤ d− 1.

If we now expand to first order in ϵ and use the fact that the sphere is a steady-state, we

obtain the continuous eigenvalue problem

λϵ(x) =

∫
Sd−1

{
g

(
1

2
|v|2
)
I + gs

(
1

2
|v|2
)
v ⊗ v

}
ϵ(x) dSw+∫

Sd−1

{
gs

(
1

2
|v|2
)
v ⊗ v − g

(
1

2
|v|2
)
Bt(x)B(w)

}
ϵ(w) dSw, (2.30)

where v = R(e1−Bt(x)w) and v = R(e1−Bt(w)x). This generalizes (2.9) to any dimension.

As in three dimensions, the reduction to a scalar eigenvalue problem follows from two claims.

If we let M1 denote the matrix in the first term of (2.30), we first claim that M1 is diagonal

of the form M1 = diag(α, 0, · · · , 0) and independent of x. Second, we claim that∫
Sd−1

M2(x,w)ϵ(w) dSw =

(
D11Sl, D22

Sl
η1

|b̂1|
, . . . , D22

Sl
ηd−1

|b̂d−1|

)
,

where M2 denotes the matrix in the second term of (2.30), and Dii = Dii(c1, c2, l) are linear

in the coefficients. Combining this with the first claim again reduces (2.30) to the scalar

eigenvalue problem

λ

c1
c2

 =

αc1 +D11(c1, c2, l)

D22(c1, c2, l)

 .

To establish the claims, we once again have as our main tool ([57]):

Theorem 2.2.1. (Funk-Hecke Theorem in d-dimensions) Let f(s)(1− s2)
d−3
2 ∈ L1([−1, 1]).

Then for any spherical harmonic of degree l and x ∈ Sd−1,

λSl(x) =

∫
Sd−1

f(x ·w)Sl(w) dSw.

Again, the eigenvalue λ = λl(f) depends only on the function f and the degree l of the

harmonic, in that

λl(f) = vol(Sd−2)

∫ 1

−1

f(s)Pl,d(s)(1− s2)
d−3
2 ds,
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where vol(Sd−2) denotes the surface area of the d − 2 sphere. Also, Pl,d(s) denotes the

Gegenbauer polynomial P
(d/2−1)
l (s) from [62], normalized so that Pl(1) = 1. For d = 3, these

coincide the Legendre polynomials, whereas for d = 2 we have Pl(cos(η)) = cos(lη). Under

this change of variable, for d = 2, we recover precisely the eigenvalue problem from [35]. We

shall also need the following elementary lemma. For the proof, we denote by w(η1, . . . , ηd−1)

a parameterization of Sd−1 such that w = (cos η1, sin η1w̃) and w̃(η2, . . . , ηd−1) parametrizes

Sd−2. We also use Einstein notation for terms involving partial derivatives.

Lemma 2.2.2. Let f(η1, . . . , ηd−1) ∈ C2 with (η1, . . . , ηd−1) denoting coordinates on Sd−1 as

above. Then ∂ηj

(
fηj

dSw

|wηj |2

)
= ∆Sd−1(f)dSw.

Proof. We induct on the dimension d. When d = 2 this reads

∂ηfηdη = ∆S1(f)dη

so there is nothing to prove. Let us now write dSw = sind−2(η1)dSd−2, where dSd−2 depends

only on η2, . . . , ηd−1. As |wη1 | = 1 and |wηj | = sin η1|w̃ηj | for j > 1 we compute

∂ηj

(
fηj

dSw

|wηj |2

)
= ∂η1

(
fη1 sin

d−2 η1
)
dSd−2 +

sind−2 η1
sin2 η1

∂ηj

(
fηj

dSd−2

|w̃ηj |2

)
.

By the inductive hypothesis, it then follows that

∂ηj

(
fηj

dSw

|wηj |2

)
= ∂η1

(
fη1 sin

d−2 η1
)
dSd−2 +

sind−2 ∆Sd−2(f)dSd−2

sin2 η1
.

However, dSd−2 = dSw sin2−d η1 so that we obtain

∂ηj

(
fηj

dSw

|wηj |2

)
=

(
sin2−d η1∂η1

(
fη1 sin

d−2 η1
)
+

1

sin2 η1
∆Sd−2(f)

)
dSw.

We recognize the expression in parentheses as ∆Sd−1(f).

Claim 2.2.1. In (2.30), M1 = diag(α, 0, · · · , 0) for some α ∈ R.

By the orthogonality of B we recognize the vector v as a parameterization of ∂B(Re1, R)

in Rd. Thus, the first term in (2.30) amounts to multiplying ϵ(x) by constant matrix

M1 =

∫
∂B(Re1,R)

g

(
1

2
|x|2
)
I + gs

(
1

2
|x|2
)
(x⊗ x) dSx.
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Parametrize ∂B(Re1, R) by x = R(e1 − w), where w = (cos(η1), sin(η1)w̃) and w̃ ∈ Rd−1

parametrizes Sd−2. Then for j, k ̸= 1 we have

M jk
1 =

∫ π

0

∫
Sd−2

g(R2(1− cos(η1)))δjk sin(η1)
d−2 dη1dSd−2+

R2

∫ π

0

∫
Sd−2

gs(R
2(1− cos(η1)))(w̃ · ej)(w̃ · ek) sin(η1)d dη1dSd−2

= vol(Sd−2)δjk

∫ 1

−1

g(R2(1− s))(1− s2)
d−3
2 ds+(∫

Sd−2

xjxk dSd−2

)∫ 1

−1

R2gs(R
2(1− s))(1− s2)

d−1
2 ds.

By symmetry,
∫
Sd−2 xjxk dSd−2 = vol(Sd−2)

d−1
δjk, so that

M jk
1

vol(Sd−2)
= δjk

∫ 1

−1

(
g(R2(1− s)) +

R2

d− 1
gs(R

2(1− s))(1− s2)

)
(1− s2)

d−3
2 ds

whenever j, k ̸= 1. Integrating the last term by parts, we arrive at

M jk
1 = δjkβ := δjkvol(Sd−2)

(∫ 1

−1

g(R2(1− s))(1− s)(1− s2)
d−3
2 ds

)
(2.31)

for j, k > 1. Thus, the lower (d − 1) × (d − 1) block of M1 takes the form diag(β, . . . , β),

with β as in (2.31). However, for Rx to satisfy the equation of steady-state, we require

0 =
∫
Sd−1 g(R

2(1− x ·w))(1− x ·w)dSw. Utilizing the F-H theorem with l = 0, this gives

0 =

∫ 1

−1

g(R2(1− s))(1− s)(1− s2)
d−3
2 ds, (2.32)

so that in fact β = 0.

We now consider the remaining entries of M1. If we now let j = 1, k > 1 we have

M1k
1 =Mk1

1 =

−R2

∫ π

0

∫
Sd−2

gs(R
2(1− cos(η1)))(1− cos(η1))(w̃ · ek) sin(η1)d−1 dη1dSd−2 =

−R2

(∫
Sd−2

xk dSd−2

)∫ 1

−1

gs(R
2(1− s))(1− s)(1− s2)

d−2
2 ds = 0.

Thus, M1 = diag(α, 0, . . . , 0) as claimed, where

α = vol(Sd−2)

∫ 1

−1

(
g(R2(1− s)) +R2gs(R

2(1− s))(1− s)2
)
(1− s2)

d−3
2 ds. (2.33)
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♠

Claim 2.2.2. In (2.30),∫
Sd−1

M2(x,w)ϵ(w) dSw =

(
D11Sl, D22

Sl
η1

|b̂1|
, . . . , D22

Sl
ηd−1

|b̂d−1|

)
,

where Dii = Dii(c1, c2, l) are linear in (c1, c2).

Let x = x(η1, . . . , ηd−1) and w = w(η′1, . . . , η
′
d−1). We can then write the entries of v and

v as

v1

R
= (1− x ·w),

vj

R
= −

∂ηj(x ·w)

|b̂j|(x)
,

v1

R
= (1− x ·w),

vj

R
= −

∂η′j(x ·w)

|b̂j|(w)
,

and the entries of M(x,w) := Bt(x)B(w) as

M11 = x ·w, M1j =
∂η′j(x ·w)

|b̂j(w)|
, Mj1 =

∂ηj(x ·w)

|b̂j(x)|
, Mjk =

∂ηj∂η′k(x ·w)

|b̂j(x)||b̂j(w)|
.

We now demonstrate the claim row-by-row, and in doing so, we use Einstein summation

notation. Based on the preceding definitions,∫
Sd−1

M1j
2 ϵj dSw = c1

∫
Sd−1

g1(x ·w)Sl(w) dSw+

c2

∫
Sd−1

∂η′j (g2(x ·w)) ∂η
′
j(Sl(w))

dSw

|b̂j(w)|2
, (2.34)

where g1(s) = R2gs(R
2(1− s))(1− s)2 − g(R2(1− s))s and g2(s) = g(R2(1− s))(1− s). For

the first term in (2.34), we use a straightforward application of the F-H theorem to obtain

c1

∫
Sd−1

g1(x ·w)Sl(w) dSw = c1λl(g1)S
l(x).

We then integrate the second term in (2.34) by parts to obtain∫
Sd−1

M1j
2 ϵj dSw = c1λl(g1)S

l(x)− c2

∫
Sd−1

g2(x ·w)∂η′j

(
∂η

′
j(Sl(w))

dSw

|b̂j(w)|2

)
. (2.35)

Using the lemma with f = Sl(w), (2.35) simplifies to∫
Sd−1

M1j
2 ϵj dSw = c1λl(g1)S

l(x)− c2

∫
Sd−1

g2(x ·w)∆Sd−1(Sl(w)) dSw =

(c1λl(g1) + c2l(l + d− 2)λl(g2))S
l(x), (2.36)
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as Sl is an eigenfunction with eigenvalue −l(l+d−2) and the F-H theorem. This establishes

the claim for the first row with D11(c1, c2, l) = c1λl(g1) + c2l(l + d− 2)λl(g2).

Finally, we proceed to the remaining d− 1 rows. We have∫
Sd−1

M jk
2 ϵk dSw =

c1

|b̂j(x)|

∫
Sd−1

∂ηj(g2(x ·w))Sl(w) dSw+

c2

|b̂j(x)|

∫
Sd−1

[
−g(R2(1− x ·w))η′k(x ·w)ηj−

g(R2(1− x ·w))(x ·w)ηjη′k
] ∂η′kSl(w)

|b̂k(w)|2
dSw. (2.37)

In the first term of the RHS of (2.37), as the integral is in the η′ variables, we may pass the

derivative through the integral to obtain

c1

|b̂j(x)|

∫
Sd−1

∂ηj(g2(x ·w))Sl(w) dSw =
c1λl(g2)∂ηjS

l(x)

|b̂j(x)|
.

Integrating the second term of (2.37) by parts cancels the third term, leaving∫
Sd−1

M jk
2 ϵk dSw =

c1λl(g2)∂ηjS
l(x)

|b̂j(x)|
+

c2

|b̂j(x)|

∫
Sd−1

g(R2(1− x ·w))(x ·w)ηj∂η′k

(
∂η

′
kSl(w)

|b̂k(w)|2
dSw

)

=
c1λl(g2)∂ηjS

l(x)

|b̂j(x)|
− c2l(l + d− 2)

|b̂j(x)|

∫
Sd−1

g(R2(1− x ·w))(x ·w)ηjS
l(w) dSw

using lemma 1 and the fact that Sl is an eigenfunction. If we once again let g3(s) =∫ R2(1−s)

0
g(z)dz , we may pass the derivative through the integral as before to obtain∫

Sd−1

M jk
2 ϵk dSw =

(
c1λl(g2) +

c2l(l + d− 2)

R2
λl(g3)

)
∂ηjS

l(x)

|b̂j(x)|
.

This establishes the claim in the remaining rows withD22(c1, c2, l) = c1λl(g2)+
c2l(l+d−2)

R2 λl(g3).

♠

In summary, the continuous, d-dimensional eigenvalue problem (2.30) reduces to the 2×2

scalar eigenvalue problem

λ

c1
c2

 =

α + λl(g1) l(l + d− 2)λl(g2)

λl(g2) l(l + d− 2)λl(g3)
R2

c1
c2

 := Ωl

c1
c2

 (2.38)
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where the gi remain as in the three dimensional case.

2.3 Linear Stability and Linear Well-Posedness

By reducing the linearized equations to a series of scalar problems, we can now readily identify

the eigenvalues ω1,2
l of the matrix Ωl. This then allows us to characterize the linear stability

of sphere solutions: we need ω1,2
l < 0 for all l ≥ 2, together with ω1

0 < 0, ω2
0 = 0, ω1

1 < 0 and

ω2
1 = 0 (rotation invariance manifests as a zero eigenvalue when l = 0, translation invariance

manifests as a zero eigenvalue for l = 1). Therefore, the sphere is linearly stable if tr(Ωl) < 0

and det(Ωl) > 0 for all l ≥ 2. Due to the form of Ωl, we see det(Ωl) > 0 can happen only if

α+ λl(g1) and λl(g3) have the same sign. The condition tr(Ωl) then forces the negativity of

both, so that we deduce the stability of mode l occurs when

(i) α + λl(g1) < 0 (ii) λl(g3) < 0 (2.39)

(iii) (α + λl(g1))λl(g3) > R2[λl(g2)]
2. (2.40)

This characterization of stability proves most useful in our analysis, and provides some

additional insights. Indeed, from the relation for the perturbed density (2.27) and the

perturbed radius (2.28), we see that a perturbation for which c1 = 0 corresponds to a

perturbation of density along the sphere, and not of the sphere itself. Condition (ii) therefore

has a natural interpretation in terms of stability of the sphere with respect to perturbations

of the density away from uniform. More specifically, as (g3)s(s) = −R2g(R2(1 − s)), the

function V (s) := −g3(1 − s/R2) gives the potential that governs the pairwise interaction.

We can then consider the potential energy E(ρS) of the system as a function of the density,

E(ρS) =

∫
S2×S2

V

(
1

2
|x−w|2

)
ρS(x)ρS(w) dSxdSw, (2.41)

and ask when ρS ≡ 1 corresponds to a minimum of (2.41). Using the F-H theorem as in §2.1.1

we find that this happens precisely when (ii) holds for all l ≥ 1. Conversely, perturbations

for which c2 = 0 have no component tangential to the sphere. This happens when l = 0 for

instance. In this case (2.40) reduces to α + λ0(g1) < 0, which gives stability of the sphere
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with respect to pure dilations. Condition (i), then, enforces stability of the sphere with

respect to purely normal modes.

Having characterized stability for finite l, we now wish to investigate the behavior of the

spectrum as l → ∞. The most classical question concerns the linear well-posedness of sphere

solutions, i.e. when the eigenvalues remain bounded as l → ∞. In practice, however, we

primarily concern ourselves with a stronger notion: we wish to characterize when the sphere

is eventually stable, that is, when ω1,2
l < 0 for all l sufficiently large. With eventually stable

potentials we find that the finite number of unstable modes completely characterizes the

ground state. We now address both issues using theorem 2.3.1, which furnishes asymptotic

formulae for ω1,2
l for sufficiently regular potentials.

To include the types of potentials that frequently occur in applications, we will assume

V ∈ C2((0,∞)), but allow growth in V as s→ 0. Specifically, we assume V, Vs = o(s
1−d
2 ) as

s → 0. Additionally, to guarantee that λl(gi) are well-defined and to satisfy the hypothesis

in the F-H theorem, we must require gi(s)(1−s2)
d−3
2 ∈ L1([−1, 1]). Recalling from (3.2) that

g1(s) = R2gs(R
2(1− s))(1− s)2 − sg(R2(1− s)),

g2(s) = g(R2(1− s))(1− s), (g3)s(s) = −R2g(R2(1− s)),

we should at least require gs(R
2(1 − s))(1 − s)2(1 − s2)

d−3
2 , g(R2(1 − s))(1 − s2)

d−3
2 ∈ L1.

We shall actually assume slightly more, namely that

gs(R
2(1− s))(1− s)(1− s2)

d−3
2 ∈ L1, g(R2(1− s))(1− s2)

d−3
2 ∈ L1. (2.42)

Under these hypotheses, we have the following:

Theorem 2.3.1. Let V ∈ C2((0,∞)) and V, Vs = o(s
1−d
2 ) as s ↓ 0. Assume also (2.42).

Then we have

(i) tr(Ωl) ∼ α and det(Ωl) ∼ R2l(l + d− 2)αλl(g3) = o(1) as l → ∞.

(ii) The sphere solution of radius R given by (2.24) is linearly well-posed, i.e. ∃C such

that ω1,2
l < C for all l ≥ 0.

29



(iii) Suppose g(s) has a generalized power series expansion

g(s) =
∞∑
i=1

cis
pi , p1 < p2 < · · · with c1 > 0, (2.43)

that converges sufficiently rapidly. If the following conditions hold

(1) α < 0 and (2) p1 ∈
(
−d− 1

2
, 0

)
∪

∞∪
n=0

(2n+ 1, 2n+ 2), (2.44)

then the sphere is eventually stable i.e. (ii) holds for C = 0.

Remark 2.3.2. The condition α < 0 enforces stability with respect to high-mode normal

perturbations. Indeed, when α > 0 then all sufficiently high modes have a positive eigenvalue

uniformly bounded away from zero, and the corresponding eigenfunction tends to a purely

normal perturbation. Additionally, while the generalized power series (2.43) covers many

potentials that occur in practice, such as the Morse potential, Gaussian potentials and power-

law potentials, the conclusion of part (iii) holds for other classes of potentials without such

an expansion. For instance, if the interaction kernel grows sufficiently rapidly near the origin

while remaining smooth otherwise, part (iii) still holds. We conjecture (iii) still holds even

if an expansion (2.43) only holds locally near zero, such as with the interaction (1.6).

Proof. To show (i), we need to estimate rate of decay of λl(gi). We recall that

λl(gi) = C(d)

∫ 1

−1

gi(s)Pl,d(s)(1− s2)
d−3
2 ds,

where the constant C(d) depends only on the dimension of space, d, and that the polynomial

Pl,d(s) satisfies the Gegenbauer equation

(1− s2)P ′′
l,d − (d− 1)sP ′

l,d + l(l + d− 2)Pl,d = 0 (2.45)

together with the normalization Pl,d(1) = 1. From these definitions, we have that f(s)(1 −

s2)
d−3
2 ∈ L1([−1, 1]) guarantees λl(f) = o(1) (c.f. [29]).

Consider first λl(g1). The assumptions in (2.42) then suffice to have g1(s)(1−s2)
d−3
2 ∈ L1,

so that λl(g1) = o(1). Proceeding now to λl(g2), we have,

l(l + d− 2)λl(g2) =

∫ 1

−1

g2(s)(1− s2)
d−3
2 l(l + d− 2)Pl(s) ds =
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−
∫ 1

−1

g2(s)(1− s2)
d−1
2 P ′′

l,d ds+ (d− 1)

∫ 1

−1

sP ′
l,d(s)(1− s2)

d−3
2 g2(s) ds

as Pl,d satisfies the Gegenbauer equation (2.45). We integrate by parts in the first term,

where the boundary terms vanish due to the growth assumption on g = −Vs. The identity

(s2 − 1)P ′
l,d = l [sPl,d(s)− Pl−1,d(s)] (equation (4.7.27) in [62]) then yields

l(l + d− 2)λl(g2) =

∫ 1

−1

(g2)s(s)(1− s2)
d−1
2 P ′

l,d(s) ds =

l

∫ 1

−1

(g2)s(s)(1− s2)
d−3
2 [Pl−1,d(s)− sPl,d(s)] ds.

As (g2)s(s) = −R2gs(R
2(1 − s))(1 − s) − g(R2(1 − s)), once again (2.42) suffices to have

(l + d− 2)λl(g2) = o(1), so that λl(g2) = o(l−1). Similarly, for λl(g3) we compute

l(l + d− 2)λl(g3) =

∫ 1

−1

g3(s)(1− s2)
d−3
2 l(l + d− 2)Pl,d(s) ds =

−
∫ 1

−1

g3(s)(1− s2)
d−1
2 P ′′

l,d ds+ (d− 1)

∫ 1

−1

sP ′
l,d(s)(1− s2)

d−3
2 g3(s) ds.

We integrate by parts twice, where the boundary terms vanish as before, and use that

(g3)s(s) = −R2g(R2(1− s)) to discover

1

R2
l(l + d− 2)λl(g3) =

∫ 1

−1

d

ds

{
g(R2(1− s))(1− s2)

d−1
2

}
Pl,d(s) ds.

Expanding the right hand side,

1

R2
l(l + d− 2)λl(g3) = −

∫ 1

−1

{
R2gs(R

2(1− s))(1− s2) +

(d− 1)sg(R2(1− s))
}
(1− s2)

d−3
2 Pl,d(s) ds.

Again (2.42) allows us to conclude that the first and second terms vanish as l → ∞. There-

fore, λl(g3) = o(l−2).

As λl(g1) = o(1), λl(g3) = o(l−2) and tr(Ωl) = α+λl(g1)+l(l+d−2)λl(g3)R
−2 from (2.38),

we have tr(Ωl) → α. As for det(Ωl), we have
det(Ωl)

R2l(l+d−2)
= αλl(g3)+λl(g3)λl(g1)−[λl(g2)]

2 . To

discover the principal term, we note first that λl(g3)λl(g1) clearly vanishes faster than αλl(g3).

Returning to λl(g3), we integrate by parts once and again use the identity (s2 − 1)P ′
l,d =

l [sPl,d(s)− Pl−1,d(s)] to find

(l + d− 2)λl(g3) =

∫ 1

−1

g(R2(1− s))(1− s2)
d−3
2 [sPl,d(s)− Pl−1,d(s)] ds.
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As g2(s) = g(R2(1− s))(1− s), this reads

(l + d− 2)λl(g3) = −λl(g2)− λl−1(g2)+∫ 1

−1

g(R2(1− s))(1− s2)
d−3
2 [Pl,d(s)− sPl−1,d(s)] ds.

In particular, λl(g3) decays no faster than λl(g2)/(l + d− 2). Since λl(g2) = o(l−1), [λl(g2)]
2

decays faster. In other words,

det(Ωl)

R2l(l + d− 2)
= αλl(g3) + higher order terms. (2.46)

This concludes the proof of (i) and (ii). To show (iii), note that (g3)s(s) = −R2g(R2(1− s)).

By lemma 2.3.3 shown below, we then obtain

λl(g3) ∼ C(p1, d, R)
sin(πp1)c1
1 + p1

Γ(2 + p1)l
−(2p1+d+1) as l → ∞

where C denotes a positive constant. Thus λl(g3) < 0 for sufficiently large l as long as p1

satisfies (2.44). In conjunction with α < 0 and (2.46), it then immediately follows tr(Ωl) < 0

and det(Ωl) > 0 for all l sufficiently large, so the sphere is eventually stable. This concludes

the proof.

Finally, we provide the lemma which was key in deriving part (iii) of Theorem 2.3.1; it

will also prove useful in §2.4 for constructing potentials with specified instabilities.

Lemma 2.3.3. Let p+ d−1
2
> 0. Then we have

λl((1− s)p) = −2p+d−2vol(S
d−2) sin(πp)Γ(p+ d−1

2
)Γ(p+ 1)Γ(d−1

2
)Γ(l − p)

πΓ(l + p+ d− 1)
,

λl((1− s)p) ∼ −2p+d−2

π
vol(Sd−2) sin(πp)Γ(p+

d− 1

2
)Γ(p+ 1)Γ(

d− 1

2
)l−2p−d+1

as l → ∞.

Proof. Using the expression of Gegenbauer polynomials in terms of hypergeometric functions
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[62], we may write

λl((1− s)p)

vol(Sd−2)
=∫ 1

−1

(1− s)p+(d−3)/2(1 + s)(d−3)/2
2F1

(
−l, l + d− 2;

d− 1

2
;
1− s

2

)
ds =

2p+d−2

∫ 1

0

tp+(d−3)/2(1− t)(d−3)/2
2F1

(
−l, l + d− 2;

d− 1

2
; t

)
dt

after the change of variables t = 1−s
2
. The generalized Euler transform for hypergeometric

functions [58] then gives

λl((1− s)p)

vol(Sd−2)
=

2p+d−2B(p+
d− 1

2
,
d− 1

2
) 3F2

(
−l, l + d− 2, p+

d− 1

2
;
d− 1

2
, p+ d− 1; 1

)
.

Using Saalschütz’s theorem [12] to evaluate the hypergeometric term, we obtain

λl((1− s)p)

vol(Sd−2)
= 2p+d−2B(p+

d− 1

2
,
d− 1

2
)
Γ(l − p)Γ(p+ d− 1)

Γ(−p)Γ(l + p+ d− 1)
.

Using the identity Γ(1− z)Γ(z) = π/ sin(πz) and expanding the beta function, we arrive at

the stated expression,

π
λl((1− s)p)

vol(Sd−2)
= −2p+d−2 sin(πp)Γ(p+

d− 1

2
)Γ(p+ 1)Γ(

d− 1

2
)

Γ(l − p)

Γ(l + p+ d− 1)
.

For the asymptotics as l → ∞, we note that Stirling’s approximation gives Γ(l − p)/Γ(l +

p+ d− 1) ∼ l−2p−d+1.

2.4 Numerical Examples

In this section, we provide numerical examples to illustrate how the different types of instabil-

ity manifest as different qualitative behaviors of the ground states. We compute steady-state

solutions to (1.2) for several different interactions g using a fourth-order Adams-Bashforth

scheme, with the number of particles N = 1000. We take random initial conditions in all

cases, and simulate until the l∞ norm of (1.2) falls below .001/N .

We begin by considering a generalized Lennard-Jones interaction, g(s) = s−p − s−q for

0 < p, q < 1. To ensure a physically realistic potential consisting of short-range repulsion
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(a) (b)

Figure 2.1: Equilibrium state of (1.2) with N = 1000 particles and g given by the generalized

Lennard-Jones interaction g(s) = s−p − s−q. (a) (p, q) = (1/3, 1/6). Particles concentrate

uniformly on a surface of the sphere, with no particles in the interior. (b) (p, q) = (1/2, 1/4).

Particles fill the interior of a ball. The color-coding indicates the distance of a particle to

their common center of mass.

and far-field attraction, we must demand p > q. We then find, by (2.44) (ii), that λl(g3) < 0

for all but finitely many l with no further restriction. The sign of α, then, completely

determines the high-mode behavior. Direct computation shows that (2R2)p−q = 2−q
2−p

, so that

the condition q < 2p−1
2p−2

determines when α < 0, and thus the eventual stability of the sphere.

To illustrate both cases, we first select (p, q) = (1
3
, 1
6
) so that α < 0. By repeatedly using

lemma 2.3.3, we additionally verify that for all l the stability conditions (2.40) hold. We

therefore expect to accurately describe the solution as a sphere of radius R = 2−1/2(11
10
)3.

Figure 2.1 (a) shows the resulting particle simulation. We next select (p, q) = (1/2, 1/4),

so that α > 0 and we no longer expect the solution to concentrate on a co-dimension one

manifold. As figure 2.1 (b) indicates, the solution instead fills a ball surrounding the origin;

the color of a particle indicates its distance to the origin.

A more interesting picture begins to emerge when the sphere destabilizes yet remains

eventually stable. As our examples will illustrate, the low mode instabilities fully describe the

ground state. Due to the intricate steady-states it produces, cf. figure (1.1), we illustrate this

phenomenon with the interaction g(s) = tanh(a(1−
√
2s))+b√

2s
introduced in [35]. The top of figure
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2.2(a) depicts a computed steady-state of (1.2) with (a, b) = (7,−.9). These parameters

result in a mode l = 3 instability. We then compute the eigenvector (c1, c2) of Ω3, and use the

result to construct the resulting surface from equation (2.28) and its corresponding density

from equation (2.27), shown in the bottom of figure 2.2(a). This suggests that the linearized

density echoes the overall shape of the full nonlinear problem in the vicinity of the bifurcation

point. We perform the same computation for the parameter values (a, b) = (9, 0), which

yields a mode l = 4 instability, as shown in figure 2.2(b). Our theory and the experiments

have excellent agreement.

The observation that particles align themselves with low-mode instabilities furnishes us

with an avenue to construct potentials with intricate ground-states. Indeed, if we design

an eventually stable interaction g(s) with a single unstable mode, the resulting steady-state

should resemble a spherical harmonic of that degree. To illustrate this procedure, we give

an explicit construction of an interaction with a pure mode 5 instability.

First, we destabilize mode 5. We accomplish this by enforcing λ5(g3) > 0, which suffices

due to the characterization (2.40). Using the identity

sn =
∑

l=n,n−2,...

(2l + 1)n!

2
n−l
2 (.5(n− l))!(l + n+ 1)!!

Pl(s), (2.47)

we can take g3(s) =
s5

5
+ p4(s), where pm(s) denotes a polynomial of degree no more than

m. Next, we choose p3(s) to stabilize modes l ≤ 4. As λl(p4) = 0 whenever l > 4, this

choice does not affect the instability of mode 5. Indeed, taking p3 = −3s2 − 4s3 we obtain

R2g(R2(1− s)) = 3s2 +4s3 − s4, where from (2.24) we see R = 1. This yields an interaction

g(s) = 3(1− s)2 + 4(1− s)3 − (1− s)4 with a pure mode 5 instability, while all modes l ≥ 6

contain exactly one zero eigenvalue. Lastly, we stabilize the remaining modes by adding a

negative definite perturbation, g̃(s) = g(s)+ ϵf(s) for f(s) = 1√
s
. Using lemma 2.3.3 we find

that

Rλl(f3) = − 22+3/2

8l3 + 12l2 − 2l − 3
, Rλl(f2) =

λl(f3)

2
,

Rλl(f1) = −23/2
4l2 + 4l − 2

8l3 + 12l2 − 2l − 3
, Rαf =

25/2

3
.
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Therefore, for ϵ > 0 sufficiently small, g̃ has mode 5 unstable with all other modes stable.

Figure 2.2(c) shows the resulting ground-state and spherical harmonic.

2.5 Discussion

This chapter addressed the fundamental question of understanding how the structure of

particle potentials predict the types of patterns that can emerge. An analysis of the linear

stability of uniform sphere solutions aided in achieving this goal. The d-dimensional eigen-

value problems reduced into a decoupled series of 2 × 2 scalar problem involving a single

spherical harmonic. This reduction aided in providing a formulation of stability and linear

well-posedness conditions that have natural physical interpretations. These conditions then

provided the means to predict the co-dimension and the types of symmetries that emerged

in the resulting patterns. Using this predictive ability, we explicitly constructed a potential

to yield a desired particle distribution, thereby addressing a particular case of the inverse

statistical mechanics problem for self-assembly. In the subsequent chapter, we extend this

construction to arbitrary instabilities. Also, we note that our theory currently allows us to

predict only the degree of a spherical harmonic that appears in the ground state. In dimen-

sions d ≥ 3, it remains an open issue to determine which spherical harmonic of a particular

degree will arise.
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(a) (b) (c)

Figure 2.2: Top row: The result of the simulation of the gradient flow (1.2) with N = 1000

particles for three different force laws. Bottom row: linearized solution corresponding to the

instability mode as computed from (2.22). (a) Top: force law (1.6) with (a, b) = (7,−.9).

Bottom: Perturbation of a sphere using the spherical harmonic of mode l = 3,m = 2.

(b) Top: Same as (a) but with (a, b) = (9, 0). Bottom: Perturbation of a sphere using the

spherical harmonic of mode l = 4,m = 0. (c) Top: g(s) = 3(1−s)2+4(1−s)3−(1−s)4+εs−1/2

with ε = 2−3/2. Sphere perturbed by a linear combination of the modes l = 5,m = 5 and

l = 5,m = 0. The figures are color-coded according to the distance from the origin.
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CHAPTER 3

Linearized Inverse Statistical Mechanics

As the previous chapter observed, the linear instability of the uniform sphere results in

the formation of complex, spherical harmonic patters in the nonlinear ground state. This

chapter leverages this observation to address the issue of inverse statistical mechanics, i.e.

constructing a potential to yield a desired pattern. More precisely, we pose the linearized

inverse statistical mechanics question: given a finite set of spherical harmonics, can we

construct an interaction potential that possesses exactly these instabilities? The main result

of this chapter provides a simple, closed form solution to this problem. Figure 3.1 illustrates

the success of this approach to produce intricate, self-organized patterns: a true soccer ball

results from the instability of a mode 6 spherical harmonic that we explicitly build into the

interaction potential.

The rest of the chapter proceeds as follows: we review the stability conditions from

chapter 2 and other necessary background material in § 3.1; we construct potentials that

possess a single instability of odd degree in § 3.2 and of even degree in § 3.3; in § 3.4 we

combine the previous two sections to construct potentials that exhibit any arbitrary specified

number of instabilities; we conclude by providing several numerical examples of simulated

ground states from our constructed potentials in § 3.5.

3.1 Preliminaries

Before addressing our main task, we first recall the relevant aspects from the linear theory.

We shall refer to the function g : R+ → R as the interaction kernel that governs the motion

of the particles. Formally, a given interaction kernel admits a uniform density 2-sphere of
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Figure 3.1: Left: a “soccer ball” minimizer to the discrete minimization (1.1), computed by

solving (1.2) directly to steady state. Right: approximation of the steady state using the

linear theory [71] for spherical solutions to the continuum model (1.3).

radius R > 0 as a steady state solution to (1.3) if and only if R satisfies the following radius

condition:

0 =

∫ 1

−1

g(R2(1− s))(1− s) ds. (3.1)

For a given R satisfying (3.1), we showed in the previous chapter that one can determine the

linear stability of the corresponding spherical solution by examining a countable sequence of

decoupled, scalar eigenvalue problems. For notational convenience in stating the eigenvalue

problems, we shall frequently refer to the following auxiliary quantities that R, g and its

derivative gs(s) =
dg
ds

fully determine:

g1(s) := R2gs(R
2(1− s))(1− s)2 − g(R2(1− s))s,

g2(s) := g(R2(1− s))(1− s)

dg3
ds

(s) := −R2g(R2(1− s))

α :=

∫ 1

−1

[
g(R2(1− s)) +R2gs(R

2(1− s))(1− s)2
]
ds (3.2)
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Additionally, for an integer l ≥ 0 and a function f ∈ L1([−1, 1]), we shall need to reference

the quantity

λl(f) :=

∫ 1

−1

f(s)Pl(s) ds, (3.3)

where Pl(s) denotes the Legendre polynomial of degree l normalized to Pl(1) = 1; the

quantity λl(f) is closely related to the expansion of f in terms of Legendre polynomials.

With these definitions in hand, the decoupled series of scalar eigenvalue problems

λ

c1
c2

 =

α + λl(g1) l(l + 1)λl(g2)

λl(g2)
l(l+1)
R2 λl(g3)

c1
c2

 := Ωl(g)

c1
c2

 (3.4)

completely characterize the local stability of a uniform sphere solution; all that remains is

to verify that the eigenvalues of Ωl(g) have the appropriate sign.

To simplify this task, we make two observations that come immediately from (3.4). First

is that the two modes l = 0 and l = 1 necessarily have a zero eigenvalue. Indeed, for l = 0

we find that

λ0(g2) =

∫ 1

−1

g(R2(1− s))(1− s) ds = 0

by the radius condition (3.1), so that

Ω0(g) =

α + λ0(g1) 0

0 0

 .

We therefore demand negativity of the remaining non-zero eigenvalue, α+ λ0(g1), to ensure

stability with respect to mode-zero perturbations. For this, we substitute directly from the

definition of g1 to compute

α + λ0(g1) =

∫ 1

−1

[g
(
R2(1− s)

)
(1− s)− d

ds

(
g(R2(1− s))

)
(1− s)2]ds = 4g(2R2),

which follows from integration by parts and the radius condition. We conclude the sphere is

stable with respect to mode-zero perturbations when g(2R2) < 0. For l = 1, we have from the

definitions above that λ1(g2) =
∫ 1

−1
g(R2(1−s))(s−s2)ds. By applying the radius condition,∫ 1

−1
g(R2(1− s))ds =

∫ 1

−1
g(R2(1− s))sds, so in fact λ1(g2) =

∫ 1

−1
g(R2(1− s))(1− s2)ds. An
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integration by parts and another application of the radius condition then combine to show

α+ λ1(g1) =

∫ 1

−1

[
g(R2(1− s))(1− s2)− d

ds
(g(R2(1− s)))(1− s)2(1 + s)ds

]
=

−2

∫ 1

−1

g(R2(1− s))(1− s2)ds.

Also, as λ1(g3) = −
∫ 1

−1
g3(s)

d
ds
(1−s2

2
)ds we integrate by parts to find λ1(g3) = −R2

2

∫ 1

−1
g(R2(1−

s))(1− s2)ds. Combining these calculations shows that

Ω1(g) =

−2C 2C

C −C

 ,

where C :=
∫ 1

−1
g(1− s)(1− s2)ds. Therefore, the sphere is stable with respect to mode-one

perturbations when C > 0. Second, while modes l ≥ 2 do not necessarily have zero eigenval-

ues, we observe that the form of Ωl(g) dictates the sphere is stable to mode-l perturbations

when the following stability conditions

(i) λl(g3) < 0 (ii) α+ λl(g1) < 0

(iii) λl(g3)(α + λl(g1)) > R2 [λl(g2)]
2 (3.5)

simultaneously hold for all l ≥ 2. We summarize these results in theorem 3.1.1.

Theorem 3.1.1. Consider an interaction kernel g(s) : R+ → R and a radius R satisfying

(3.1). (a) If g(2R2) < 0,
∫ 1

−1
g(R2(1− s))(1− s2) ds > 0 and (i− iii) in (3.5) hold ∀ l ≥ 2,

then the sphere of radius R is stable; (b) if (i), (ii) or (iii) fails with strict inequality for some

l ≥ 2, then mode l is unstable.

This characterization of stability furnishes a straightforward path to construct interac-

tion kernels with arbitrary instabilities. We shall ensure (iii) fails for the desired modes,

while ensuring that part (a) continues to hold for all remaining modes. The genesis of our

construction lies with a useful identity that expresses powers in terms of positive sums of

Legendre polynomials. For integers n ≥ 0, we have

s2n =
n∑

l=0

{
22l+1 (2n)!(n+ l)!

(n− l)!(2(n+ l) + 1)!

}
P2l(s)

||P2l||20
,

s2n+1 =
n∑

l=0

{
22l+2 (2n+ 1)!(n+ l + 1)!

(n− l)!(2(n+ l + 1) + 1)!

}
P2l+1(s)

||P2l+1||20
. (3.6)
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Here, ||f ||20 denotes the L2([−1, 1]) norm of f , so that we may read off λ2l(s
2n) and λ2l+1(s

2n+1)

directly from (3.6) as the quantities between braces. To destabilize exactly one mode, the

formula (3.6) suggests an interaction kernel of the form g(s) = pn−1(1− s)− (1− s)n, where

pn−1(1 − s) denotes a polynomial of degree n − 1 in the variable (1 − s). Provided R = 1,

we can then calculate using (3.2) and the fact that λn+1(s
m) = 0, for m ≤ n at least, that

(n + 1)λn+1(g3) = λn+1(s
n+1) > 0. From theorem 3.1.1 (b), mode n + 1 is unstable for any

choice of pn−1. In particular, we can choose pn−1 so that R = 1 and all modes l ≤ n are

stable. For modes l ≥ n + 2, we again conclude from the definition of Ωl and the fact that

λl(s
m) = 0 for l > m that

Ωl(g) = diag(α, 0).

If we also choose pn−1 so that α < 0, we may simply add any arbitrarily small, negative-

definite perturbation to stabilize the remaining modes l > m.

The main difficulty lies in choosing pn−1(s) appropriately to meet these two requirements.

This is the content of theorems 3.2.1 and 3.3.1; sections 3 and 4 provide their respective

proofs. In the construction, we shall make great use of the ratios of the coefficients (3.6).

For consecutive values of n, if n ≥ 1 and l ≤ n− 1 then

R2n,2l :=
λ2l(s

2n)

λ2l(s2n−2)
=

n(2n− 1)

(n− l)(2n+ 2l + 1)
,

R2n+1,2l+1 :=
λ2l+1(s

2n+1)

λ2l+1(s2n−1)
=

n(2n+ 1)

(n− l)(2n+ 2l + 3)
. (3.7)

On the other hand, for consecutive values of l, if 1 ≤ l ≤ n then

λ2l(s
2n)

λ2l−2(s2n)
=

n− l + 1

n+ l + 1/2

λ2l+1(s
2n+1)

λ2l−1(s2n+1)
=

n− l + 1

n+ l + 3/2
. (3.8)

Therefore, from (3.8) we have that

λ2l(s
2n) = λ2l−2(s

2n)

[
1− 4l − 1

2n+ 2l + 1

]
λ2l+1(s

2n+1) = λ2l−1(s
2n+1)

[
1− 4l + 1

2n+ 2l + 3

]
, (3.9)
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so λ2l and λ2l+1 decrease as l increases. We also need explicit bounds for specific values of l,

in particular that

λ2l(s
2n) ≤ λ2(s

2n) =
4n

(2n+ 1)(2n+ 3)
,

λ2l+1(s
2n+1) ≤ λ3(s

2n+1) =
4n

(2n+ 3)(2n+ 5)
. (3.10)

By greatly leveraging these formulas, we will prove that a simple choice for pn−1(1− s) has

the desired properties.

Theorem 3.1.3 provides the last ingredient in our construction, in that it furnishes a

family of the required negative-definite perturbations. The family of interaction kernels take

the form of shifted inverse powers, g(s) = s−p − µ for 0 < p ≤ 1
2
. To yield the unit sphere as

a steady state we find µ must satisfy

2µ =

∫ 1

−1

(1− s)1−p ds =
22−p

2− p
. (3.11)

After recalling a useful lemma from the previous chapter that allows us to calculate coeffi-

cients for inverse powers, we proceed to state and prove theorem 3.1.3.

Lemma 3.1.2. Let p > −1. Then

λl((1− s)p) = −2p+1 sin(πp)Γ
2(p+ 1)Γ(l − p)

πΓ(l + p+ 2)
.

Theorem 3.1.3. Let g(s) = s−p − µ with 0 < p ≤ 1
2
and µ satisfy (3.11). Then the unit

sphere solution is stable.

Proof. For l = 0 we require g(2) < 0, which holds as g(2) = 2−p − 21−p(2− p)−1 and p > 0.

For l = 1 we require
∫ 1

−1
g(1− s)(1− s2) ds > 0. By direct computation,∫ 1

−1

g(1− s)(1− s2) ds = 23−p

(
2

3(2− p)
− 1

3− p

)
> 0

as desired. For l ≥ 2, we first compute the auxiliary quantities

g1(s) = (1− p)(1− s)1−p − (1− s)−p + µs, g2(s) = (1− s)1−p − µ(1− s),

α = 21−p

(
2 +

1

1− p
− 6

2− p

)
, g3(s) =

(1− s)1−p

1− p
+ µs.
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By lemma 3.1.2, when l ≥ 2 we have

λl(g3) = −22−p sin(π(1− p))Γ2(2− p)Γ(l + p− 1)

π(1− p)Γ(l + 3− p)

λl(g1) = (1− p)2λl(g3)−
21−p sin(πp)Γ2(1− p)Γ(l + p)

πΓ(l + 2− p)
,

and λl(g2) = (1− p)λl(g3). Clearly, (i) holds. As α ≤ 0, (ii) holds as well. Finally, from the

fact (α + λl(g1))(λl(g3)) > (1 − p)2[λl(g3)]
2 = [λl(g2)]

2, we see (iii) holds and the sphere is

therefore stable.

The next two sections constitute the most difficult aspect of our solution to the linearized

inverse statistical mechanics problem. The tedious, technical proofs of theorems 3.2.1 and

3.3.1 do not provide any new insight outside of the statement of the theorems themselves.

The uninterested reader may comfortably skip them, and proceed directly to § 3.4.

3.2 An Unstable Odd Mode

We address first the problem of destabilizing a single odd mode 2n + 1 for n ≥ 1. We shall

use an interaction kernel of the form g(1− s) = c0(1+3s)+ c−2s
2n−2+ c−1s

2n−1− s2n. First,

we enforce that R = 1. From (3.1) we need
∫ 1

−1
g(1 − s)(1 − s)ds = 0, which necessitates

c−2 =
2n−1
2n+1

(1 + c−1). We then have that

λ2n+1(g3) =
λ2n+1(s

2n+1)

2n+ 1
> 0

by (3.6). Therefore, mode 2n+ 1 is unstable as claimed, independent of c0 and c−1.

The difficulty now lies in choosing the coefficients c0 and c−1 to stabilize all modes l ≤ 2n.

We therefore devote the remainder of this section to proving

Theorem 3.2.1. Let g(s) = c0(1+3(1−s))+ 2n−1
2n+1

(1+c−1)(1−s)2n−2+c−1(1−s)2n−1−(1−s)2n

for n ≥ 1. Then for any c0, c−1 satisfying

c−1 > n− 1

2
, c0 >

3c−1

2n+ 1
, (3.12)

g(s) exhibits a pure mode 2n + 1 instability: all modes l ≤ 2n are stable, while Ωl(g) =

diag(α, 0) for α < 0 and all l > 2n+ 1.
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sm α g1 g2 g3

m = 0 −6c0 − 8+6c−1

2n+1
−3c0 c0 0

m = 1 0 5c0 2c0 −c0

m = 2 0 −6c0 −3c0 −3c0
2

m = 2n− 3 0 −c−2(2n− 2) 0 0

m = 2n− 2 0 2(2n−1)(2n−2)+c−1(2n−1)(2n−5)
2n+1

c−2 0

m = 2n− 1 0 6n−1−c−1(2n−1)(2n+3)
2n+1

2c−1−(2n−1)
2n+1

−1+c−1

2n+1

m = 2n 0 −4n− 2nc−1 −(1 + c−1) − c−1

2n

m = 2n+ 1 0 2n+ 1 1 1
2n+1

Table 3.1: Coefficients of the auxiliary quantities (3.2) when using a kernel of the form in

theorem 3.2.1.

For l = 0, the stability condition reads g(2) < 0. This gives −2c0 − 2(1+c−1)
2n+1

< 0, which

holds due to positivity of the coefficients c0 and c−1. For l = 1, we verify
∫ 1

−1
g(1 − s)(1 −

s2)ds > 0 directly. After simplifying, this reads

2c0
3

+
(1 + c−1)

2n+ 1

(
1− 2n− 1

2n+ 1

)
>

(
1

2n+ 1
− 1

2n+ 3

)
which again holds due to the positivity of c0 and c−1. For l ≥ 2, we first compute the

auxiliary quantities in terms of powers sm for 0 ≤ m ≤ 2n + 1. Table 3.1 summarizes the

coefficients. Next, we verify conditions (i-iii) in (3.5) hold under the requirements (3.12).

Condition (i)

For even modes 2 ≤ 2l ≤ 2n, we check λ2l(g3) ≤ − c−1

2n
λ2l(s

2n) < 0 due to the positivity of

the coefficients in (3.6) and as c−1 > 0. For odd modes 3 ≤ 2l + 1 ≤ 2n− 1, ∀l ≤ n− 1 we

must have

(1 + c−1)λ2l+1(s
2n−1) > λ2l+1(s

2n+1) ⇔ n(2n+ 1)

(n− l)(2n+ 2l + 3)
< (1 + c−1)
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by using (3.7). As l = n− 1 is the most restrictive case, c−1 must therefore satisfy

(1 + c−1) >
n(2n+ 1)

4n+ 1
,

which holds due to (3.12).

Condition (ii)

To show that (ii) holds for all l ≥ 2 under the hypothesis (3.12), we first prove two lemmas

that establish bounds from above on λ2l(g1) and λ2l+1(g1).

Lemma 3.2.2. Let 3 ≤ 2l + 1 ≤ 2n− 1 and c0, c−1 satisfy (3.12). Then λ2l+1(g1) ≤ 6c−1+8
2n+1

.

Proof. Write (2n+ 1)λ2l+1(g1) = c−1I2l+1 + J2l+1, where from Table 3.1

I2l+1 = (2n− 1)(2n+ 3)λ2l+1(s
2n−1)− (2n− 1)(2n− 2)λ2l+1(s

2n−3),

J2l+1 = (2n+ 1)2λ2l+1(s
2n+1) + (6n− 1)λ2l+1(s

2n−1)−

(2n− 1)(2n− 2)λ2l+1(s
2n−3),

for 1 ≤ l ≤ n− 2, whereas

I2n−1 = (2n− 1)(2n+ 3)λ2n−1(s
2n−1),

J2n−1 = (2n+ 1)2λ2n−1(s
2n+1) + (6n− 1)λ2n−1(s

2n−1).

Using (3.9) gives that, for 3 ≤ 2l − 1 ≤ 2n− 3,

I2l+1 =(2n− 1)(2n+ 3)λ2l−1(s
2n−1)

[
1− 4l + 1

2n+ 2l + 1

]
−

(2n− 1)(2n− 2)λ2l−1(s
2n−3)

[
1− 4l + 1

2n+ 2l − 1

]

⇒ I2l+1 = I2l−1−
(2n− 1)(2n+ 3)(4l + 1)

2n+ 2l + 1
λ2l−1(s

2n−1)+

(2n− 1)(2n− 2)(4l + 1)

2n+ 2l − 1
λ2l−1(s

2n−3).
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Recalling (3.7),

I2l+1 = I2l−1−

(2n− 1)(4l + 1)λ2l−1(s
2n−3)

[
λ2l−1(s

2n−1)(2n+ 3)

λ2l−1(s2n−3)(2n+ 2l + 1)
− (2n− 2)

2n+ 2l − 1

]
=

I2l−1 −
(2n− 1)(4l + 1)

(2n+ 2l − 1)
λ2l−1(s

2n−3)

[
(n− 1)(2n− 1)(2n+ 3)

(n− l)(2n+ 2l + 1)
− (2n− 2)

]
.

As (n− l)(2n+2l+1) decreases in l, I2l+1 < I2l−1 ≤ I3 when l ≥ 2 if (n−1)(2n−1)(2n+3) ≥

(2n− 2)(n− 2)(2n+ 5), which holds for the non-vacuous values n ≥ 4.

In a similar fashion, using (3.8)

J2l+1 = J2l−1 + (4l + 1)

[
(2n− 1)(2n− 2)λ2l−1(s

2n−3)

2n+ 2l − 1
− (2n+ 1)2λ2l−1(s

2n+1)

2n+ 2l + 3
−

(6n− 1)λ2l−1(s
2n−1)

2n+ 2l + 1

]
.

Substituting from (3.7),

J2l+1 = J2l−1+
(4l + 1)(n− 1)(2n− 1)λ2l−1(s

2n−3)

(2n+ 2l − 1)(2n+ 2l + 1)
[2(2n+ 2l + 1)−

n(2n+ 1)3

(n− l)(n− l + 1)(2n+ 2l + 3)
− (6n− 1)

(n− l)

]
.

Therefore, we may conclude J2l+1 < J2l−1 ≤ J3 if 2 <
n(2n+1)3

(n−l)(n−l+1)(2n+2l+3)(2n+2l+1)
+ (6n−1)

(n−l)(2n+2l+1)

for all l ≥ 2. We once again have that the right hand side increases with l, so that setting

l = 2 we find it necessary that 2 < n(2n+1)3

(n−2)(n−1)(2n+7)(2n+5)
+ (6n−1)

(n−2)(2n+5)
, which holds as well

when n ≥ 4.

Consequently, (2n+ 1)λ2l+1(g1) ≤ (2n+ 1)λ3(g1) when 3 ≤ 2l + 1 ≤ 2n− 3. Computing

I3 from (3.10) gives

I3 =(2n− 1)(2n+ 3)λ3(s
2n−1)− (2n− 1)(2n− 2)λ3(s

2n−3) =

− 4(n− 1)

2n+ 1
[2(n− 2)− (2n− 1)] =

12(n− 1)

2n+ 1
< 6.

Similarly, J3 = 4n(2n+1)2

(2n+3)(2n+5)
+ 4(n−1)(6n−1)

(2n+1)(2n+3)
− 2(n−1)4(n−2)

(2n+1)
, so that J3 > 8 ⇔ 98n + 85 > 0.

This demonstrates the claim for the cases 3 ≤ 2l + 1 ≤ 2n − 3. For the remaining case
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2l + 1 = 2n− 1 ≥ 3, using (3.6) the requirements I2n−1 < 6 and J2n−1 < 8 read

6 > 21−2n

√
πΓ(2n)(2n− 1)(2n+ 3)

Γ(2n+ 1
2
)

,

8 > 21−2n

√
πΓ(2n)

Γ(2n+ 1
2
)

[
n(2n+ 1)3(4n+ 1)−1 + (6n− 1)

]
respectively. As n ≥ 2, I2n−1 and J2n−1 decrease with n, it suffices to calculate that

6 > 2−321
√
πΓ(4)

Γ(9
2
)

, 8 > 2−3

√
πΓ(4)

Γ(9
2
)

[
349

9

]
.

Lemma 3.2.3. Let 2 ≤ l ≤ 2n and c0, c−1 satisfy (3.12). Then λ2l(g1) < 0.

Proof. Decompose (2n+ 1)λ2l(g1) = J2l + c−1I2l − 6c0λ2l(s
2), where for 1 ≤ l ≤ n− 1

I2l = (2n− 1)(2n− 5)λ2l(s
2n−2)− 2n(2n+ 1)λ2l(s

2n),

J2l = 2(2n− 1)(2n− 2)λ2l(s
2n−2)− 4n(2n+ 1)λ2l(s

2n)

while

I2n = −2n(2n+ 1)λ2n(s
2n), J2n = −4n(2n+ 1)λ2n(s

2n).

Using (3.7), J2l < 0 and I2l < 0 when 2 ≤ l ≤ 2n follows from a straightforward verification.

To complete the task at hand for odd modes, as α = −6c0 − 8+6c−1

2n+1
, by lemma 3.2.2

α + λ2l+1(g1) < −6c0. For the even modes, lemma 3.2.3 shows α + λ2l(g1) < α < 0 holds

under (3.12).

Condition (iii)

To verify (iii) for the odd modes 3 ≤ 2l+1 ≤ 2n−1, by lemma 3.2.2 we have α+λ2l+1(g1) <

−6c0. From Table 3.1,

λ2l+1(g2) = λ2l+1(s
2n−1)(R2n+1,2l+1 +

2c−1 − (2n− 1)

2n+ 1
),

λ2l+1(g3) =
λ2l+1(s

2n−1)

2n+ 1
(R2n+1,2l+1 − (1 + c−1)),

48



with R2n+1,2l+1 denoting the ratio (3.7). For 3 ≤ 2l + 1 ≤ 2n − 1 it therefore suffices to

demonstrate

6c0 ((1 + c−1) −R2n+1,2l+1) >

λ2l+1(s
2n−1)(2n+ 1)

(
R2n+1,2l+1 +

2c−1 − (2n− 1)

2n+ 1

)2

. (3.13)

Under the hypothesis (3.12), the quantity in parentheses on the left hand side dominates the

quantity in parentheses on the right hand side. Therefore, the inequality

6c0 > λ2l+1(s
2n−1)(2n+ 1)

(
R2n+1,2l+1 +

2c−1 − (2n− 1)

2n+ 1

)
implies (3.13). Simplifying the right hand side then gives

6c0 > (2n+ 1)(λ2l+1(s
2n+1) +

2c−1 − (2n− 1)

2n+ 1
λ2l+1(s

2n−1)).

As the right hand side increases with l, we set l = 1 to discover a sufficient bound on c0,

that

6c0 > (2n+ 1)(λ3(s
2n+1) +

2c−1 − (2n− 1)

2n+ 1
λ3(s

2n−1)).

Computing this directly using (3.10) shows that, due to (3.12),

(2n+ 1)(λ3(s
2n+1) +

2c−1 − (2n− 1)

2n+ 1
λ3(s

2n−1)) <
18c−1

2n+ 1
< 6c0 (3.14)

as desired.

For the even modes 2 ≤ 2l ≤ 2n− 2, by lemma 3.2.3 α+ λ2l(g1) ≤ α = −(6c0 +
8+6c−1

2n+1
).

From Table 3.1, compute

λ2l(g2) = (1 + c−1)

(
2n− 1

2n+ 1
λ2l(s

2n−2)− λ2l(s
2n)

)
λ2l(g3) = −c−1λ2l(s

2n)

2n
.

It is enough therefore to show

c−1(8 + 6c−1 + 6(2n+ 1)c0)

2n(2n+ 1)
> (1 + c−1)

2

(
2n− 1

2n+ 1
R−1

2n,2l − 1

)2

λ2l(s
2n). (3.15)

As |2n−1
2n+1

R−1
2n,2l − 1| ≤ 1 for n ≥ 1, the inequality

c−1(8 + 6c−1 + 6(2n+ 1)c0)

2n(2n+ 1)
> (1 + c−1)

2

∣∣∣∣2n− 1

2n+ 1
λ2l(s

2n−2)− λ2l(s
2n)

∣∣∣∣
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in fact implies (3.15). As

2n+ 3

2n
λ2l(s

2n)− 2n− 1

2n+ 1
λ2l(s

2n−2) > λ2l(s
2n)− 2n− 1

2n+ 1
λ2l(s

2n−2) > 0

and decreases with l, we again set l = 1 to discover a sufficient bound, that

c−1(8 + 6c−1 + 6(2n+ 1)c0)

2n(2n+ 1)
>

(1 + c−1)
2

(
2n+ 3

2n
λ2(s

2n)− 2n− 1

2n+ 1
λ2(s

2n−2)

)
=

6(1 + c−1)
2

(2n+ 1)2
. (3.16)

After simplifying, we find that (3.16) holds when (3.12) does. For the remaining even mode

l = 2n, as λ2n(g1) < 0 it suffices to demonstrate

c−1(8 + 6c−1 + 6(2n+ 1)c0)

2n(2n+ 1)
> (1 + c−1)

2λ2n(s
2n).

As λ2n(s
2n) ≤ 2

2n(2n+1)
when n ≥ 1, this holds under the hypothesis (3.12). This completes

the proof of theorem 3.2.1.

3.3 An Unstable Even Mode

We now turn to the problem of destabilizing an even mode 2n+ 2 for n ∈ N. We utilize an

interaction kernel of the form g(1−s) = c0(1+3s)+c−2s
2n−1+c−1s

2n− 2n+3
2n+1

s2n+1. Enforcing

R = 1 shows c−2 = 1 + c−1. We then have

λ2n+2(g3) =
2n+ 3

(2n+ 1)(2n+ 2)
λ2n+2(s

2n+2) > 0

by (3.6). As before, mode 2n+ 2 is unstable independently of the choices of c0, c−1.

We now turn our attention to establishing

Theorem 3.3.1. Let g(s) = c0(1+3(1−s))+(1+c−1)(1−s)2n−1+c−1(1−s)2n− 2n+3
2n+1

(1−s)2n+1

for n ≥ 1. Then for all c0, c−1 such that

c−1 > n+
1

2
, c0 >

4c−1

2n+ 1
, (3.17)

g(s) exhibits a pure mode 2n+ 2 instability.
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sm α g1 g2 g3

m = 0 −6c0 +
8+2c−1

2n+1
−3c0 c0 0

m = 1 0 5c0 2c0 −c0

m = 2 0 −6c0 −3c0 −3c0
2

m = 2n− 2 0 −c−2(2n− 1) 0 0

m = 2n− 1 0 (2n− 2)c−1 + 2(2n− 1) c−2 0

m = 2n 0 2nc−1 + 3 −1 −1+c−1

2n

m = 2n+ 1 0 −2(2n+ 3)− (2n+ 1)c−1 −c−1 − 2n+3
2n+1

− c−1

2n+1

m = 2n+ 2 0 (2n+2)(2n+3)
2n+1

2n+3
2n+1

2n+3
(2n+1)(2n+2)

Table 3.2: Coefficients of the auxiliary quantities (3.2) when using a kernel of the form in

theorem 3.3.1.

For l = 0, as g(2) = −2c0 +
2

2n+1
and c0 >

1
2n+1

we have stability of mode l = 0. For

l = 1, we need 0 <
∫ 1

−1
g(1 − s)(1 − s2) ds = c0

∫ 1

−1
(1 − s2)ds + c−1

∫ 1

−1
s2n(1 − s2), which

holds trivially as c0, c−1 > 0. For l ≥ 2, we compute the auxiliary quantities in terms of

powers sm for 0 ≤ m ≤ 2n+ 2 and summarize the results in Table 3.2. We now verify that

(i-iii) in (3.5) hold for l ≥ 2 under the requirement (3.17).

Condition (i)

For odd modes 3 ≤ 2l + 1 ≤ 2n+ 1 we check λ2l+1(g3) = − c−1

2n+1
λ2l+1(s

2n+1) < 0 as c−1 > 0.

Because l = n is the most restrictive case for the even modes 2 ≤ 2l ≤ 2n, it suffices to have

2n+ 3

(2n+ 1)(2n+ 2)
λ2l(s

2n+2) <
1 + c−1

2n
λ2l(s

2n) ⇔ (1 + c−1) >
n(2n+ 3)

4n+ 3
,

by using (3.7), which holds due to (3.17).
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Condition (ii)

To demonstrate (ii), as in the odd case, we first establish two lemmas that provide upper

bounds for λ2l(g1) and λ2l+1(g1).

Lemma 3.3.2. Let 2 ≤ 2l ≤ 2n and c0, c−1 satisfy (3.17). Then λ2l(g1) ≤ 4c−1+8
2n+1

.

Proof. Write λ2l(g1) + 3c−1λ2l(s
2n) = c−1I2l + J2l, where I2l = (2n + 3)λ2l(s

2n) − (2n −

1)λ2l(s
2n−2) and J2l =

(2n+3)(2n+2)
(2n+1)

λ2l(s
2n+2) + 3λ2l(s

2n) − (2n − 1)λ2l(s
2n−2). Using (3.8),

when 2 ≤ 2l − 2 ≤ 2n− 2

I2l = I2l−2 + (4l − 1)

[
(2n− 1)λ2l−2(s

2n−2)

2n+ 2l − 1
− (2n+ 3)λ2l−2(s

2n)

2n+ 2l + 1

]
.

By (3.7), the quantity in brackets is negative in the relevant cases, so that I2l < I2l−2 ≤ I2.

Similarly, we have that

J2l = J2l−2 + (4l − 1)

[
(2n− 1)λ2l−2(s

2n−2)

2n+ 2l − 1
− 3λ2l−2(s

2n)

2n+ 2l + 1
−

(2n+ 2)(2n+ 3)λ2l−2(s
2n+2)

(2n+ 1)(2n+ 2l + 3)

]
.

To have J2l < J2l−2 ≤ J2 in the relevant cases, we therefore require that

1 <
3n

(n− l + 1)(2n+ 2l + 1)
+

n(n+ 1)(2n+ 2)(2n+ 3)

(n− l + 1)(n− l + 2)(2n+ 2l + 1)(2n+ 2l + 3)
.

As the right hand side increases with l, we set l = 2 and ask that (n− 1)(2n+ 5)(2n+ 7) <

3n(2n+ 7) + (n+ 1)(2n+ 2)(2n+ 3), or equivalently 26n+ 41 > 0.

Consequently, λ2l(g1) ≤ J2 + c−1I2 when 2 ≤ 2l ≤ 2n − 2. By direct computation from

(3.10), I2 = 4
2n+1

and J2 = 32(n+2)2−44
(2n+1)(2n+3)(2n+5)

≤ 8
2n+1

, which demonstrates the claim for the

cases 2 ≤ 2l ≤ 2n− 2. For the remaining case 2l = 2n ≥ 2, λ2n(g1) = J2n + c−1I2n where

I2n = 2nλ2n(s
2n) J2n =

[
(2n+ 2)(2n+ 3)

2n+ 1
R2n+2,2n + 3

]
λ2n(s

2n).

Maximizing these quantities over integers at n = 1 yields λ2n(g1) ≤ 2c−1+8
2n+1

.

Lemma 3.3.3. Let 3 ≤ 2l + 1 ≤ 2n+ 1 and c−1 > 0. Then λ2l+1(g1) < 0.

Proof. This follows exactly as in the proof of lemma 3.2.3.
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To complete the task at hand for even modes 2 ≤ 2l ≤ 2n. As α = −6c0 +
8+2c−1

2n+1
it

suffices to take 6c0 ≥ 16+6c−1

2n+1
, which proves less restrictive than (3.17). By lemma 3.3.3,

λ2l+1(g1) ≤ 0, so this suffices for the odd modes as well.

Condition (iii)

Lastly, we move to (iii). For the even modes 2 ≤ 2l ≤ 2n, by lemma 3.3.2 and Table 3.2

α+ λ2l(g1) ≤ −6c0 +
6c−1 + 16

2n+ 1

λ2l(g3) = λ2l(s
2n)

[
(2n+ 3)R2n+2,2l

(2n+ 2)(2n+ 1)
− 1 + c−1

2n

]
λ2l(g2) = λ2l(s

2n)

[
(2n+ 3)R2n+2,2l

2n+ 1
− 1

]
.

It is therefore adequate to show

(6c0 −
6c−1 + 16

2n+ 1
)

[
(1 + c−1)−

2n(2n+ 3)R2n+2,2l

(2n+ 2)(2n+ 1)

]
≥

2nλ2l(s
2n)

[
(2n+ 3)R2n+2,2l

2n+ 1
− 1

]2
. (3.18)

Due to (3.17), the quantity in brackets on the left hand dominates the (positive) quantity

in brackets on the right hand side. Therefore, the inequality

(6c0 −
6c−1 + 16

2n+ 1
) ≥ 2nλ2l(s

2n)

[
(2n+ 5)R2n+2,2l

2n+ 1
− 1

]
certainly implies (3.18). As the right hand side decreases with l, we set l = 1 to discover a

sufficient bound on c0, that

6c0 >
6c−1 + 16

2n+ 1
+ 2nλ2(s

2n)

[
(2n+ 5)R2n+2,2

2n+ 1
− 1

]
.

Computing this directly from (3.10) shows that indeed

6c0 >
24c−1

2n+ 1
>

6c−1 + 16

2n+ 1
+

8n

(2n+ 1)(2n+ 3)

as desired.
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For the odd modes 3 ≤ 2l+1 ≤ 2n−1, by lemma 3.3.3 α+λ2l+1(g1) ≤ α = −6c0+
8+2c−1

2n+1
.

From Table 3.2,

λ2l+1(g2) = λ2l+1(s
2n+1)

[
c−1(R

−1
2n+1,2l+1 − 1) +R−1

2n+1,2l+1 −
2n+ 3

2n+ 1

]
,

λ2l+1(g3) = −c−1λ2l+1(s
2n+1)

2n+ 1
,

so it suffices to demonstrate

(6c0−
8 + 2c−1

2n+ 1
)
c−1

2n+ 1
≥

λ2l+1(s
2n+1)

[
c−1(R

−1
2n+1,2l+1 − 1) +R−1

2n+1,2l+1 −
2n+ 3

2n+ 1

]2
. (3.19)

As
∣∣c−1(R

−1
2n+1,2l+1 − 1) +R−1

2n+1,2l+1 − 2n+3
2n+1

∣∣ ≤ 1 + c−1, the inequality

(6c0 −
8 + 2c−1

2n+ 1
)
c−1

2n+ 1
≥

(1 + c−1)

∣∣∣∣(1 + c−1)λ2l+1(s
2n−1)− (

2n+ 3

2n+ 1
+ c−1)λ2l+1(s

2n+1)

∣∣∣∣ .
implies (3.19). We have∣∣∣∣(1 + c−1)λ2l+1(s

2n−1)− (
2n+ 3

2n+ 1
+ c−1)λ2l+1(s

2n+1)

∣∣∣∣ <
(1 + c−1)

(
2n+ 5

2n+ 1
λ2l+1(s

2n+1)− λ2l+1(s
2n−1)

)
,

where the right hand side decreases with l. Setting l = 1, we discover a sufficient requirement

on c0, that

(6c0 −
8 + 2c−1

2n+ 1
)
c−1

2n+ 1
≥

(1 + c−1)
2

(
2n+ 5

2n+ 1
λ3(s

2n+1)− λ3(s
2n−1)

)
=

4(1 + c−1)
2

(2n+ 1)(2n+ 3)
.

After simplification, we obtain

6c0 ≥
6c−1 + 16

2n+ 1
+ (8 + 4c−1)

(
1

2n+ 3
− 1

2n+ 1

)
+

4

(2n+ 3)c−1

,

which proves less restrictive than (3.17). For the remaining odd mode l = 2n+ 1 we have

α+ λ2n+1(g1) ≤ −6c0 +
2c−1 + 8

2n+ 1

λ2n+1(g2) = −λ2n+1(s
2n+1)

[
c−1 +

2n+ 3

2n+ 1

]
,

λ2n+1(g3) = −c−1λ2l+1(s
2n+1)

2n+ 1
,
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so that we demonstrate

(6c0 −
8 + 2c−1

2n+ 1
)
c−1

2n+ 1
≥ λ2n+1(s

2n+1)

(
c−1 +

2n+ 3

2n+ 1

)2

.

But, if n ≥ 1 then λ2n+1(s
2n+1) ≤ 2

(2n+1)2
. Therefore, we conclude the proof of theorem 3.3.1

if

6c0 ≥
4c−1 + 8 + 4(2n+3

2n+1
) + 2

c−1

(
2n+3
2n+1

)2
2n+ 1

.

We find this holds due to (3.17).

3.4 Potentials with Arbitrary Instabilities

With theorems 3.1.3,3.2.1 and 3.3.1 established, we now have all the necessary ingredients

to construct interaction kernels that exhibit arbitrary instabilities. To illustrate the general

procedure, we first construct an interaction kernel with a single unstable mode. We take an

interaction kernel of the form g(s) = g2n+1(s) + ϵ1g
p(s) for a single odd mode 2n + 1. Here

g2n+1(s) denotes any degree 2n polynomial satisfying the hypotheses of theorem 3.2.1 and

gp(s) denotes any interaction kernel satisfying the hypotheses of theorem 3.1.3. The stability

condition for l = 0 reads g(2) < 0, which holds trivially when ϵ1 > 0 as both g2n+1(2) < 0

and gp(2) < 0. The stability condition for l = 1 holds trivially as well. Due to the linearity

of Ωl(g) in g, we find

Ωl(g) := Ωl(g
2n+1 + ϵ1g

p) = Ωl(g
2n+1) + ϵ1Ωl(g

p). (3.20)

As a consequence of theorem 3.2.1, Ωl(g
2n+1) has non-positive eigenvalues when l ≥ 2 and

l ̸= 2n+ 1, while Ωl(g
p) has strictly negative eigenvalues as a consequence of theorem 3.1.3.

Due to the column-scaled structure of Ωl(f) from (3.4), for any function f there exists

an orthonormal basis for R2 with respect to the inner product ⟨c⃗1, c⃗2⟩D = ⟨Dc⃗1, c⃗2⟩. Here

D = diag(1, l(l + 1)) and ⟨, ⟩ denotes the Euclidean inner-product on R2. Therefore Ωl(f)

has negative eigenvalues if and only if ⟨Dc⃗,Ωl(f)c⃗⟩ < 0 for all c⃗ ∈ R2. Taking the inner

product ⟨, ⟩D of (3.20) shows that Ωl(g) has only negative eigenvalues whenever 2 ≤ l and

l ̸= 2n + 1, provided ϵ1 > 0. Thus, the interaction kernel g(s) := g2n+1(s) + ϵ1g
p(s) has all
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modes l ̸= 2n+1 stable. To preserve the instability of mode 2n+1, we take ϵ1 small enough

to ensure the instability condition λ2n+1(g3) > 0. From the definitions of g2n+1, gp and g3

this reads as

ϵ1 <
(1− p)λ2n+1(s

2n+1)

|(2n+ 1)λ2n+1((1− s)1−p)|
=

(1− p)22n+pπΓ2(2n+ 2)Γ(2n+ 4− p)

(2n+ 1) sin(π(1− p))Γ2(2− p)Γ(2n+ p)Γ(4n+ 4)
, (3.21)

by a direct computation using (3.6) and lemma 3.1.2. Similarly, for an even mode the

interaction kernel g(s) = g2n+2(s) + ϵ1g
p(s) yields a single unstable mode 2n+ 2 provided

ϵ1 <
(2n+ 3)(1− p)22n+p+1πΓ2(2n+ 3)Γ(2n+ 5− p)

(2n+ 1)(2n+ 2) sin(π(1− p))Γ2(2− p)Γ(2n+ p+ 1)Γ(4n+ 6)
. (3.22)

To create an interaction kernel with precisely two unstable modes, say n1 and n2 with

n1 < n2, we let g(s) := 1
ϵ1
gn1(s) + 1

ϵ2
gn2(s) + gp(s) and attempt to choose ϵ1, ϵ2 > 0 in a

manner that preserves the instability of the modes n1 and n2. As before, g
ni(s) denotes the

appropriate degree ni−1 polynomial from theorem 3.2.1 or theorem 3.3.1, and gp(s) denotes a

stable sphere furnished from theorem 3.1.3. By linearity, g3(s) =
1
ϵ1
gn1
3 (s)+ 1

ϵ2
gn2
3 (s)+ gp3(s).

As the auxiliary quantity gn1
3 is a polynomial of degree n1 < n2, the coefficient λn2(g

n1
3 )

vanishes so the instability condition λn2(g3) > 0 reads as

ϵ2 <
(1− p)λn2(g

n2
3 )

|λn2((1− s)1−p)|
.

This takes the same form as (3.21) and (3.22). Therefore, for ϵ2 sufficiently small g(s)

exhibits a mode n2 instability. Having chosen ϵ2, we then select ϵ1 to satisfy the instability

condition for mode n1, i.e. that λn1(g3) > 0. This places the restriction on ϵ1 that

ϵ1 <
(1− p)λn1(g

n1
3 )

|λn1((1− s)1−p)|+ (1− p) 1
ϵ2
|λn1(g

n2
3 )|

.

For any such ϵ1, ϵ2 > 0, all modes l ∈ N \ {n1, n2} are stable by the same inner product

argument as in the single mode case.

Creating an interaction kernel with any finite number of unstable modes n1 < n2 < . . . <

nk follows the exact same procedure: we choose a positive linear combination of gni , 1 ≤ i ≤ k
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and gp in a manner that preserves the instability conditions λni
(g3) > 0 for all 1 ≤ i ≤ k.

The interaction kernel takes the form

g(s) =
k∑

i=1

1

ϵi
gni(s) + gp(s).

Beginning with ϵ1, we then inductively choose the coefficients to maintain λni
(g3) > 0 :

ϵi <
(1− p)λni

(gni)

|λni
((1− s)1−p)|+ (1− p)

∑k
j=i+1

1
ϵj
|λni

(gnj)|
.

This solves our linearized inverse statistical mechanics problem, yielding an interaction kernel

with exactly the specified instabilities.

3.5 Numerical Examples

The analytical framework provided by theorem 3.2.1, 3.3.1 and the construction in § 3.4

allows us to create pairwise potentials with arbitrary instabilities. This framework serves as

a powerful tool for investigating the minimizers of (1.1), and in this section we provide several

numerical examples of these constructions. In each of our simulations we compute steady

states of (1.2) using gradient descent, and end the simulation when the l∞ norm of (1.2) falls

below .001/N . Unless stated otherwise, initial conditions were randomly distributed on the

unit sphere. Also, as the maximal distance between any two particles in a computed steady

state does not exceed 2.1 and the conditions for stability only require values of the potential

V (s) for s ∈ [0, 2], we could redefine V (s) for s > 2.1 without affecting the validity of our

conclusions. While we do not do so here, this observation may prove useful for simulating

higher order even modes where the potential becomes repulsive in the far-field.

We begin with a numerical study of the kernels with a single unstable mode,

g2n+1(s) =c0(1 + 3(1− s)) +
2n− 1

2n+ 1
(1 + c−1)(1− s)2n−2+

c−1(1− s)2n−1 − (1− s)2n + ϵ

(
s−p − 21−p

2− p

)
,

g2n+2(s) =c0(1 + 3(1− s)) + (1 + c−1)(1− s)2n−1+

c−1(1− s)2n − 2n+ 3

2n+ 1
(1− s)2n+1 + ϵ

(
s−p − 21−p

2− p

)
,
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(a) Steady state with a

mode 3 instability

(b) Steady state with a

mode 4 instability

(c) Steady state with a

mode 5 instability

(d) Steady state with a

mode 6 instability

(e) Steady state with a

mode 7 instability

Figure 3.2: Steady states for potentials with a single unstable mode. The number of particles

N = 1000, and the color of a particle indicates its distance to the center of mass, i.e. the

origin.

for modes 3 through 7 with varying choices of the parameters (c0, c−1, p, ϵ). Figure 3.2 shows

the results for N = 1000; the color of a particle indicates its distance from the origin. We

plot the corresponding potentials dV
ds

:= −g(s) themselves in figure 3.3. We normalize each

potential to V (0) = 1 and plot the resulting function for s ∈ [0, 5
2
], as the distance between

any two particles in a given steady state falls well within this range. After normalization, the

potentials have some commonality: each is convex over the entire interval and possess a single

local minimum. However, as figure 3.2 demonstrates, the potentials produce vastly different

ground states despite this superficial similarity. Thus it is the linear theory from [71] that

provides a means of making rather subtle yet meaningful distinctions between potentials.

Next, we fix a particular unstable mode 6 potential with parameters (c0, c−1, p) = (2.5, 4, .25)
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Figure 3.3: Unstable mode 3-7 potentials V (s), plotted for s ∈ [0, 5
2
] and normalized to

V (0) = 1. Left— blue is the unstable mode 3 potential, green is the unstable mode 4 and

red is the unstable mode 5. Right— blue is the unstable mode 6 potential and green is the

unstable mode 7.

and investigate how the steady states vary with the parameter ϵ. We begin by taking the

previous value ϵ = 1.75 with random initial conditions as before, and solve (1.2) to steady

state with N = 300. We decrease ϵ by .1, begin the simulation again with the previous

steady state as an initial condition, and then repeat. Figure 3.4 displays the results after

iterating this procedure three times. The steady states for ϵ = 1.75 and ϵ = 1.65 appear

similar: particles concentrate along the same 5th degree spherical harmonic, and the parti-

cle density increases when ϵ decreases. An intramode bifurcation occurs as ϵ continues to

decrease; for ϵ = 1.55, a different spherical harmonic of the same degree appears. It persists

for ϵ = 1.45 with slightly denser groups of particles. The linear theory indicates that, in

principle, any 5th degree spherical harmonic could appear. However, this numerical study

suggests that this does not happen: when ϵ = 1.55, we begin with a given spherical harmonic

as an initial condition and find a different harmonic as the steady state. Instead, for a fixed

potential it appears that the steady state lies near the same 5th degree spherical harmonic

regardless of initial conditions. We find this behavior characterizes potentials with a single

unstable mode, in that intramode bifurcations occur as ϵ varies. The linear theory provides

no indication for which harmonic gets selected, and this remains an open problem.
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(a) ϵ = 1.75 (b) ϵ = 1.65 (c) ϵ = 1.55 (d) ϵ = 1.45

Figure 3.4: An unstable mode 5 potential for varying values of the ϵ parameter. An intramode

bifurcation occurs between figures (b) and (c).

Lastly, using the construction in § 3.4 we provide some examples of interaction kernels

that have multiple unstable modes. Specifically, we investigate a linear combination of the

mode 3 kernel and the mode 5 kernel from before,

g(s) =
1

ϵ
g3(s) + g5(s) + 1.75

(
s−1/4 − 23/4

1.75

)
,

g3(s) =
13

6
+

11

2
(1− s)− (1− s)2,

g5(s) = 2.5(1 + 3(1− s)) + 3(1− s)2 + 4(1− s)3 − (1− s)4.

Following § 3.4, for all ϵ > 0 we know that g(s) exhibits a mode 5 instability and a

mode 3 instability as well for all ϵ sufficiently small. Furthermore, g(s) exhibits only these

instabilities. We simulate as before: beginning with 1
ϵ
= 3.3, we allow the particles to reach

steady state, decrease 1
ϵ
by .1, and use the previous steady state as the new initial condition.

Figure 3.5 shows the resulting steady states for N = 300. Particles begin by concentrating

along a 3rd degree spherical harmonic. In a similar fashion to the previous example, at first

λ3(g3) > 0. As 1
ϵ
decreases λ3(g3) remains positive, yet an intramode bifurcation occurs

at 1
ϵ
= 3.2. Particles then continue to concentrate along this harmonic with decreasing

density until we observe another intramode bifurcation at 1
ϵ
= 2.8. In this case λ3(g3)

becomes negative but condition (iii) in theorem 3.1.1 fails, so the mode 3 instability persists.

Eventually an intermode bifurcation occurs at 1
ϵ
= 2.7, when mode 3 stabilizes. In these

remaining cases, a 5th degree spherical harmonic now visually dominates in the steady state

as opposed to a 3rd degree spherical harmonic.
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(a) 1
ϵ = 3.3 (b) 1

ϵ = 3.2 (c) 1
ϵ = 3.1 (d) 1

ϵ = 3.0

(e) 1
ϵ = 2.9 (f) 1

ϵ = 2.8 (g) 1
ϵ = 2.7 (h) 1

ϵ = 2.6

Figure 3.5: An unstable 3− 5 mixed mode potential for varying values of the 1
ϵ
parameter.

Intramode bifurcations occur between figures (a) and (b), then also between figures (e) and

(f). An intermode bifurcation occurs between figures (f) and (g).
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3.6 Discussion

This chapter both posed and solved the linearized inverse statistical mechanics problem:

given a finite number of instabilities, we provided explicit formulas for potentials with pre-

cisely those instabilities. This construction allowed us to design complex, spherical forma-

tions of particles that minimize the fully nonlinear problem (1.1). The patterns form as the

particles concentrate along one of the unstable spherical harmonics in the potential. In this

regard, our work here provides further support for the connection between linear instability

and pattern formation first uncovered in [71]. As the single mode examples indicate, the

linear theory proves capable of drawing subtle distinctions between potentials (see figure 3.3)

that result in readily observable consequences for the steady states (see figure 3.2), such as

intermode bifurcations. Moreover, the precise control over the instabilities afforded by § 3.4

allowed us to explore aspects of this connection that the linear theory leaves unanswered.

Principally, we gave numerical evidence that indicates only a single harmonic of the unstable

degree will appear for a given potential despite the fact that all harmonics of the same degree

are unstable. In other words, the linear theory does not provide a means for predicting in-

tramode bifurcations. The route to understanding these bifurcations therefore probably lies

in a weakly nonlinear analysis of spherical solutions. This remains an unanswered question

and a subject for future research.
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CHAPTER 4

Well-Posedness Theory

Whereas the previous chapters applied linear techniques to address nonlinear questions, this

chapter begins the extension of the linear theory to a nonlinear one. The most basic aspects of

the nonlinear theory concern the issues of existence and uniqueness for distribution solutions

to the aggregation equation

∂ρ

∂t
(y, t) + div(ρ(y, t)u(y, t)) = 0, y ∈ Rd, t ≥ 0,

u(y, t) =

∫
Rd

g

(
1

2
|y − z|2

)
(y − z) ρ(z, t) dz, (4.1)

where the density ρ concentrates on a co-dimension one manifold. We refer to these solutions

aggregation sheets. Our main aim lies in extending the linear well-posedness theory from

chapter 2 to the fully nonlinear problem. We therefore show that when the equation for the

sheet is linearly well-posed then the fully non-linear evolution is also well-posed locally in

time for the class of bi-Lipschitz surfaces. In other words, when the initial data Φ0(x) defines

a Lipschitz homeomorphism the fully non-linear problem is well-posed across the full range of

linearly well-posed kernels. Moreover, we show that if the initial sheet is in fact C1 then the

solution itself remains C1 as long as it remains Lipschitz. We then address issues regarding

continuation and global existence of solutions. We prove that a unique continutation exists

provided Φ and its inverse remain Lipschitz, and by explicit construction we show that finite

time singularities of each type of may occur. For kernels with an attractive singularity at the

origin, we generalize the results for L∞(Rd) [7] and general Lp(Rd) solutions [8] to (4.1) that

show finite time singularity occurs if and only if the kernel is Osgood. Finally, for a subclass

of the natural potentials studied in [14] [8] [7] we show that the solution exists globally when

the kernel has a repulsive singularity at the origin.
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To make our hypotheses on the interaction kernel g(s) for these results precise, we recall

that the linear theory from [71, 35] shows the solution Φ(x) ≡ Rx is linearly well-posed only

if

g
(
R2(1− s)

)
(1− s2)

d−3
2 ∈ L1([−1, 1]). (4.2)

For simplicity, we assume the kernel behaves as a power law, g(s) = O(sp), near the origin,

although our arguments apply in a more general context. The linear well-posedness condition

then enforces

p >
1− d

2
. (4.3)

This suggests the following assumptions on the interaction kernel:

Definition 4.0.1. Let g(s) : R+ → R. Then g(s) defines an admissible interaction

kernel if g ∈ C1(R+ \ {0}), and there exist constants C > 0, δ > 0, p > 1−d
2

such that

max{|g(s)|, |sg′(s)|} ≤ Csp ∀ s ∈ (0, δ). (4.4)

We shall demonstrate well-posedness of the IDE in the space C0,1(Sd−1) of Lipschitz

functions over the sphere Sd−1, where C0,1(Sd−1) has the usual norm

||Φ||C0,1 := max
Sd−1

|Φ(x)|+ Lip[Φ], Lip[Φ] := sup
x ̸=w

|Φ(x)− Φ(w)|
|x−w|

. (4.5)

To allow for the singularity in g(s) at zero, we restrict attention to initial data Φ0(x) lying

in the subset OM ⊂ C0,1(Sd−1) of all functions where both Lip[Φ] ≤M and Lip[Φ−1] ≤M ,

OM :=

{
Φ ∈ C0,1(Sd−1) :

1

M
≤ inf

x̸=w

|Φ(x)− Φ(w)|
|x−w|

≤ Lip[Φ] ≤M

}
. (4.6)

This class of initial data proves less restrictive than the requirements on initial data that

appear in related problems. As we enforce regularity in the kernel g(s) this allows us to

relax the regularity requirements on the initial sheet itself, and this makes our task some-

what easier. In particular, we need not assume any regularity in addition to boundedness of

derivatives along the sheet. Similar results for vortex patches [43, 44] require Hölder regular-

ity in derivatives, and results for the Birkhoff-Rott equation typically require analyticity [60]

or other additional regularity hypotheses [73]. Proving an existence result for more singular
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kernels, such as the Newtonian potential, would therefore require a different approach than

we adopt here, so we make no effort in this direction. Also in contrast to many studies on

the Birkhoff-Rott equation, we consider compact sheets instead of sheets homeomorphic to

the real line. This also causes our approach to demonstrating existence to differ to a large

extent.

The remainder of this chapter proceeds as follows: in section 2 we first establish the

necessary estimates on the nonlocal term in the IDE, and this allows us derive local existence

in section 3 using a modified version of simple Picard iteration; subsection 3.1 addresses issues

regarding differentiability of solutions and the final section addresses questions regarding the

long term behavior of solutions; we finish with some concluding remarks.

4.1 Elementary Properties and A-Priori Estimates

Like its co-dimension zero counterpart (4.1), solutions to the IDE (1.13) exhibit several

conserved quantities. Foremost, it formally expresses conservation of mass in that

Mρ :=

∫
Rd

ρ(x, t) ≡
∫
Sd−1

f0(x) dSd−1(x) (4.7)

for all time. Moreover, we have conservation of center of mass∫
Rd

xρ(x, t) =

∫
Sd−1

Φ(x, t) ≡
∫
Sd−1

Φ0(x), (4.8)

which we assume equals zero throughout the remainder of the chapter. Potential energy also

dissipates along solutions. Indeed, let V (s) denote a potential for the evolution, i.e. that

dV
ds

= −g(s), and define

EΦ(t) :=
1

2

∫
Sd−1×Sd−1

V

(
1

2
|Φ(x, t)− Φ(z, t)|2

)
f0(x)f0(z) dSd−1(x)dSd−1(z)

A simple calculation then formally yields

d

dt
EΦ(t) = −

∫
Sd−1

∣∣∣∣∂Φ∂t
∣∣∣∣2 . (4.9)

These statements can be readily justified using the arguments that follow.
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We begin by recalling a standard theorem that will prove useful on several occasions, i.e.

the Funk-Hecke formula for spherical harmonics [57]. Our desire to satisfying the integrability

hypothesis for the formula further motivates for the growth rate (4.3) on g(s) near the origin.

Theorem 4.1.1. (Funk-Hecke Theorem)

Let h(s)(1 − s2)
d−3
2 ∈ L1([−1, 1]). Then for any x ∈ Sd−1 and any spherical harmonic

Sl(x) of degree l,∫
Sd−1

h(⟨x,w⟩)Sl(w) dSd−1(w) =

vol(Sd−2)

(∫ 1

−1

h(s)(1− s2)
d−3
2 Pl,d(s) ds

)
Sl(x),

where Pl,d(s) denotes the Gegenbauer polynomial P
( d
2
−1)

l (s) from [62] normalized to Pl,d(1) =

1.

Before turning our attention to estimating the nonlocality in (1.13), we first illustrate

utilize theorem 4.1.1 to construct the simple but important class of exact spherical solutions

to (1.13). These solutions will later prove useful in determing how solutions to (1.13) behave

for large times.

Example 4.1.2. (Spherical Solutions) Let Φ(x, t) = R(t)x for R(t) > 0 and f0(w) ≡ 1.

Substituting this expression into (1.13) yields

dR

dt
x = R(t)

∫
Sd−1

g

(
R(t)2

2
|x−w|2

)
(x−w) dSd−1(w).

The facts that w is a spherical harmonic of degree one and that Pl,d(s) = s combine with the

Funk-Hecke theorem for l = 0, 1 to show

dR

dt
x = vol(Sd−2)R(t)

[∫ 1

−1

g
(
R(t)2(1− s)

)
(1− s)(1− s2)

d−3
2 ds

]
x.

Therefore Φ(x, t) = R(t)x defines a solution to (1.13) if R(t) solves the ordinary differential

equation
dR

dt
= vol(Sd−2)R(t)

∫ 1

−1

g
(
R(t)2(1− s)

)
(1− s)(1− s2)

d−3
2 ds. (4.10)
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The case l = 0 of theorem 4.1.1 also proves useful in establishing the following two

technical lemmas. Their proof constitutes the majority of the effort needed to establish

theorem 4.2.1, as they suffice to show the right hand side of (1.13) is locally Lipschitz in

C0(Sd−1). A combination of Picard iteration and a-posteriori estimates then yields the

theorem. The first lemma estimates expressions of the form

H(y) :=

∫
Sd−1

h

(
1

2
|y − Φ(w)|2

)
f0(w) dSd−1(w) (4.11)

for all y ∈ Rd, where we envision h(s) = g(s) or h(s) = sg′(s) so that h satisfies a hypothesis

similar to (4.4).

Lemma 4.1.3. Let h(s) : R+ → R be locally bounded away from zero, and suppose ∃K >

0, σ > 0, q > 1−d
2

with |h(s)| ≤ Ksq for all s ∈ (0, σ). If Φ(x) ∈ OM then

|H(y)| ≤ C(h, dy,M)||f0||L∞ .

The constant C depends only on h,M and dy := minx∈Sd−1 |y − Φ(x)|, and increases with

both dy and M .

Proof. Fix y ∈ Rd and decompose

H(y) =

∫
|y−Φ(w)|≥

√
2σ

+

∫
|y−Φ(w)|<

√
2σ

:= I + II.

Let x0 denote a minimizer of |y−Φ(x)| over x ∈ Sd−1, so that dy = |y−Φ(x0)|. Due to the

boundedness of h away from zero,

|I| ≤ vol(Sd−1)||h||L∞([σ,2M2+d2y])
||f0||L∞(Sd−1).

As for the second integral, the growth hypothesis on h near zero implies that

|II| ≤ K2−q||f0||L∞(Sd−1)

∫
Sd−1

|y − Φ(w)|2q dSd−1(w).

If q ≥ 0 then |II| ≤ K2−q||f0||L∞(Sd−1)(dy+2M)2qvol(Sd−1), so assume that q < 0. The facts

that |y − Φ(w)| ≥ 1
2
|Φ(x0) − Φ(w)| and that Φ−1 is Lipschitz with constant M suffice to

show

|II| ≤ K2−2q||f0||L∞(Sd−1)M
−2q

∫
Sd−1

(1− ⟨x0,w⟩)q dSd−1(w).
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As q + d−3
2
> −1, the case l = 0 of theorem 4.1.1 allows us to compute the last term,∫

Sd−1

(1− ⟨x0,w⟩)q dSd−1(w) = vol(Sd−2)

∫ 1

−1

(1− s)q(1− s2)
d−3
2 ds <∞.

The second lemma allows us to differentiate expressions of the form

vi
Φ(y) :=

∫
Sd−1

g

(
1

2
|y − Φ(w)|2

)
(yi − Φi(w))f0(w) dSd−1(w), (4.12)

for any y = (y1,y2, . . . ,yd)t ∈ Rd, where the subscript notation vi
Φ(y) indicates the possibly

changing dependence on Φ(x). A combination of both lemmas then establishes the required

properties of the right hand side of (1.13) as corollaries.

Lemma 4.1.4. Suppose g(s) defines an admissible kernel and f0 ∈ L∞(Sd−1). If Φ(x) ∈ OM

and Ψ(x) ∈ C0,1(Sd−1), then for fixed y ∈ Rd

d

dϵ

∫
Sd−1

g

(
1

2
|y − Φ(w)− ϵΨ(w)|2

)
(yi − Φi(w)− ϵΨi(w))f0(w) dSd−1(w) |ϵ=0

=−
∫
Sd−1

[
g

(
1

2
|y − Φ(w)|2

)
Ψi(w)

+g′
(
1

2
|y − Φ(w)|2

)
⟨y − Φ(w),Ψ(w)⟩ (yi − Φi(w))

]
f0(w) dSd−1(w).

Proof. For fixed 1 ≤ i ≤ d and y ∈ Rd consider the quantity

vi
Φ+ϵΨ(y)− vi

Φ(y)

ϵ
=

1

ϵ

∫
Sd−1

g

(
1

2
|y − Φ(w)− ϵΨ(w)|2

)
(yi − Φi(w)− ϵΨi(w))f0(w) dSd−1(w)−

1

ϵ

∫
Sd−1

g

(
1

2
|y − Φ(w)|2

)
(yi − Φi(w))f0(w) dSd−1(w).

Let gϵ denote the integrand. As g is differentiable away from zero and Φ is one-to-one it

follows that

gϵ → −
[
g

(
1

2
|y − Φ(w)|2

)
Ψi(w)+

g′
(
1

2
|y − Φ(w)|2

)
⟨y − Φ(w),Ψ(w)⟩ (yi − Φi(w))

]
f0(w)
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for almost every w ∈ Sd−1. The aim thus becomes to conclude that in fact∫
Sd−1

gϵ → −
∫
Sd−1

[
g

(
1

2
|y − Φ(w)|2

)
Ψi(w)+

g′
(
1

2
|y − Φ(w)|2

)
⟨y − Φ(w),Ψ(w)⟩ (yi − Φi(w))

]
f0(w). (4.13)

If dy = minSd−1 |y − Φ(w)| > 0, this immediately follows as g ∈ C1(R+ \ {0}) and the

dominated convergence theorem. The difficulty comes when y = Φ(x0) for some x0 ∈ Sd−1.

In this case, it suffices show that the gϵ are uniformly integrable: for any γ > 0 there exists

N > 0 so that

sup
ϵ

∫
Sd−1

|gϵ|1{|gϵ|>N} < γ.

The Vitali convergence theorem then yields the desired result.

To show uniform integrability, let zϵ := Φ(x0)− Φ(w)− ϵΨ(w) and z := Φ(x0)− Φ(w).

For fixed ϵ let A := {||ϵΨ||∞ ≤ |z|
2
} and write

gϵ = gϵ1A + gϵ1Sd−1\A := g1ϵ + g2ϵ

gϵ =

[
−g
(
1

2
|zϵ|2

)
Ψi(w) +

g
(
1
2
|zϵ|2

)
− g

(
1
2
|z|2
)

ϵ
zi

]
f0(w).

If w ∈ A then |z| ≤ 2|zϵ|. To estimate g1ϵ , the mean value theorem furnishes s0 ∈ ( |z|
2

8
, 9|z|

2

8
)

with g
(
1
2
|zϵ|2

)
− g

(
1
2
|z|2
)
= 1

2
g′(s0)(|zϵ|2 − |z|2). Therefore

|g1ϵ | ≤ ||f0||L∞(Sd−1)||Ψ||L∞(Sd−1)

(∣∣∣∣g(1

2
|zϵ|2

)∣∣∣∣+ |g′(s0)|
5|z|2

4

)
.

To estimate g2ϵ , since w /∈ A then |z|
|ϵ| ≤ 2||Ψ||∞, so that

|g2ϵ | ≤ ||f0||L∞(Sd−1)

(∣∣∣∣g(1

2
|zϵ|2

)∣∣∣∣ ||Ψ||∞ +

∣∣∣∣g(1

2
|zh|2

)∣∣∣∣ |z||ϵ| +
∣∣∣∣g(1

2
|z|2
)∣∣∣∣ |z||ϵ|

)
≤ 3||f0||L∞(Sd−1)||Ψ||L∞(Sd−1)

(∣∣∣∣g(1

2
|zh|2

)∣∣∣∣+ ∣∣∣∣g(1

2
|z|2
)∣∣∣∣) .

Combining these estimates yields

|gϵ| ≤ C1

(∣∣∣∣g(1

2
|zϵ|2

)∣∣∣∣+ ∣∣∣∣g(1

2
|z|2
)∣∣∣∣+ |g′(s0)||z|2

)
:= I + II + III.

for some absolute constant C1 that depends only on ||f0||L∞(Sd−1),||Ψ||L∞(Sd−1). As a linear

combination of uniformly integrable functions is uniformly integrable, it suffices to show the

uniform of I− III individually.
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To show the uniform integrability of I, as in the proof of lemma 4.1.3 let xϵ
0 denote a

minimizer of |Φ(x0)− Φ(w)− ϵΨ(w)| over w ∈ Sd−1, and decompose∫
{I>N}

I dSd−1(w) ≤
∫
{I>N}∩{|zϵ|≥

√
2δ}

+

∫
{I>N}∩{|zϵ|≤

√
2δ}

If |zϵ| ≥
√
2δ then I ≤ ||g||L∞([δ,(2M+||Ψ||∞)2]) := K(M, ||Ψ||∞) whenever |ϵ| ≤ 1. When

|zϵ| <
√
2δ, the growth rate of g(s) near zero demonstrates

I ≤ C2−p|zϵ|2p.

If p ≥ 0 the dominated convergence theorem gives the desired result. If p < 0, the fact that

|zϵ| ≥ 1
2
|Φ(xϵ

0) + ϵΨ(xϵ
0)− Φ(w)− ϵΨ(w)| yields

I ≤ C2−3p|Φ(xϵ
0) + ϵΨ(xϵ

0)− Φ(w)− ϵΨ(w)|2p.

Now, as Ψ ∈ C0,1(Sd−1) and Φ(x) ∈ OM , for all ϵ sufficiently small Φ(x) + ϵΨ(x) ∈ O2M as

well. Therefore, for |zϵ| <
√
2δ

I ≤ C2−3p(2M)−2p|xϵ
0 −w|2p = C2−4pM−2p(1− ⟨xϵ

0,w⟩)p := fM(⟨xϵ
0,w⟩).

Summarizing the preceding, when N > 0∫
{I>N}

I ≤
∫
{I>N}∩{|zϵ|≥

√
2δ}

+

∫
{I>N}∩{|zϵ|≤

√
2δ}

≤ K(M, ||Ψ||∞)

∫
{K>N}

+

∫
{fM>N}

fM .

By the case l = 0 of theorem 4.1.1,∫
{fM>N}

fM = C2−4pM−2pvol(Sd−2)

∫ 1

−1

(1− s)p(1− s2)
d−3
2 1{(1−s)p>N} ds.

Taking N sufficiently large, independently of ϵ, shows that

sup
ϵ

∫
Sd−1

∣∣∣∣g(1

2
|zϵ|2

)∣∣∣∣1{I>N} < γ

as desired. For II, as Φ(x) ∈ OM , by lemma 4.1.3
∫
Sd−1 II ≤ C(g, 0,M) < ∞. By the

dominated convergence theorem, ∫
Sd−1

II1{II>N} → 0
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uniformly in ϵ as well. For III, again decompose∫
{III>N}

III dSd−1(w) ≤
∫
{III>N}∩{|s0|≥

√
2δ}

+

∫
{III>N}∩{|s0|≤

√
2δ}
,

and recall that s0 ∈ ( |z|
2

8
, 9|z|

2

8
). As in lemma 4.1.3, each term can be dominated by an

integrable function that does not depend on ϵ, so III is uniformly integrable as well.

Now, let vΦ(y) : Rd → Rd denote the right hand side of (1.13) evaluated at an arbitrary

point y ∈ Rd,

vΦ(y) := (v1
Φ(y), . . . ,v

d
Φ(y))

t

with vi
Φ(y) given by (4.12). By taking Ψ(x) ≡ −ej for 1 ≤ j ≤ d in lemma 4.1.4, we

conclude

[∇vΦ] (y) =

∫
Sd−1

[
g

(
1

2
|y − Φ(w)|2

)
Id+

g′
(
1

2
|y − Φ(w)|2

)
(y − Φ(w))(y − Φ(w))t

]
f0(w) dSd−1(w), (4.14)

where Id denotes the d × d identity matrix. Applying lemma 4.1.3 then shows the matrix

norm ||∇vΦ||2(y) ≤ C(g, g′, dy,M)||f0||∞, for some constant C that increases with dy. The

mean value theorem then yields

Corollary 4.1.5. Let Φ(x) ∈ OM . Then for any two points y1,y2 ∈ Rd

|vΦ(y1)− vΦ(y2)| ≤ C(g, g′,max{dy1 , dy2},M)||f0||∞|y1 − y2|. (4.15)

Similarly, fix y ∈ Rd,Φ,Ψ ∈ C0,1(Sd−1) and suppose that for 0 ≤ ϵ ≤ 1 the line Lϵ :=

ϵΨ+ (1− ϵ)Φ ∈ OM . We can then use lemma 4.1.4 to deduce

d

dϵ
vi
Lϵ
(y) = −

∫
Sd−1

[
g

(
1

2
|y − Lϵ(w)|2

)
(Ψi(w)− Φi(w))+

g′
(
1

2
|y − Lϵ(w)|2

)
⟨y − Lϵ(w),Ψ(w)− Φ(w)⟩ (yi − Li

ϵ(w))

]
f0(w) dSd−1(w)

An application of lemma 4.1.3 then shows∣∣∣∣ ddϵvi
Lϵ

∣∣∣∣ ≤ C(g, g′, dy,M)||f0||∞ max
Sd−1

|Ψ(x)− Φ(x)|,
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where dy = minSd−1 |y−Lϵ| and the constant C depends only on Lϵ through M . For y ∈ Rd

fixed, the fundamental theorem of calculus then shows

|vi
Ψ(y)− vi

Φ(y)| =
∣∣∣∣∫ 1

0

d

dϵ
vi
Lϵ
(y) dϵ

∣∣∣∣ ≤ C(g, g′, dy,M)||f0||∞ max
Sd−1

|Ψ(x)− Φ(x)|.

We therefore get the following corollary

Corollary 4.1.6. Let Φ,Ψ ∈ C0,1 be such that the line Lϵ := ϵΨ + (1 − ϵ)Φ ∈ OM for all

0 ≤ ϵ ≤ 1. Then for any y ∈ Rd,

|vΨ(y)− vΦ(y)| ≤ C(g, g′, dy,M)||f0||∞ max
Sd−1

|Ψ(x)− Φ(x)|. (4.16)

The arguments in the proof of 4.1.4 also establish the following lemma that demonstrates

continuity of the gradient [∇vΦ](y) of the Eulerian velocity field. To avoid redundancy, we

leave the proof as an exercise for the reader.

Lemma 4.1.7. Suppose g(s) defines an admissible kernel and f0 ∈ L∞(Sd−1). If Φ(x) ∈ OM ,

then the matrix [∇vΦ](y) given by (4.14) is continuous as a function on Rd.

4.2 Local Well-Posedness

We may now proceed to demonstrate our main result, i.e. local existence for the IDE (1.13)—

Theorem 4.2.1. (Local Well-Posedness for the IDE) Let g(s) define an admissible kernel,

f0 ∈ L∞ and Φ0(x) ∈ OM/2. Then there exists T = T (g, g′,M, ||f0||∞) such that the IDE

(1.13) has a solution

Φ(x, t) ∈ C1([−T, T ];C0(Sd−1)) ∩ C([−T, T ];C0,1(Sd−1) ∩ OM).

If Ψ(x, t) ∈ C([−T ′, T ′];C0,1(Sd−1)) denotes another solution for any T ′ ≤ T , then Φ(x, t) ≡

Ψ(x, t) on [−T ′, T ′].
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Fix an initial datum Φ0(x) ∈ OM/2 and let Φ(x, t) ∈ C([0, T ];C0,1(Sd−1)). In the usual

manner, define a mapping A[Φ] by

Φ(x, t) → A[Φ](x, t) := Φ0(x)+∫ t

0

∫
Sd−1

g

(
1

2
|Φ(x, s)− Φ(w, s)|2

)
(Φ(x, s)− Φ(w, s))f0(w) dSd−1(w)ds,

so that it suffices to show this mapping has a fixed point. To this end, we need to prove

the following three propositions regarding the mapping, and may then proceed to apply

straightforward Picard iteration.

Proposition 4.2.2. Let Φ0(x) ∈ OM/2 and Lip[Φ− Φ0](t) ≤ min
{

M
2
, 1
M

}
for all t ∈ [0, T ].

Then Φ(x, t) ∈ OM for all t ∈ [0, T ].

Proof. By the triangle inequality, |Φ(x, t)−Φ(w, t)| = |Φ(x, t)−Φ0(x)−(Φ(w, t)−Φ0(w))+

Φ0(x) − Φ0(w)| ≤ Lip[Φ − Φ0](t)|x − w| + |Φ0(x) − Φ0(w)| ≤ M |x − w|. By the reverse

triangle inequality, |Φ(x, t)− Φ(w, t)| ≥ |Φ0(x)− Φ0(w)||x−w| − Lip[Φ− Φ0](t)|x−w| ≥

( 2
M

− Lip[Φ− Φ0](t))|x−w| ≥ 1
M
|x−w|.

Proposition 4.2.3. Let Φ(x, t) ∈ OM for all t ∈ [0, T ]. If T = T (g, g′,M, ||f0||∞) is

sufficiently small, then

||A[Φ]− Φ0||C0,1(t) < min

{
M

2
,
1

M

}
.

for all t ∈ [0, T ].

Proof. Set h(x, t) := A[Φ](x, t)−Φ0(x) =
∫ t

0
vΦ(Φ(x, s)) ds. By lemma 4.1.3, |vΦ(Φ(x, s))| ≤

C(g, 0,M)||f0||∞, so that ||h||∞(t) ≤ TC(g, 0,M)||f0||∞. By corollary 4.1.5,

|h(x, t)− h(w, t)| ≤
∫ t

0

|vΦ(Φ(x, s))− vΦ(Φ(w, s))| ds

≤ C(g, g′, 2M,M)||f0||∞
∫ t

0

|Φ(x, s)− Φ(w, s)| ds

≤ C(g, g′, 2M,M)||f0||∞MT |x−w|.

Taking T = T (g, g′,M, ||f0||∞) sufficiently small yields the desired bound for maxSd−1 |h(x, t)|

and Lip[h](t) for all t ∈ [0, T ].
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Proposition 4.2.4. Suppose that ||Φ−Φ0||C0,1 < min
{

M
2
, 1
M

}
and ||Ψ−Φ0||C0,1 < min

{
M
2
, 1
M

}
. Then for T sufficiently small depending only on M ,

sup
t∈[0,T ]

max
Sd−1

|A[Ψ](x, t)− A[Φ](x, t)| ≤ K sup
t∈[0,T ]

max
Sd−1

|Ψ(x, t)− Φ(x, t)|

for some K < 1.

Proof. We have

|A[Ψ](x, t)− A[Φ](x, t)| =∣∣∣∣∫ t

0

vΨ(Ψ(x, s))− vΨ(Φ(x, s)) + vΨ(Φ(x, s))− vΦ(Φ(x, s)) ds

∣∣∣∣ ≤∫ t

0

|vΨ(Ψ(x, s))− vΨ(Φ(x, s))| ds+
∫ t

0

|vΨ(Φ(x, s))− vΦ(Φ(x, s))| ds.

As Lip[ϵΨ+ (1− ϵ)Φ−Φ0](t) ≤ min
{

M
2
, 1
M

}
for all 0 ≤ ϵ ≤ 1, proposition 4.2.2 shows that

the line Lϵ := ϵΨ(·, t)+ (1− ϵ)Φ ∈ OM . Corollary 4.1.5 provides a sufficient estimate for the

first term,∫ t

0

|vΨ(Ψ(x, s))− vΨ(Φ(x, s))| ds ≤

C(g, g′, 2M,M)||f0||∞
∫ t

0

|Ψ(x, s)− Φ(x, s)| ds,

whereas corollary 4.1.6 provides a sufficient estimate for the second term,∫ t

0

|vΨ(Φ(x, s))− vΦ(Φ(x, s))| ds ≤

C(g, g′, 3M,M)||f0||∞
∫ t

0

max
Sd−1

|Ψ(x, s)− Φ(x, s)| ds.

Straightforward Picard iteration now does the work. Given Φ0(x) ∈ OM/2, take T =

T (g, g′,M, ||f0||∞) sufficiently small as in propositions 4.2.3 and 4.2.4, and begin by defining

Φ0(x, t) ≡ Φ0(x) for all t ∈ [0, T ]. Then, iteratively set

Φn(x, t) := A[Φn−1](x, t).
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Inductively, assume that ||Φn−1 − Φ0||C0,1(t) ≤ min{M
2
, 1
M
} and Φn−1(x, t) ∈ OM for all

t ∈ [0, T ]. By proposition 4.2.3, ||Φn − Φ0||C0,1(t) ≤ min{M
2
, 1
M
} for all t ∈ [0, T ], so that

Φn(x, t) ∈ OM as well from proposition 4.2.2. Therefore,

sup
[0,T ]

||Φn − Φn−1||∞(t) ≤ K sup
[0,T ]

||Φn−1 − Φn−2||∞(t)

for some K < 1 by proposition 4.2.4, yielding a contraction in C([0, T ];C0(Sd−1)). We

therefore have a limit function Φ(x, t) ∈ C([0, T ];C0(Sd−1)) with ||Φn −Φ||C([0,T ];C0(Sd−1)) →

0. However, we may note that

sup
[0,T ]

||Φn − Φ0||C0,1(t) ≤ min

{
M

2
,
1

M

}
,

i.e. that each Φn lies in a fixed ball in C0,1(Sd−1) with center Φ0(x). As they converge

uniformly to Φ(x, t), we conclude

sup
[0,T ]

||Φ− Φ0||C0,1(t) ≤ min

{
M

2
,
1

M

}
as well. Proposition 4.2.4 then demonstrates∣∣∣∣∫ t

0

vΦn(Φn)−
∫ t

0

vΦ(Φ)

∣∣∣∣ ≤ K sup
[0,T ]

||Φn − Φ||∞(t) → 0,

so that

Φ(x, t) = Φ0(x)+∫ t

0

∫
Sd−1

g

(
1

2
|Φ(x, s)− Φ(w, s)|2

)
(Φ(x, s)− Φ(w, s))f0(w) dSd−1(w)ds

as desired.

This yields a solution Φ(x, t) ∈ C([0, T ];C0(Sd−1)) that lies in OM for each t ∈ [0, T ].

However, for t1 > t0 writing

Φ(x, t1) = Φ(x, t0) +

∫ t1

t0

vΦ(Φ(x, s)) ds

and paralleling the proof of proposition 4.2.3 demonstrates that in fact

Φ(x, t) ∈ C([0, T ];C0,1(Sd−1) ∩ OM).
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The relation
∂Φ(x, t)

∂t
= vΦ(Φ(x, t))

and the fact that Φ(x, t) ∈ OM combine to show that ∂Φ
∂t

is Lipschitz, by corollary 4.1.5. The

contraction furnished by proposition 4.2.4 shows that Φ(x, t) is the unique solution that lies

in C([0, T ];C0,1(Sd−1)). Finally, each of the preceding arguments work equally well backward

in time. All together, this yields theorem 4.2.1.

4.2.1 Differentiability Properties of Solutions

Fix an arbitrary bi-Lipschitz solution Φ(x, t) to (1.13) on [0, T ], and choose M = M(T ) so

that Φ(x, t) ∈ OM for all t ∈ [0, T ]. For any such solution, we aim in this subsection to prove

Theorem 4.2.5. Let Φ(x, t) denote a solution to (1.13) on [0, T ] that lies in OM for all

t ∈ [0, T ]. If DjΦ0(x) exists at x ∈ Sd−1, then DjΦ(x, t) ∈ C([0, T ]) also exists at x for all

t ∈ [0, T ], and it satisfies the linear ordinary differential equation

dDjΦ

dt
(x, t) = [∇vΦ](Φ(x, t))DjΦ(x, t), DjΦ(x, 0) = DjΦ0(x). (4.17)

In particular, when Φ0(x) ∈ C1(Sd−1) it follows that if Φ(x, t) bi-Lipschitz then actually

Φ(x, t) ∈ C1(Sd−1).

Let x ∈ Sd−1 denote an arbitrary but fixed point on the sphere, and write x = x(η1, . . . , ηd−1)

where (η1, . . . , ηd−1) ∈ Rd−1 denote spherical coordinates. For fixed 1 ≤ j ≤ d − 1 and

any |h| > 0 define xh
j = x(η1, . . . , ηj + h, . . . , ηd−1) ∈ Sd−1, and for an arbitrary function

Ψ(x) : Sd−1 → Rd define the difference quotient

(Dh
jΨ)(x) :=

Ψ(xh
j )−Ψ(x)

h
.

If the limit of the difference quotient exists as h→ 0 then the jth partial derivative Dj of Ψ

exists at x, and we write

DjΨ(x) := lim
h→0

(Dh
jΨ)(x).
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As Φ(x, t) satifies (1.13) for t ∈ [0, T ], we can take difference quotients in the integral

form of the equation to find that

(Dh
jΦ)(x, t) = (Dh

jΦ0)(x) +
1

h

∫ t

0

(
vΦ(Φ(x

h
j , s))− vΦ(Φ(x, s))

)
ds

holds for all t ∈ [0, T ]. The fundamental theorem of calculus then shows that

(Dh
jΦ)(x, t) = (Dh

jΦ0)(x)+∫ t

0

∫ 1

0

[∇vΦ](ϵΦ(x
h
j , s) + (1− ϵ)Φ(x, s))(Dh

jΦ)(x, s) dϵds.

As Φ(x, t) ∈ OM for all t ∈ [0, T ], we have that the bound |ϵΦ(xh
j , s)+(1−ϵ)Φ(x, s)−Φ(w)| ≤

2M holds independent of the values that s and h assume. By lemma 4.1.3, then,

||[∇vΦ]||2(ϵΦ(xh
j , s) + (1− ϵ)Φ(x, s)) ≤ C(g, g′,M)||f0||∞ (4.18)

for C some universal constant.

Now, for an arbitrary Ψ(t) ∈ C([0, T ];Rd) define a linear operator Bh as

Bh[Ψ](t) =

∫ t

0

∫ 1

0

[∇vΦ](ϵΦ(x
h
j , s) + (1− ϵ)Φ(x, s))Ψ(s) dϵds. (4.19)

Due to (4.18), we conclude that for any t1, t2 ∈ [0, T ]

|Bh[Ψ](t2)−Bh[Ψ](t1)| ≤ ||Ψ||C([0,T ])C(g, g
′,M)||f0||∞|t2 − t1|.

The operator Bh therefore maps C([0, T ];Rd) → C([0, T ];Rd). Moreover, by taking t1 = 0

we see that if T ′ ≤ T is sufficiently small, depending only on C, then the operator Bh maps

C([0, T ′];Rd) → C([0, T ′];Rd) with operator norm ||Bh||op ≤ 1/2. In particular, Id − Bh is

invertible. We therefore have that

(Dh
jΦ)(x, t) = (Id−Bh)

−1[(Dh
jΦ0)(x)](t)

for all t ∈ [0, T ′]. Analogously, define the linear operator B : C([0, T ′];Rd) → C([0, T ′];Rd)

as

B[Ψ](t) =

∫ t

0

[∇vΦ](Φ(x, s))Ψ(s) ds. (4.20)

Note that ||B||op ≤ 1/2 for the same value of T ′ as well. For these operators, we then have

the following lemma:

77



Lemma 4.2.6. Let Bh, B : C([0, T ′];Rd) → C([0, T ′];Rd) denote the linear operators in

(4.19) and (4.20), respectively. If g ∈ C1 (R+ \ {0}), satisfies (4.4) and Φ(x, t) ∈ OM for all

t ∈ [0, T ′], then Bh → B as h→ 0 in operator norm.

Proof. Let Ψ(t) ∈ C([0, T ′];Rd) with ||Ψ||C([0,T ′]) ≤ 1. Then from the definitions of the

operators Bh and B,

||(Bh−B)[Ψ]||C([0,T ′]) ≤

C

∫ T ′

0

∫ 1

0

||[∇vΦ](ϵΦ(x
h
j , s) + (1− ϵ)Φ(x, s))− [∇vΦ](Φ(x, s))||2 dϵds.

By definition of the operator norm, then,

lim
h→0

||Bh −B||op ≤

C lim
h→0

∫ T ′

0

∫ 1

0

||[∇vΦ](ϵΦ(x
h
j , s) + (1− ϵ)Φ(x, s))− [∇vΦ](Φ(x, s))||2 dϵds.

The matrix [∇vΦ](y) is continuous by lemma 4.1.7. This fact combines with the continuity

of Φ itself and the fact that xh
j → x to yield

||[∇vΦ](ϵΦ(x
h
j , s) + (1− ϵ)Φ(x, s))− [∇vΦ](Φ(x, s))||2 → 0

for all s ∈ [0, T ′] and ϵ ∈ [0, 1]. The estimate (4.18) and the dominated convergence theorem

then show

lim
h→0

||Bh −B|| ≤

C

∫ T ′

0

∫ 1

0

lim
h→0

||[∇vΦ](ϵΦ(x
h
j , s) + (1− ϵ)Φ(x, s))− [∇vΦ](Φ(x, s))||2 dϵds = 0

as desired.

Returning to the task at hand, we have that the uniform estimates ||Bh||op ≤ 1
2
and

||B||op ≤ 1
2
guarantee that both (Id − Bh)

−1 and (Id − B)−1 exist. Moreover, by using the

power series representations of the inverse operators, the uniform operator norm estimates

and the fact that Bh → B in operator norm we see that ||(Id− Bh)
−1 − (Id− B)−1||op → 0
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as well. If DjΦ0(x) exists, we may define the constant functions Ψh,Ψ ∈ C([0, T ′];Rd) by

Ψh(t) ≡ (Dh
jΦ0)(x) and Ψ(t) ≡ DjΦ0(x). Lemma 4.2.6 then shows

|(Dh
jΦ)(x, t)− (Id−B)−1[Ψ](t)| = |(Id−Bh)

−1[Ψh](t)− (Id−B)−1[Ψ](t)|

≤ 2||Ψh −Ψ||C([0,T ′]) + ||(Id−Bh)
−1 − (Id−B)−1||op||Ψ||C([0,T ′])

= 2|(Dh
jΦ0)(x)−DjΦ0(x)|+ ||(Id−Bh)

−1 − (Id−B)−1||op|DjΦ0(x)| → 0

as h→ 0. In other words, DjΦ(x, t) exists at x as well, and we have the representation

DjΦ(x, t) = (Id−B)−1[DjΦ0(x)](t) (4.21)

Moreover, DjΦ(x, t) is a continuous function in t for all t ∈ [0, T ′]. Pre-multiplying by

(Id − B) in (4.21) and using the definition (4.20) of B then shows that DjΦ(x, t) satisfies

the integral equation

DjΦ(x, t) = DjΦ0(x) +

∫ t

0

[∇vΦ](Φ(x, s))DjΦ(x, s) ds (4.22)

on [0, T ′]. Taking Φ(x, T ′) as inititial data and applying the same argument then shows that

DjΦ(x, t) = DjΦ(x, T
′) +

∫ t

T ′
[∇vΦ](Φ(x, s))DjΦ(x, s) ds

for t ∈ [T ′, 2T ′], so that (4.22) actually holds on [0, 2T ′]. Applying the argument a finite

number of times then shows that DjΦ(x, t) ∈ C([0, T ]) and satisfies (4.22) on [0, T ]. By the

fundamental theorem of calculus, then, (4.17) holds.

For the last statement in theorem 4.2.5, by lemma 4.1.7 the equation (4.17) defines

a linear ODE with coefficients that depend continuously on the parameter x ∈ Sd−1. Its

solutions therefore depend continuously on both the parameter x ∈ Sd−1 and on the initial

data. As Φ0(x) ∈ C1(Sd−1) the initial data also depends continuously on x ∈ Sd−1, so that

the solution DjΦ(x, t) ∈ C(Sd−1) as desired.

4.3 Blowup, Collapse, and Global Existence

In the previous section, we demonstrated that if Φ0(x) ∈ OM
2
then there exists T = T (M) >

0 such that integral equation (1.13) has a unique solution Φ(x, t) on t ∈ [0, T ]. The solution
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lies in OM for all t ∈ [0, T ] as well. Clearly, we can take Φ(x, T ) ∈ OM as initial data and

then repeat the argument. This yields a unique solution on some larger time interval [0, T1]

with T1 > T , and this process can continue as long as Lip[Φ](t) and Lip[Φ−1](t) remain finite.

Summarizing, we have the following continuation result:

Theorem 4.3.1. Let g and Φ0 satsify the assumptions of theorem 4.2.1 and Φ(x, t) denote

the corresponding solution to the IDE (1.13). If [0, Tf ) denotes the largest time interval on

which Φ(x, t) exists as a bi-Lipschitz solution, then at least one of

(i) lim sup
t↗Tf

Lip[Φ](t) = ∞ (ii) lim sup
t↗Tf

Lip[Φ−1](t) = ∞ (iii) Tf = ∞ (4.23)

must hold.

By recalling the class of solutions Φ(x, t) = R(t)x from example 4.1.2, we find simple

examples that demonstrate each of (i), (ii) and (iii) can happen in isolation. Indeed, if

g(s) = sp for p > 0 the ODE (4.10) reduces to R′ = CpR
1+2p; the constant

Cp = vol(Sd−2)

∫ 1

−1

(1− s)1+p(1− s2)
d−3
2 ds

is positive. We readily compute the explicit solution and maximal interval of existence [0, Tf )

as

R(t) =

(
1

R(0)−2p − 2pCpt

) 1
2p

, Tf =
1

2pCpR(0)2p
, (4.24)

so that (i) occurs as t ↗ Tf while (ii) remains finite. Conversely, suppose g(s) = −s−p for

0 < p < d−1
2
. Then

Cp = vol(Sd−2)

∫ 1

−1

(1− s)1−p(1− s2)
d−3
2 ds > 0

R(t) =
(
R(0)2p − 2pCpt

) 1
2p , Tf =

R(0)2p

2pCp

(4.25)

and the solution can collapse to zero in finite time. That is, (ii) occurs at Tf while (i) remains

finite.

As these examples indicate, we must prevent both blowup and collapse in order to guar-

antee the solution exists as a bi-Lipschitz surface for all time. It comes as no surprise that
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this amounts to having control over the gradient matrix [∇vΦ](y) generated by the Eulerian

velocity field vΦ(y), as similar criteria abound for related active scalar problems. Specifically,

it proves both necessary and sufficient to have∫ T

0

||∇vΦ||L∞(|y|≤||Φ||∞(t))dt <∞ (4.26)

Precisely analogous conditions guarantee existence for related problems, such as solutions

to the Euler equations ([44], Chapter 5) and for the boundary of a vortex patch written in

contour dynamics form ([44], Chapter 8).

Theorem 4.3.2. Suppose g(s) defines an admissible kernel and f0 ∈ L∞. Then the solution

Φ(x, t) ∈ C([0, T ];C0,1(Sd−1)) to (1.13) exists as a bi-Lipschitz surface past time T if and

only if both ||Φ||∞(T ) <∞ and (4.26) hold.

Proof. Clearly, if Φ(x, t) is bi-Lipschitz on [0, T ′] for T ′ > T then ||Φ||∞(T ) < ∞ and

M := sup[0,T ] Lip[Φ
−1](t) <∞ as well. Recalling from (4.14) that

[∇vΦ] (y) =

∫
Sd−1

[
g

(
1

2
|y − Φ(w)|2

)
Id+

g′
(
1

2
|y − Φ(w)|2

)
(y − Φ(w))(y − Φ(w))t

]
f0(w) dSd−1(w),

the proof of lemma 4.1.3 shows that ||∇vΦ||∞(y, t) ≤ C(M,Dy). The constant C increases

withM andDy := maxSd−1 |y−Φ(w, t)| and remains finite providedM andDy stay bounded.

Of course Dy ≤ 2||Φ||∞(t) ≤ 2 sup[0,T ] ||Φ||∞(t) <∞ provided |y| ≤ ||Φ||∞(t), so that

||∇vΦ||L∞(|y|≤||Φ||∞(t)) ≤ C

(
M, 2 sup

[0,T ]

||Φ||∞(t)

)
<∞

and (4.26) holds.

For the converse, it suffices to show that both Lip[Φ](T ) and Lip[Φ−1](T ) remain bounded.

To this end, for x, z ∈ Sd−1 let ∆(x, z, t) := Φ(x, t) − Φ(z, t). The fundamental theorem of

calculus then yields

1

2

∂

∂t
|∆(x, z, t)|2 =∫ 1

0

⟨∆(x, z, t), [∇vΦ](ϵΦ(x, t) + (1− ϵ)Φ(z, t))∆(x, z, t)⟩ dϵ. (4.27)
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As |ϵΦ(x, t) + (1− ϵ)Φ(z, t)| ≤ ||Φ||∞(t), the relation (4.27) implies

1

2

∂

∂t
|∆(x, z, t)|2 ≥ −K||∇vΦ||L∞(|y|≤||Φ||∞(t))|∆(x, z, t)|2

for some absolute constant K that depends only on the size of the matrix. By Gronwall’s

inequality

|∆(x, z, 0)|e−K
∫ t
0 ||∇vΦ||L∞(|y|≤||Φ||∞(s))ds ≤ |∆(x, z, t)|.

Dividing through by |x−w| and taking an infimum gives the estimate

Lip[Φ−1](T ) ≤ Lip[Φ−1
0 ]eK

∫ T
0 ||∇vΦ||L∞(|y|≤||Φ||∞(s))ds <∞

due to (4.26). Analogously, the fundamental theorem of calculus and the proof of lemma

4.1.3 combine to show

1

2

∂

∂t
|∆(x, z, t)|2 ≤ C(Lip[Φ−1](t), 2||Φ||∞||(t)).

Applying Gronwall’s inequality, then dividing by |x−w| and taking a supremum yields

Lip[Φ](T ) ≤ Lip[Φ0]e
∫ T
0 C(Lip[Φ−1](s),2||Φ||∞(s)) ds <∞.

The last inequality holds since Lip[Φ−1](t) remains finite on [0, T ] due to the previous esti-

mate, and since ||Φ||∞(t) remains bounded for all t ∈ [0, T ] by hypothesis.

Remark 4.3.3. From the proof of the previous theorem, we can rephrase the result to say

that the solution Φ(x, t) ∈ C([0, T ];C0,1(Sd−1)) exists as a bi-Lipschitz surface past time T if

and only if both Lip[Φ−1](T ) and ||Φ||∞(T ) remain finite. This rephrasing generally proves

more useful than the statement in theorem 4.3.2.

4.3.1 The Osgood Condition for Locally Attractive Kernels

We first focus our attention on the case when g(s) has an attractive (i.e., negative) singularity

at the origin, such as g(s) = −s−p. From (4.25) we know collapse can occur in finite time,

so we wish to characterize precisely when this happens. Earlier studies on the aggregation

equation (4.1) have shown that the Osgood condition on the kernel g(s) provides a precise
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characterization. Indeed, for initial data ρ0 ∈ L∞(Rd) the Osgood condition proves both

necessary and sufficient for ρ to remain in L∞ for all positive times [7]. For initial data in

ρ0 ∈ Lp(Rd) with p > d
d−1

, the Osgood condition proves necessary and sufficient for global

existence as well [8]. For our co-dimension one distribution solutions, we show that this

characterization holds for the surface equation (1.13) in this section.

Following [7], we say that the kernel g(s) is Osgood if

lim
ϵ↓0

∫ 1

ϵ

1

sg(s)
ds = −∞. (4.28)

Adapting the arguments from [7] to our setting easily yields the necessity of (4.28) for global

existence, as we demonstrate in the lemma that follows.

Lemma 4.3.4. Suppose g(s) is non-positive and non-decreasing in some neighborhood (0, δ]

of the origin and that f0(w) ≥ 0. If (4.28) fails, then all solutions with ||Φ0||2∞ < δ/2

collapse to the origin in finite time.

Proof. The proof follows exactly as in [7]. As long as Φ(x, t) exists, by continuity there

exists x ∈ Sd−1 with |Φ(x, t)| = ||Φ||∞(t). From the hypotheses on g, f0 and the fact that

⟨Φ(x, t),Φ(x, t)− Φ(w, t)⟩ ≥ 0 for all w ∈ Sd−1 it then follows that

∂

∂t
|Φ(x, t)|2 =

2

∫
Sd−1

g

(
1

2
|Φ(x, t)− Φ(w, t)|2

)
⟨Φ(x, t),Φ(x, t)− Φ(w, t)⟩ f0(w) dSd−1(w)

≤ 2g
(
2|Φ(x, t)|2

) [∫
Sd−1

|Φ(x, t)|2f0(w) dSd−1(w)−⟨
Φ(x, t),

∫
Sd−1

Φ(w, t)f0(w) dSd−1(w)

⟩]
= 2Mρ|Φ(x, t)|2g

(
2|Φ(x, t)|2

)
≤ 0.

The last line results from (4.7),(4.8) and our assumption that Φ0(x) has zero center of mass.

If (4.28) fails, the solution to the ODE

dr

dt
= 2Mρrg(2r) r(0) = ||Φ0||2∞ (4.29)

reaches zero in finite time, whence ||Φ||∞(t) must reach zero in finite time as well.
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As a consequence, in general (4.28) must hold in order to guarantee that solutions to

(1.13) do not collapse in finite time. We therefore assume (4.28), and turn our attention

toward demonstrating the sufficiency of the Osgood condition for global existence. For this

it will prove useful to rewrite g(s) in the form

g(s) =
h ((2s)p)

(2s)p
, 0 < p ≤ 1/2, (4.30)

so that the Osgood condition then reads

lim
ϵ↓0

∫ 1

ϵ

1

h(u)
du = −∞. (4.31)

Following [8], we shall say h(r) defines a natural kernel provided it satisfies the following

regularity, boundedness and monotonicity conditions:

Definition 4.3.5. Let g(s) satisfy (4.30) for some 0 < p ≤ 1/2 if d > 2 and 0 < p < 1/2 if

d = 2. We then say h(r) defines a natural kernel if

(H1) h(r) ∈ C1
(
R+ \ {0}

)
(H2) h(r) ∈ L∞(R+)

(H3) h′(r) is monotonic (either increasing or decreasing) near zero

Remark 4.3.6. The additional restriction 0 < p < 1/2 if d = 2 arises due to the integrability

constraint (4.4).

Using the arguments from [8], we establish

Lemma 4.3.7. Let h(r) define a natural kernel with h(0) = 0. Then either

(a) min

{
h(r)

r
, h′(r)

}
≥ C0 for some C0 > −∞ and all r ∈ [0, 1], or both

(b1)
h(r)

r
→ −∞ and h′(r) → −∞ as r → 0+, and

(b2) ∃δ > 0 such that ∀r ∈ (0, δ] h′(r) ≥ h(r)

r
,
h(r)

r
increases, h(r) decreases,

and if δ1 ≤ δ then inf
r≥δ1

h(r)

r
=
h(δ1)

δ1
and inf

r≥δ1
h′(r) = h′(δ1).
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Proof. Suppose first that there exists C1 > −∞ such that

lim inf
r→0+

h(r)

r
> C1.

As h(0) = 0, given any r sufficiently small there exists s < r with

h′(s) =
h(r)

r
> C1.

It then follows from (H3) that limr→0+ h
′(r) ≥ C0. Thus h′(r) is bounded from below in a

neighborhood of the origin as well, so (a) holds. Otherwise, there exists sequences rn → 0+

and sn < rn with

lim
n→∞

h(rn)

rn
= h′(sn) = −∞. (4.32)

When combined with (H3), this gives both that h′(r) → −∞ and that h′(r) is increasing

on some neighborhood (0, σ] of zero. Clearly h decreases in this neighborhood as h′ < 0.

Moreover, for any r ∈ (0, σ] there exists s < r ≤ σ with

h(r)

r
= h′(s) ≤ h′(r)

as desired. This also gives that d
dr

(
h(r)
r

)
= 1

r

(
h′(r)− h(r)

r

)
≥ 0, so that h(r)

r
increases.

Coupled with (4.32) this shows h(r)
r

→ −∞, completing the proof of (b1). Finally, from

these statements it follows that h(r)
r

and h′(r) are monotonic in (0, σ] and tend to −∞ as

r → 0+, so the remainder of (b2) follows provided δ ≤ σ is sufficiently small.

Note that if g(s) is Osgood, it follows from (4.31) that necessarily h(0) = 0. We can

therefore apply lemma 4.3.7 to such kernels, and this allows us to provide a lower bound

for the time of collapse of 1/Lip[Φ−1](t) to zero in terms of the solution to an ODE. When

part (a) of the lemma holds, a crude estimate suffices to demonstrate global existence from

this ODE. When (b1) and (b2) hold the ODE proves more complicated. However, as g(s)

is Osgood, the solution to this ODE still remains positive for all time, and this yields global

existence in the second case.

Lemma 4.3.8. Let h(r) define a natural kernel g(s) that is Osgood. Suppose further that

f0(z) ≥ 0. If (a) in lemma 4.3.7 holds then the solution Φ(x, t) exists globally in time.
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Proof. By the remark following theorem 4.3.2, this follows from a straightforward upper

bound for Lip[Φ−1](t) and ||Φ||∞(T ). For x,w, z ∈ Sd−1 and ϵ ∈ R let ∆(x,w, t) :=

Φ(x, t)− Φ(w, t) and

Lϵ(x,w, z) = ϵΦ(x, t) + (1− ϵ)Φ(w, t)− Φ(z, t). (4.33)

Using the fundamental theorem of calculus as before shows

1

2

∂

∂t
|∆(x,w, t)|2 =|∆|2

∫ 1

0

∫
Sd−1

[
h(|Lϵ|2p)
|Lϵ|2p

(
1− 2p cos2(θϵ)

)
+

h′(|Lϵ|2p)2p cos2(θϵ)
]
f0(z) dSd−1(z)dϵ, (4.34)

where θϵ denotes the angle between Lϵ and ∆. Let

C0(t) = C0(||Φ||∞(t)) = inf
r∈[0,22p||Φ||2p∞(t)]

min

{
h(r)

r
, h′(r)

}
When (a) holds, it follows from (H1) that C0(t) > −∞ provided ||Φ||∞(t) remains finite.

Therefore,
1

2

∂

∂t
|∆(x,w, t)|2 ≥ C0(t)Mρ|∆(x,w, t)|2.

Gronwall’s inequality then yields

|∆(x,w, t)| ≥ |∆(x,w, 0)|eMρ
∫ t
0 C0(s)ds.

Dividing through by |x−w| and taking an infimum yields

Lip[Φ−1](t) ≤ Lip[Φ−1
0 ]e−Mρ

∫ t
0 C0(s)ds,

so that Lip[Φ−1](t) remains bounded for all finite times provided ||Φ||∞(t) does. As h(r)

defines a natural kernel, the hypotheses (H2) shows that

∂

∂t
||Φ||∞(t) ≤ K||Φ||1−2p

∞ (t),

for some absolute constant K, so that ||Φ||∞(t) does indeed remain bounded for all finite

time as desired.
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Now let us turn to the second case, i.e. that (b1) and (b2) from lemma 4.3.7 hold. For use

in the following lemma, let us define the quantity we wish to estimate, r(t) := 1/Lip[Φ−1](t),

and the integral

I(r2p(t)) =
∫ 1

−1

h (r2p(t)2−p(1− s)p)

2−p(1− s)p
(1− s2)

d−3
2 ds. (4.35)

With these definitions, and taking δ as in lemma 4.3.7 part (b2) we can demonstrate

Lemma 4.3.9. Let h(r) define a natural kernel g(s) that is Osgood. Suppose further that

f0(z) ≥ 0 and 0 < r(t0) < δ for some t0 ≥ 0. If (b1) and (b2) in lemma 4.3.7 holds, then

r2p(t) remains bounded below by the solution q(t) to the ODE

dq

dt
= 2p

[
vol(Sd−2)||f0||∞I(q(t)) +Mρh(q(t))

]
, q(t0) = r2p(t0) (4.36)

for all t ≥ t0.

Proof. Use the fundamental theorem of calculus as in the first case, define Lϵ as in (4.33)

and let f(ϵ, z) denote the integrand. Then split the resulting integral (4.34) into two terms

to find ∫ 1

0

∫
Sd−1

f(ϵ, z) dSd−1(z)dϵ =

∫ 1

0

∫
Sd−1∩{|Lϵ|2p≤δ1}

+

∫ 1

0

∫
Sd−1∩{|Lϵ|2p≥δ1}

:=I + II.

For any δ1 ≤ δ with δ as in lemma 4.3.7, as h′(|Lϵ|2p) ≥ h(|Lϵ|2p)
|Lϵ|2p and h ≤ 0 it follows that

I ≥ ||f0||∞
∫ 1

0

∫
Sd−1∩{|Lϵ|2p≤δ1}

h(|Lϵ|2p)
|Lϵ|2p

dSd−1(z).

Let x0 = x0(ϵ) denote a minimizer of |ϵΦ(x, t) + (1 − ϵ)Φ(w, t) − Φ(z, t)| over z ∈ Sd−1, so

that

|Lϵ| ≥
1

2
|Φ(x0, t)− Φ(z, t)| ≥ r(t)

2
|x0 − z|.

Combining this with the facts that h(r)
r

is non-decreasing and that h ≤ 0 then shows

I ≥22p||f0||∞
∫ 1

0

∫
{|Lϵ|2p≤δ1}

h (r2p(t)2−2p|x0 − z|2p)
r2p(t)|x0 − z|2p

dSd−1(z)dϵ ≥

22p||f0||∞
∫ 1

0

∫
{r2p(t)2−2p|x0−z|2p≤δ1}

h (r2p(t)2−2p|x0 − z|2p)
r2p(t)|x0 − z|2p

dSd−1(z)dϵ.
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The case l = 0 of theorem 4.1.1 then implies

I ≥ vol(Sd−2)||f0||∞
∫
{(r2(1−s)/2)p≤δ1}

h (r2p(t)2−p(1− s)p)

r2p(t)2−p(1− s)p
(1− s2)

d−3
2 ds.

For II, using the last part of (b2) it follows that h(r)
r

≥ h(δ1)
δ1

for all r ≥ δ1 and similarly that

h′(r) ≥ h′(δ1) ≥ h(δ1)
δ1

provided δ1 ≤ δ. Therefore

II ≥ h(δ1)

δ1

∫ 1

0

∫
Sd−1

f0(z) dSd−1(z)dϵ =Mρ
h(δ1)

δ1
.

For any time when r2p(t) < δ, the choice δ1 = r2p(t) yields

1

2

∂

∂t
|∆|2 ≥ |∆|2

[
vol(Sd−2)||f0||∞I(r2p(t)) +Mρh(r

2p(t))
]
r−2p(t). (4.37)

An application of Gronwall’s inequality then shows

|∆(x,w, t)|2p ≥ |∆(x,w, 0)|2p exp
(
2p

∫ t

t0

[
vol(Sd−2)||f0||∞I(r2p(s))+

Mρh(r
2p(s))

]
r−2p(s) ds

)
.

Dividing through by |x−w| and taking infimums yields the estimate

r2p(t)/r2p(t0) ≥

exp

(
2p

∫ t

t0

[
vol(Sd−2)||f0||∞I(r2p(s)) +Mρh(r

2p(s))
]
r−2p(s) ds

)
(4.38)

which holds for all t ≥ t0 such that r2p(t) < δ on [t0, t]. Using (4.38) and a standard bootstrap

argument shows that r2p(t) ≥ q(t) for all such t ≥ t0. Of course, q(t) < δ for all t ≥ t0 as

h ≤ 0 on (0, δ], so that in fact r2p(t) ≥ q(t) for all t ≥ t0.

The last ingredient we need demonstrates that in the second case, the solution to (4.36)

remains positive for all time when h(r) defines a natural, Osgood kernel.

Lemma 4.3.10. Let h(r) define a natural, Osgood kernel satisfying (b1) and (b2), and take

δ > 0 as in lemma 4.3.7. Then the solution Φ(x, t) with initial data Φ0(x) exists globally in

time.
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Proof. It suffices to show that I(q(t)) ≥ Ch(q(t)) where C denotes some finite, positive

constant. Indeed, as h(r) defines an Osgood kernel the solution to (4.36) then remains

positive for all time, whence Lip[Φ−1](t) remains finite for all time by lemma 4.3.9. From

(H2) it follows that ||Φ||∞(t) also remains bounded for all time, and the claim then follows.

To see that I(q(t)) ≥ Ch(q(t)) holds, recall from lemma 4.3.7 part (b2) that h(r) de-

creases on (0, δ]. As q(t)2−p(1− s)p ≤ q ≤ δ for s ∈ [−1, 1], it then follows that

I(q(t)) :=
∫ 1

−1

h (q(t)2−p(1− s)p)

2−p(1− s)p
(1− s2)

d−3
2 ds

≥ 2ph(q(t))

∫ 1

−1

(1− s)
d−3
2

−p(1 + s)
d−3
2 ds.

As p < d−1
2

by hypothesis, the last integral is finite, which gives I(q(t)) ≥ Ch(q(t)) as

desired.

We may now encapsulate the previous lemmas into the main result of this section, i.e.

the following theorem demonstrating the equivalence between the Osgood condition (4.31)

and the global existence of all solutions to the IDE (1.13) for the class of natural kernels.

Theorem 4.3.11. (Necessary and Sufficient Condition for Global Existence) Let g(s) satisfy

(4.30), where h(r) defines a natural kernel and h(r) ≤ 0 in a neighborhood of the origin. Then

all solutions to (1.13) exist globally in time if and only if (4.31) holds.

Proof. Suppose first that (4.31) fails. Then either h(0) < 0 or h(0) = 0. In the first case,

there exists ϵ > 0 so that

g(s) <
h(0)

2(2s)p
,

for some p > 0 and all s ∈ [0, ϵ]. The proof of lemma 4.3.4 then shows that all solutions with

||Φ0||2∞ ≤ ϵ/2 collapse to the origin in finite time. In the second case, either (a) or (b1,b2)

in lemma 4.3.7 holds. If (a) holds then ∃C0 > 0 so that

h(r) ≥ −C0r

for all r in a neighborhood of the origin. This contradicts the assumption that (4.31) fails,

so both (b1) and (b2) must hold. As a consequence, g(s) is non-negative and non-decreasing
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in a neighborhood of the origin. Lemma 4.3.4 then applies, so that all solutions with ||Φ0||∞

sufficiently small must collapse in finite time.

Conversely, if (4.31) holds then necessarily h(0) = 0. Thus either lemma 4.3.8 or lemma

4.3.10 applies, yielding global existence of all solutions in either case.

4.3.2 Locally Repulsive Kernels

Lastly, we provide a global existence result for locally repulsive kernels, i.e. when g(s) has a

positive singularity near the origin. As before, we assume

g(s) =
h ((2s)p)

(2s)p
,

for some 0 < p ≤ 1/2 and p < 1/2 if d = 2. We modify the assumtions on h(r) slightly, in

that we replace the monotonicity condition (H3) with a boundedness condition (H4). We

therefore assume

(H1) h(r) ∈ C1
(
R+ \ {0}

)
(H2) h(r) ∈ L∞(R+)

(H4) inf
(0,1)

h′(r) > −∞. (4.39)

These hypotheses include many kernels that appear in applications, including the power laws

g(s) = s−p for p ≤ 1
2
as well as the ubiquitous Morse potential [38, 24]

g(s) =
e−

√
2s − F e−L

√
2s

√
2s

.

Under these assumptions, we have the following global existence result:

Theorem 4.3.12. Let g(s) = h((2s)p)(2s)−p for some 0 < p ≤ 1/2 if d ≥ 3 and p < 1/2

if d = 2. Let h(r) satisfy (4.39) and f0(w) ≥ 0. If there exists a neighborhood (0, δ] of the

origin on which h(r) ≥ 0, then the solution Φ(x, t) given by theorem 4.2.1 exists globally in

time.

Proof. Again using the remark following theorem 4.3.2, this follows from a straightforward

upper bound for Lip[Φ−1](t) and ||Φ||∞(T ). For x,w, z ∈ Sd−1 and ϵ ∈ R let ∆(x,w, t) :=
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Φ(x, t)− Φ(w, t) and

Lϵ(x,w, z) = ϵΦ(x, t) + (1− ϵ)Φ(w, t)− Φ(z, t).

Then as before it follows that

1

2

∂

∂t
|∆(x,w, t)|2 =|∆|2

∫ 1

0

∫
Sd−1

[
h(|Lϵ|2p)
|Lϵ|2p

(
1− 2p cos2(θϵ)

)
+

h′(|Lϵ|2p)2p cos2(θϵ)
]
f0(z) dSd−1(z)dϵ,

where θϵ denotes the angle between Lϵ and ∆. As h ≥ 0 when |Lϵ|2p < δ and h′ is bounded

below it follows that

1

2

∂

∂t
|∆(x,w, t)|2 ≥ |∆|2

∫ 1

0

∫
Sd−1

[
h(|Lϵ|2p)
|Lϵ|2p

(
1− 2p cos2(θϵ)

)
1{|Lϵ|2p≥δ}+

h′(|Lϵ|2p)2p cos2(θϵ)
]
f0(z) dSd−1(z)dϵ ≥

|∆|2vol(Sd−1)||f0||∞

(
min

{
inf

r∈(0,22p||Φ||2p∞(t)]
h′(r), 0

}
− ||h||∞

δ

)
.

Using Gronwall’s inequality as before shows that Lip[Φ−1](t) remains finite for all time

provided ||Φ||∞(t) does. However, as in lemma 4.3.8 the hypothesis (H2) shows that

∂

∂t
||Φ||∞(t) ≤ K||Φ||1−2p

∞ (t),

for some absolute constant K, so that ||Φ||∞(t) does remains bounded for all finite time as

desired.

4.4 Concluding Remarks

This chapter provided the basic local in time well-posedness theory for an aggregation sheet,

i.e. a solution to the aggregation equation (4.1) that concentrates on a co-dimension one

manifold. We dedicated our efforts on the case when the evolution equation (1.13) is linearly

well-posed, and demonstrated that this aspect of the linear theory used the linear well-

posedness condition to demonstrate that nonlinear well-posedness also holds. This condition

enforces regularity in the kernel, and we therefore assumed only a modest amount regularity
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for the sheet itself. This contrasts to similar problems in the linearly ill-posed regime, most

notably the Birkhoff-Rott equation, where local existence results have been known for some

time for analytic sheets in two and three dimensions [60], and for chord-arc initial data

[73] in two dimensions. Demonstrating local existence of sheet solutions to the aggregation

equation (4.1) in the ill-posed regime proves an interesting open problem.

Regarding global existence, we showed that for attractive kernels the Osgood condition

(4.28) determines whether or not solutions collapse in finite time. This makes a nice connec-

tion to the existing literature on the co-dimension zero aggregation equation, where similar

results exist [7, 8]. For a class of kernels with a repulsive singularity near the origin we pro-

vided a simple global existence result. While this class includes many kernels that appear

in applications, such as the Morse potential, it fails to capture reasonable examples such

as the power laws g(s) = s−p for p > 1/2. Our current methods for demonstrating global

existence do not apply to such kernels, so we leave the problem of proving global existence

for a broader class of repulsive kernels for future research.
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