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Abstract

The heat capacity of a material is a fundamental property that is of great practical importance. 

For example, in a carbon capture process, the heat required to regenerate a solid sorbent is 

directly related to the heat capacity of the material. However, for most materials suitable for 

carbon capture applications the heat capacity is not known, and thus the standard procedure 

is to assume the same value for all materials. In this work, we developed a machine-learning 

approach, trained on density functional theory simulations, to accurately predict the heat capacity 

of these materials, i.e., zeolites, metal-organic frameworks, and covalent-organic frameworks. The 
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accuracy of our prediction is confirmed with experimental data. Finally, for a temperature swing 

adsorption process that captures carbon from the flue gas of a coal-fired power plant, we show that 

for some materials the heat requirement is reduced by as much as a factor of two using the correct 

heat capacity.

Metal-organic frameworks (MOFs) and related nanoporous materials are promising 

candidates for a wide range of energy-related applications, including gas separation, gas 

storage, and catalysis.1–3 In recent years, considerable effort has been focused on the 

understanding and tuning of the adsorption4, 5 and catalytic6 properties of these materials.

For many applications, the thermal properties of the materials also play a role in their 

performance.7–9 For example, the energy penalty of a carbon capture process using a 

temperature swing adsorption process (TSA), where the adsorbent material is regenerated by 

heating the adsorption bed, is directly influenced by the heat capacity of the adsorbent.8 

For MOFs, it is generally assumed that the heat capacity is a constant for all these 

materials.10–12 However, there is little foundation for this assumption, and it is rather a 

pragmatic simplification. Only a few experimental studies on the heat capacity of these 

materials exist,13, 14 and their reported values have been used throughout the literature ever 

since for energy penalty calculations. Currently, we lack an understanding of how the heat 

capacity is related to the underlying crystal structure. Also, we do not have a methodology 

to accurately and efficiently evaluate the heat capacity at scale for the enormous number 

of available porous materials. Developing methods to accurately predict the heat capacity is 

essential to improve the accuracy of large-scale performance evaluation of porous materials.

In this work, we have used state-of-the-art quantum mechanical calculations to accurately 

predict the heat capacity of a set of representative nanoporous materials. However, as the 

cost of such calculation scales with the number of atoms per unit cell (Na) as O Na
4 , it 

can only be carried out for a subset of materials whose number of atoms is not too large 

(<200 atoms). We show that we can take advantage of the fact that the heat capacity can be 

estimated as a local property, and hence use this data as a training set for a machine-learning 

methodology that enables fast, accurate, reliable prediction of the heat capacity, even if the 

number of atoms far exceeds the limit of our quantum calculations. We evaluate the accuracy 

of this approach using newly measured experimental data. In addition, we show that for 

carbon capture applications, the assumption of a constant heat capacity of these materials 

has resulted in a substantial overestimation of the energy requirements.

Theoretical aspects

The heat capacity measures how much energy it takes to raise the temperature of a solid 

one degree. Theoretically, the amount of energy is proportional to the change in the average 

energy of the collective vibration of atoms or phonons. Within the harmonic approximation, 

the heat capacity is formulated as a summation over the contribution of these lattice 

vibrations via:
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Cv = ∑
ω

kB
ħωi
kBT

2 exp ħωi
kBT

exp ħωi
kBT − 1

2 , (1)

where the summation is over the vibrational frequencies (ω), and ωi is a vibrational 

frequency, T the temperature, and ħ and kB Planck’s and Boltzmann constants, respectively. 

See the method section for the details of phonon frequency calculations.

This formulation of the heat capacity follows the experimental observation of how the 

heat capacity of solids changes with respect to the temperature. The heat capacity tends 

to zero at low temperatures, where only low-frequency modes are occupied, and then 

converges to a constant (3R) at high temperatures, where all vibrational modes are active. 

This behavior is shown for MOF-74 in Figure 1, where we show the density functional 

theory (DFT) computed heat capacity of the materials with two different metals, Cobalt 

and Zinc (Co-MOF-74 and Zn-MOF-74, respectively). In this figure, we also compare 

the DFT results with experimental data. For these experiments, it was essential to ensure 

proper activation of the material. The details of the synthesis and experimental procedure 

can be found in the method section and SI. We observed a good agreement between the 

computed values and the experimental measurements. These results provide confidence for 

our computational methodology and support the conclusion of the previous works15, 16 that 

the harmonic approximation provides sufficiently reliable data for the heat capacity of an 

empty framework.

In this study, we focus on predicting the heat capacity of an empty framework. For carbon 

capture applications one also needs to take into account the effect of the adsorbed molecules. 

Kapil et al.15 have shown that the effect of the adsorbed CO2 molecules on the lattice 

vibrations of the MOF atoms is small, and hence does not influence the heat capacity of the 

material. As a consequence, to obtain the heat capacity of the total system, we can simply 

add the contributions of the gas molecules. In SI sections 4.2 and 4.3, we show that the 

contributions of these gas molecules are relatively small for carbon capture applications.

Understanding structure - heat capacity relationships

From a reticular chemistry point of view, a MOF structure is an assembly of metal nodes 

and organic linkers on a topology network. Therefore, it is important to understand how the 

variation of each of these factors influences heat capacity.

Isoreticular MOF-74 structures are an ideal case for understanding the role of metal on 

the heat capacity as they have been made with a wide range of metals, including Mg, 

Mn, Fe, Ni, Co, and Zn.17, 18 Figure 2a shows that the computed heat capacity depends 

on the type of metal, for which Mg-MOF-74 has the lowest molar heat capacity. To 

explain this observation, we inspect the lattice vibrational frequencies of these systems. 

As the only difference between these structures are their metals, we inspect the lattice 

vibrational frequencies of the metal centers. Figure 2d shows the histograms of the projected 

lattice vibrational frequencies on metal centers for Mg and Zn MOF-74, where we see 
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that Zn has a shift in the vibrational frequencies to lower frequencies compared to Mg. 

Theoretically, different frequencies contribute to the heat capacity differently: At low and 

intermediate temperatures, the low-frequency modes are dominant in contributing to the heat 

capacity, and only at high temperatures the high-frequency modes also participate in the 

heat capacity (see Figure 2b for a quantitative picture). Substituting Mg with Zn shifts the 

vibrational frequencies to lower frequencies, and hence, leading to a higher heat capacity 

in Zn-MOF-74. One can explain the effect of changing the mass of the metal node if we 

envision this metal to be connected with harmonic springs to its neighbors. The vibrational 

frequency of this metal is proportional to k/meff , where k is the spring stiffness and meff is 

the effective mass. If change of the mass would be the only contribution, one would expect 

monotonically increasing heat capacity with increasing the molecular mass of the metal. 

Figure 2a shows that differences in mass only partly explains the data; when the masses are 

similar, the details of the metal-linker interactions are also important.

A more affordable way to describe the interactions between the atoms of a MOF is to use a 

classical force field. For example, the universal force field (UFF) can predict the mechanical 

properties of a MOF with similar accuracy as DFT.19, 20 However, Figure 2a shows that 

this force field systematically underestimates the heat capacity. If we softened the spring 

constants between metals and linkers, we can obtain better agreement with the DFT results. 

However, one would need a metal-linker dependent correction factor to correctly capture the 

subtleties of the chemistry, which limits the usefulness of the UFF force field to predict the 

heat capacity of MOFs. Further analysis (see section 1.2 in SI) shows that the deficiency 

of the UFF force field is mainly due to the metal-linker interactions, whereas the linker 

contributions are well described.

Another important variation in MOF structures is the modification of linkers and the 

underlying network topology. To better understand these variations, we look at a set 

of zeolitic imidazolate framework (ZIF) structures with different organic linkers. These 

materials are ideal for this investigation as they can be synthesized with the same topology 

but varying linkers, as well as the same linkers but varying topology. However, the number 

of atoms and the dimensions of the unit cell of these ZIF structures are too large for DFT 

calculations, and therefore we used the UFF force field. As the metal is not changing 

among the ZIFs, one can expect that we underestimate the experimental value, but this 

underestimation is equal for all ZIFs.

We analyze the heat capacity of 200 hypothetical ZIF structures assembled using four 

unique linkers and 50 topologies.21 Figure 2c shows the heat capacity of the ZIFs. We 

observe a large dependence of the heat capacity on the linker functionalization (dots with 

different colors) and a very small influence by the framework topology (dots with the same 

color). Comparing structures with the dichloroimidazolate (dcIM) with imidazolate (IM) 

linkers is instructive to further understand the role of linker functionalization, as the only 

difference between these structures is the replacement of hydrogen atoms on the linker with 

chlorine. Clearly, replacing the hydrogens with heavier atoms (i.e., chlorine) increases the 

heat capacity of the material, similar to the simple spring-mass model described above, 

where the heavy chlorine atoms shift the vibrational frequencies to smaller values, leading to 

a higher heat capacity per atom.
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A machine learning approach

A machine learning model exploits the similarities between structures in the training set to 

predict the target properties of new structures in the test set without performing the actual 

computations or experimental measurements on those.22, 23 The similarity between different 

materials and structures can be explicitly encoded by chemically motivated descriptors24–26 

or learned as part of a deep learning framework.27 For example, machine learning models 

based on the chemical formula25, 28 or property-labeled materials fragment descriptor24 

were found to be effective in predicting heat capacity of solids and semiconductors.29 These 

approaches are based on a global description of the material. However, these approaches 

based on a global description are of limited use for MOFs as their chemical diversity is so 

large that one needs a large data set to be able to train a predictive model. As we have to rely 

on DFT calculations, we can only generate data for a small subset of MOFs.

A machine learning method that follows the relevant physics will typically require less 

training data than a naive model. Recall that the heat capacity is given by the summation 

over atomic vibrations (equation 1). Therefore, we devise an approach based on the 

summation of the local contribution of each atom to the total heat capacity. Particularly, 

our simulations on ZIFs show that changes in the topology have a minor effect on the 

heat capacity, indicating that the relevant chemical environment is relatively short-ranged. 

Hence, our features only need to account for the local environment around each atom (see 

Figure 3a). Compared to the previous machine learning approaches, the main advantage 

of our methodology is that each MOF contains many different chemical environments for 

each atom. Hence, in the selection of the training set, we only need to generate data for 

an adequately diverse set of atoms in different chemical environments. These environments 

include different elements and coordination environments, as well as different sizes of 

crystals. As we can obtain such a diverse set using MOFs with a relatively small number 

of atoms or with high symmetry, we have a training set that we also can use to predict 

the heat capacities of those MOFs that are too large for DFT calculations. In essence, our 

machine learning approach is staying as close as possible to the physics of the problem. 

Once trained, it predicts the contribution of each atom to the heat capacity, depending on the 

local chemical environment.

To featurise local atomic environments, we include the atom identity and descriptors to 

capture both chemical and geometric similarities (Figure 3a). To capture the local chemistry, 

we use Voronoi-tessellation based descriptors,30, 31 which give statistics of chemical 

heuristics for the neighboring atoms. Furthermore, we use symmetry functions32 and AGNI 

fingerprints33 to encode geometric similarities. These descriptors are expressive enough 

to provide adequate flexibility for the machine learning model to capture the similarities 

between the chemical environments to predict heat capacity.

We selected ~230 structures with diverse chemical environments from the experimental 

structures in the CoRE-MOF database,34 experimental covalent organic frameworks in 

CURATED-COFs,35 and the experimental all-silica zeolites in IZA database.36 The DFT 

predicted heat capacities of these structures are shown in Figure 3b. Remarkably, Figure 

3b shows that all silica zeolites have very similar heat capacities, which justifies the use 
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of a constant heat capacity in the performance evaluation of these materials in chemical 

processes. In contrast, MOFs and COFs show a wide range of heat capacities, ranging from 

0.4 to 1.1 J·g−1·K−1. While the general correlation between the heat capacity and average 

atomic mass exists, to make quantitative predictions, we need to capture the subtle chemical 

differences of these materials in our machine learning approach.

We use 120 of the structures to train machine learning models to predict the heat capacity 

and keep the remaining 110 structures for evaluating the models. The performance of 

machine learning models on the test set is shown in Figure 3c. The model reaches an 

excellent accuracy (~ 3% relative error). Achieving such high accuracy with only using 120 

structures for training the model demonstrates the advantage of incorporating the physics 

of the problem in the machine learning model. In addition, we estimate the uncertainty of 

the predictions using the variance in predictions of an ensemble of machine learning models 

trained on different training sets (see method section for details). Figure 3c shows that this 

approach effectively assigns high uncertainty to erroneous predictions. This enables us to 

use our machine learning models to predict the heat capacity of materials in the porous 

material databases with a controlled error and confidence.

Using our uncertainty-aware machine learning models, we predict the heat capacity of the 

enormous materials available from multiple nanoporous materials databases. In Figure 4a 

and 4b, we show the predicted heat capacity at room temperature for all the experimental 

structures reported in CoRE-MOF,34 CURATED-COFs,35 and IZA36 zeolites databases. We 

note that for many of these materials, quantum calculations are not feasible due to the 

excessive computational costs.

It is interesting to compare our machine learning predictions with experimental 

measurements. In addition to the few experimental values reported in the literature,37 

we used Differential Scanning Calorimetry (DSC) to measure the heat capacity of some 

additional MOFs. Figure 4c and 4d shows that except for a few cases, we have a good match 

between the predicted and measured heat capacities. By carefully inspecting the experiment 

protocols, we realize that the materials with a large discrepancy appear to be not (fully) 

activated. Solvent molecules that remain in the pores of the material have a large effect 

on the heat capacity. In our experimental procedure, we ensure that the MOFs are fully 

activated (see methods and SI section 3 for further discussion). If we discard the materials 

that are not fully activated, these results show that the machine learning model can provide 

fairly accurate predictions for the heat capacity of fully activated MOFs.

In Figure 2a, we presented the DFT values of the heat capacity for MOF-74 with different 

metals. An unexpected result is the heat capacity (per atom) of Mn-MOF-74, which is 

higher than the corresponding value for other similar mass MOFs, e.g., Ni-MOF-74. This 

is a puzzling result, as the only change is the metal, and if we increase the atomic mass 

we expect a monotonic increase of the heat capacity due to a shift of frequencies to 

lower values. A feature analysis of the machine learning model shows that 60% of the 

heat capacity prediction can be explained by knowing the atomic mass of all atoms in 

the material (see Figure 3d and method section for details). The remaining 40% is the 

local geometry and chemistry. In the case of Mn-MOF-74, the feature analysis shows that 
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the geometry is the decisive factor (see Figure S.11 in SI). Interestingly, if we take the 

Ni-MOF-74 geometry and simply replace the metal, the machine learning model gives 

similar values for all but Mn-MOF-74. For Mn-MOF-74, the feature analysis shows that the 

higher predicted value is caused by longer metal-linker bonds, where these weaker bonds 

shift the frequencies to lower values.

Discussion

From a practical point of view, for new MOFs or COFs crystal structures, we can now 

provide an estimate of the heat capacity of the material, together with an estimate of the 

reliability of this prediction. We provide these for the materials available from multiple 

nanoporous materials databases, including the MOFs in the CoRE-MOF34 and QMOF38 

databases, zeolites in IZA,36 and COFs in CURATED-COFs35 (see section 2.2 in SI for 

the details of these databases). One can expect that, for new structures with chemical 

environments that are very different from the training set, our model will indicate that the 

predictions are unreliable. For these structures, we need to update the machine learning 

model by including additional DFT calculations.

One of the practical motivations of our work is to understand the importance of accurate 

knowledge of the heat capacity in the use of porous materials in carbon capture processes. 

In particular, in a temperature swing adsorption process (TSA), an objective for material 

design is to minimize the heat required to regenerate the material per kilogram of recovered 

CO2. As the contributions from heating the adsorbed gases in the column are negligible 

for this application (see sections 4.2 and 4.3 in SI for discussion), this energy requirement 

depends mostly on the heat capacity of the material. Figure 4 shows that for zeolites, it 

is indeed reasonable to assume that the heat capacity does not differ considerably among 

different materials. However, this assumption does not hold for MOFs. As our machine 

learning model gives the heat capacity with high accuracy, we can quantify the impact of the 

differences in the heat capacity on the ranking of materials in a TSA process.

In Figure 5a, we compare the heat requirement using the actual values of the heat capacity 

with the assumption of a constant heat capacity (0.985 J·g−1·K−1).11 For materials with a low 

heat capacity (red and yellow dots), the heat requirement reduces by as much as 50% and 

makes some of them top performings. In fact, using the actual values of the heat capacity 

changes the ranking completely compared to using a constant value (see Figure 5b). In 

particular, the ranking correlation is almost lost when we look at the materials with similar 

CO2 uptake: the ones with lower heat capacity appear to be performing considerably better. 

As the heat capacity used in the previous studies11 was considerably above the average, 

many of these studies have overestimated the energy requirements; for some materials as 

much as 50%. Since these energy requirements contribute substantially to the total cost of 

the capture process, our results can have profound practical impacts (see the discussion in 

SI). However, it is important to note that the total energy requirement for a carbon capture 

process depends on the specific details of the process design, and it will be also affected by 

factors such as the shaping of the materials and the type of adsorption column.
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Our machine learning approach is not limited to porous materials and can be extended to 

other classes of materials, provided one can generate the relevant training set.

Methods

Computations of heat capacity

To compute the heat capacity, we use the harmonic approximation. Similar to our 

observation (see Figure 1), previous studies15, 16 have shown that it gives sufficient accuracy 

for estimating the heat capacity of an empty framework. However, it is important to note 

that the harmonic approximation might fail to correctly describe materials with anharmonic 

effects, e.g., flexible materials or large host-guest interactions. Hence, it will be interesting 

to investigate the extent of validity of this approximation for estimating the heat capacity of 

these materials using path integral molecular dynamics15, 16 simulations in the future.

Within the harmonic approximation, the lattice vibrational frequencies (phonons) were 

extracted from the Hessian matrix of the lattice energy. The Hessian matrix is the second-

order partial derivative of the lattice energy with respect to atom displacements. To build 

the Hessian matrix, we use a finite difference approach where each atom of the crystal is 

displaced, and density functional theory (DFT) or a molecular mechanics force field is used 

to compute the force on all the atoms of the crystal upon this displacement. The eigenvalues 

and eigenvectors of this matrix correspond to the vibrational frequencies and vibrational 

modes of the system, respectively. Mathematically speaking, for a crystal with Na atoms, 

there are 3Na phonon modes (eigenvectors and eigenvalues of an Na body system in 3D). 

However, three of these modes always have a negative frequency because of the translation 

degrees of freedom. The labels for training the machine learning models are the contribution 

of each atom to the total heat capacity of the material. We estimate these contributions by 

projecting the phonon density of state on each atom of the crystal.

The DFT calculations were performed within the generalized gradient approximation (GGA) 

level of theory using Perdew–Burke–Ernzerhof (PBE) exchange-correlation functional with 

DFT-D3(BJ) dispersion corrections.39, 40 We use GTH pseudopotentials,41 and DZVP-

MOLOPT-SR contracted Gaussian with an auxiliary plane wave basis set. Since the phonon 

calculation procedure relies on the assumption that the structures are at the minimum energy 

configurations that are consistent with the quantum or classical mechanical method used to 

describe the potential energy surface of the material. Therefore, in the DFT calculations, 

we use a tight optimization setting that is described in section 1.1 in SI to avoid negative 

frequencies.

All lattice displacement and post-processing for vibration calculations were performed using 

Phonopy.42 We use CP2K43 for DFT calculations and LAMMPS,44 LAMMPS-interface,19 

and phono-LAMMPS45 for the molecular mechanics calculations. The DFT calculation 

recipe is adapted from our previous work35 (see section 1.1 in SI for details).

Measurements of heat capacity

The MOFs were synthetized based on the reported procedures in the literature, outlined in 

detail in SI. To obtain a reliable measurement of the heat capacity, we consider MOFs with 
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a robust solvothermal synthesis and stability of framework up to 200 °C. Furthermore, a 

well-defined state of sorption and clear stoichiometry at this temperature were requisites. 

Obtained crystalline phases were identified by matching powder x-ray diffraction (PXRD) 

patterns and thermogravimetric analysis (TGA) results to previous reports (See section 3 in 

SI).

The ground MOF samples were crimped in non-hermetically sealed aluminum pans. Heat 

capacity was determined against the sapphire standard by Differential Scanning Calorimetry 

(DSC), in the range of 20 °C to 200 °C. Samples were measured repeatedly in an argon 

atmosphere until three consecutive DSC traces were overplayed. The gas phase was purged 

after each measurement, and upon converging of traces, the lack of heat flow peaks, which 

may be associated with desorption phenomena or phase change, was confirmed. Heat 

flow was normalized to the mass of the activated samples. Sample mass reductions were 

normalized to initial sample masses and confirmed to correspond to expectations based on 

TGA results. Asymmetry of stray heat flow was determined from the 200 °C dwell phase of 

each evaluated DSC trace. This asymmetry was assumed to be proportional to the deviation 

of block temperature from ambient temperature and corrected for accordingly.

Machine learning

The chemical environment of each atom is described using a feature vector comprised of 

elemental properties as well as descriptors for chemical and geometric similarities. For the 

elemental properties, we include atomic number and mass, row and column on the periodic 

table, covalent radii, and Pauling electronegativity. To capture geometric and chemical 

similarities, we use AGNI fingerprint and Gaussian symmetry functions,32, 33 in addition to 

the Voronoi tessellations based features on the statistics of atomic properties of neighbouring 

atoms.30, 31 These features were computed for each atom of the crystals using Matminer and 

Pymatgen.46, 47

We use gradient boosted decision trees (GBDT) machine learning model as implemented 

in XGBoost48 to map the feature vectors to the labels. To train the model, we first split 

our dataset into 120 structures for training and the remaining 112 structures for testing. The 

120 training structures contain ~8500 atoms, that we use 90% of them for training, 10% for 

validation. The feature vectors were centered to zero and scaled using the mean and standard 

deviation for each training set, respectively. The hyperparameters of the GBDT model were 

optimized using 10-fold cross-validation.

To quantify the uncertainty of the model, we train an ensemble of 100 GBDT models and 

use the standard deviation of the prediction as a metric of uncertainty. The training set for 

each model in the ensemble was resampled with replacement from the original train set 

using bootstrapping as implemented in Scikit-learn.49

The final models, which are made available online, are trained using all structures to exploit 

the full dataset.
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TSA process modelling and adsorption data

To demonstrate the effect of the specific heat capacity of the adsorbent in the process 

performance, we use an equilibrium shortcut temperature swing adsorption (TSA) model 

based on the model developed by Ajenifuja et al.50 For this, we assumed a standard TSA 

process that consists of 3 steps: (i) adsorption, (ii) open heating, and (iii) open cooling. The 

full description of the model and model parameters are available in SI. Also, the details of 

adsorption data calculations, charges, and force field are outlined in section 4 in SI.

Supplementary Material

Refer to Web version on PubMed Central for supplementary material.

Acknowledgement

The authors would like to acknowledge support from the ACT PrISMa Project (No 299659), which has received 
funding through the ACT programme (Accelerating CCS Technologies, Horizon2020 Project No 294766). 
Financial contributions made from BEIS together with extra funding from NERC and EPSRC, UK; RCN, Norway; 
SFOE, Switzerland and US-DOE, USA, are gratefully acknowledged. Additional financial support from TOTAL 
and Equinor, is also gratefully acknowledged. S.M.M. was supported by the Swiss National Science Foundation 
(SNSF) under Grant P2ELP2_195155. M.A. was supported by the Swiss National Science Foundation (SNSF) 
under Grant number P2ELP2_195134. C.C. is also supported by the UKRI ISCF Industrial Challenge within 
the UK Industrial Decarbonisation Research and Innovation Centre (IDRIC) Award number EP/V027050/1. F.N. 
acknowledges funding from the European Commission (ERC CoG 772230), the BMBF (Research center BIFOLD), 
and the Berlin Mathematics Center MATH+ (AA2-8). The calculations of this work were enabled by the Swiss 
National Supercomputing Centre (CSCS), under project ID s1019. S.M.M. and B.A.N. thank Miriam Jasmin 
Pougin for making experimental MOF structures computation ready. S.M.M. thanks Dr. Leopold Talirz and Dr. 
Mohsen Sadeghi for fruitful discussions.

Data availability

Supplementary Information, containing details of the theoretical aspects, machine learning 

methodology, experimental measurements, and process modeling, is available for this paper. 

In addition, the crystal structures of the training set together with the DFT-optimised 

geometries and the corresponding calculated thermal properties, tabulated heat capacity 

of MOFs in CoRE-MOF34 and QMOF database,38 zeolites in IZA,36 COFs in CURATED-

COFs,35 at different temperatures, the data that were used and are needed to reproduce 

the results of this study, the thermogravimetric analysis, synthesis protocols, powder X-

ray diffraction exported from electronic lab notebooks, and the codes to generate figures 

of the paper are deposited on the Materials Cloud51 archive that can be accessed via 

https://doi.org/10.24435/materialscloud:p1-2y. Correspondence and requests for additional 

materials should be addressed to the corresponding authors.

Code availability

The featurisation, prediction, and trained models are available from https://github.com/

SeyedMohamadMoosavi/tools-cp-porousmat.
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Figure 1. Temperature dependence of the heat capacity of MOF-74.
The DFT predictions of the heat capacity of Zn-MOF-74 and Co-MOF-74 are compared 

with the experimental (EXP) measurements obtained in this work. Ball and stick model of 

the hexagonal porous structure of MOF-74 is shown in the inset. Green, red, grey, and white 

spheres represent the metal (Zn or Co), oxygen, carbon, and hydrogen respectively.
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Figure 2. Structure–heat capacity relationships.
a) The heat capacity of MOF-74 with different metals, computed using DFT (open circles) 

and UFF (for simplicity we show fitted lines to the data points – see Figure S.3 in SI for 

the data points). The dashed lines show the results when we scaled the metal-linker force 

constants with a factor of ∝ 0.25 or ∝ 0.5. b and d) The differences in the vibrational 

frequencies of metal centers in Mg and Zn MOF-74, and their contributions to the heat 

capacity at different temperatures. c) The heat capacity of ZIF structures, color-coded with 

their linker type that are shown as inset (IM = imidazolate, mIM = 2-methylimidazolate, 

dcIM = dichloroimidazolate, and nIM = 2-nitroimidazolate). While from an engineering 

point of view the heat capacity is often reported per gram of materials, it is easier to explain 

structure-heat capacity relationships when we look at the heat capacity per atom.
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Figure 3. DFT and machine learning predictions of the heat capacity.
(a) The gravimetric and molar heat capacity of the structures at room temperature are 

shown with respect to the average atomic mass. The inset gives the molar heat capacity per 

atom. (b) The sketch of a local environment that is featurised in terms of atomic identity, 

local geometry and chemistry. For each atom within the unit cell of a crystal structure, 

our machine learning model predicts the contribution to the heat capacity (pCv), which 

is summed and normalized by the total mass of the crystal. (c) The correlation plot of 

the predictions of machine learning models compared to the DFT reference results. The 

statistics of the predictions for which the machine learning model was certain are shown 

in the inset, where MAE is mean absolute error, RMAE relative mean absolute error, and 

SRCC the Spearman rank correlation coefficient. (d) The pie chart shows the importance of 

different descriptors in the prediction of the heat capacity estimated using SHapley Additive 

exPlanations (SHAP) values (see method section for details). The descriptors are categorized 

into three groups of atomic identity, geometry, and chemistry (see section 2.1 in SI for 

details).
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Figure 4. Mapping the heat capacity of nanoporous materials.
(a-b) Predictions of the heat capacity at 300 K for the experimental structures in the 

CoRE-MOF,34 CURATED-COFs,35 and IZA zeolites.36 (c-d) Comparison of the machine 

learning predictions of the heat capacity at 300K with the experimental values reported in 

the literature37 or measured in this work. The gray dots in (d) show the observed range of the 

heat capacity of materials in (b).
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Figure 5. The role of heat capacity on the performance and ranking of porous materials in 
carbon capture.
In these figures, the heat requirement gives the energy requirement per kilogram of CO2 

for regenerating materials in a temperature swing adsorption process to capture CO2 from 

a coal-fired power plant. The color coding indicates the value of the heat capacity. (Left) 

The vertical axis shows the heat requirement when the actual values of heat capacity of the 

materials are used. The horizontal axes give the correction factor, which is the ratio of this 

heat requirement to when the heat requirement is computed assuming all materials have the 

same heat capacity of 0.985 J·g−1·K−1. (Right) The change in the ranking of the materials: 

The left side gives the new ranking with the heat capacity from our machine learning model, 

and the right side the old ranking assuming a constant heat capacity for all materials. The 

thickness of the lines connecting these two points is a measure of the change in the ranking.

Moosavi et al. Page 18

Nat Mater. Author manuscript; available in PMC 2023 April 13.

 E
urope PM

C
 Funders A

uthor M
anuscripts

 E
urope PM

C
 Funders A

uthor M
anuscripts


	Abstract
	Theoretical aspects
	Understanding structure - heat capacity relationships
	A machine learning approach
	Discussion
	Methods
	Computations of heat capacity
	Measurements of heat capacity
	Machine learning
	TSA process modelling and adsorption data

	References
	Figure 1
	Figure 2
	Figure 3
	Figure 4
	Figure 5



