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Abstract

Measurements of jet substructure in pp and Pb-Pb collisions at
√
sNN = 5.02 TeV with

ALICE

by

Ezra D. Lesser

Doctor of Philosophy in Physics

University of California, Berkeley

Professor Barbara V. Jacak, Chair

Jet substructure observables are powerful tools to search for new physics and test theo-
retical descriptions of perturbative and non-perturbative processes in QCD. In heavy-ion
collisions, jet substructure observables are used to elucidate the structure and dynamics of
the quark-gluon plasma. One substructure observable is jet mass, which probes the virtu-
ality of hard-scattered partons and their modified fragmentation. Additionally, generalized
jet angularities allow differential measurements of the jet shower and its modification, as
two parameters independently vary the weight of the jet constituents’ relative angle and
transverse momentum. Previous measurements of the jet mass and jet angularities show
conflicting deviations when compared with models. This thesis presents new measurements
of the jet mass and jet angularities to resolve this conflict, using charged-particle tracks in
pp and Pb–Pb collisions at

√
sNN = 5.02 TeV and jet resolution parameters R = 0.2 and

0.4. The results from this work are compared to ALICE measurements of heavy-flavor jets,
which provide a high-powered probe of perturbative QCD at low transverse momentum. Jet
angularities in jets containing a charm meson are compared to the inclusive measurements of
this thesis, revealing a significant narrowing due to the QCD dead cone modifying jet frag-
mentation. Jet angularity results are also compared to QCD predictions using both folding
and shape function corrections for nonperturbative effects. Jet grooming can be used to iso-
late specific splittings inside the jet fragmentation history, and ALICE measurements of the
groomed-jet splitting angle and momentum fraction with soft drop and dynamical grooming
are also compared to QCD predictions to test parton branching. The high-precision tracking
system of ALICE enables these measurements over a broad range in transverse momentum,
with a low-transverse momentum reach that is unique at the LHC.
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Draw from the well of unchanging
And its union nourishes on

In the right rearranging
Till the last confusion is gone

Water brothers trust in the ultimust
Of the always-singing song they pass along

James Thomas Hall, 1967

If I have seen further, it is by standing on the shoulders of giants.

Sir Isaac Newton, 1675
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1

Chapter 1

Introduction

Mankind has looked to the heavens pondering its existence for millennia. From the ancient
philosophers through modern civilization today, an aggregation of scientific discoveries has
revolutionized human life and understanding. In recent times, mankind has harnessed the
power of electricity, elucidated the secrets of the atom, mastered the ability of flight, and
watched as living beings visited another celestial body, the moon, and safely returned home.
While mere dreams and musings of generations past, these modern accomplishments and
more are attributed in no small part to mankind’s continuing research of the physical sciences.

Yet many fundamental mysteries still remain. The origins of creation, and the enduring
question why, still plague the human condition. Theories are born, survive awhile, then
crumble, and give birth to a new generation of ideas. The determinism of Newtonian me-
chanics, for instance, now comes with an asterisk, given by the apparent randomness of
quantum theory. With such developments comes a new array of deep questions, such as the
interconnectedness of all physical bodies, an entanglement beyond human senses.

It is impossible to know where modern research will eventually lead: through these studies
of physics man strives to understand God, and with such understanding the possibilities are
truly limitless. One can only hope that with such knowledge life will improve for all mankind,
and the appreciation of God’s many mysteries will be made ever stronger.

This thesis details some recent advances that have been made in the field of high-energy
particle and nuclear physics. The following introductory section gives an overview of the
modern theory which governs our understanding of the universe at the tiniest scales currently
known. In particular, special attention is paid to the strong nuclear interaction, and the
mechanisms used to study it at high energies. This chapter is concluded with a statement
of purpose for the research of interest (Sect. 1.5), which is the main subject of this writing.

The following chapters give details of the particular physics analyses which were com-
pleted during the tenure of this appointment. Chapter 2 details the experimental apparatus,
while Ch. 3 enumerates the relevant data sets, procedures, and systematic checks used for
the analyses. Ch. 4 explains the corrections that are applied to pQCD predictions before
they are compared to data. Results are shown in Ch. 5, with discussion and closing remarks
delivered in Ch. 6.
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1.1 Quantum chromodynamics

The physical theory which governs interactions of the strong nuclear force is called quantum
chromodynamics, or QCD. A detailed review is given in Refs. [1–6]. QCD is a quantum field
theory with dynamics dictated by its gauge-invariant Lagrangian,

LQCD =
∑
q

{
ψ̄q,i [iγµ(Dµ)ij −mqδij]ψq,j

}
− 1

4
Ga

µνG
µν
a , (1.1)

where δij is the Kronecker delta function and γµ are the Dirac gamma matrices.
The QCD Lagrangian bears a striking resemblance to that of quantum electrodynamics

(QED), the quantum field theory which governs electromagnetic interactions, and the re-
sulting physics is comparable in several ways. The spin-1/2 (fermion) fields ψq,i are Dirac
spinors which represent fundamental particles called quarks, each with a type (flavor) q
and charge (color) i. The Dirac adjoints (conjugates) ψ̄q,i represent the corresponding anti-
particles, called anti-quarks. The flavor q correlates to the lepton flavor of QED, while the
color charge i compares to QED’s electrical charge. Charge in QCD is further complicated,
however, by the local SU(3) color gauge symmetry of the theory, allowing the index i to run
from 1 to 3.

The gauge covariant derivative Dµ is composed of an ordinary partial derivative ∂µ term
along with an additional term which preserves local gauge invariance,

(Dµ)ij = ∂µδij − igs(Ta)ijAa
µ. (1.2)

The spin-1 fields Aa
µ represent the gauge bosons that mediate interactions in the theory,

which are called gluons. The gluon fields are connected to the Dirac quark fields via Ta,
infinitesimal generators of rotation in SU(3). A popular representation of these generators is
Ta = λa/2, where λa correspond to the Gell-Mann matrices, with a ∈ [1, 8]. Unlike the single
photon which mediates QED, these eight generators signify eight different gluons which can
connect the incoming and outgoing quark colors i and j. This term also includes the constant
gs, which sets the scale of the fundamental coupling strength between quarks and gluons.
The s subscript is used to explicitly denote that this is the coupling constant for the strong
force (QED has a similar coupling constant g, sometimes written as ge or just e).

The second term inside the sum of Eq. 1.1, which bears the fundamental constants mq,
directly connects ψ̄q,i to ψq,j, and therefore can be interpreted as terms which give the quarks
their mass. There are no such terms for the gauge fields Aa

µ, rendering them massless.
The final term in Eq. 1.1 involves the (gauge invariant) gluon field strength tensor,

Ga
µν = ∂µAa

ν − ∂νAa
µ + gsf

a
bcAb

µAc
ν , (1.3)

where fabc are c-number commutators of the λa matrices, known as the structure constants,

[λa, λb] = 2ifabcλc, with fabc = number = fabc = fa
bc. (1.4)
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gs

(a) Vertex corresponding to (∂A)(AA).

g2s

(b) Vertex corresponding to (AA)(AA).

Figure 1.1: Feynman diagrams for the gluon self-interaction terms in QCD.

Equation 1.3 is the analog of the electromagnetic field strength tensor Fµν in QED. The
third term in Eq. 1.3, however, directly connects the gauge fields, which does not appear in
QED. This term is a mathematical result of the required SU(3) color symmetry, as SU(3) is
a non-Abelian group with noncommuting generators Ta, whereas the U(1) symmetry of QED
has c-number generators, which commute. This results in several consequential features of
the theory. The first are cross-terms in Eq. 1.1 of the form (∂A)(AA) and (AA)(AA), which
correspond to 3- and 4-gluon interaction vertices, respectively, as depicted in Fig. 1.1. In
other words, the gluons themselves carry color charge, unlike the chargeless photon of QED.

Another interesting feature which arises from the non-Abelian gauge symmetry is the
requirement that the strong coupling is universal, meaning that all quarks must couple to
gluons with the same strength. This is untrue for QED, where charged leptons carry a larger
electric charge than the fractional one carried by quarks.

1.1.1 The running of αs

A third consequence of QCD’s non-Abelian nature, asymptotic freedom, was a surprise
which resulted in Frank Wilczek, David Gross, and David Politzer being awarded the 2004
Nobel Prize in Physics for their 1973 discovery [7, 8]. The bare coupling strength gs is
not directly observed in nature, with its strength varying according to the energy scale at
which an interaction occurs. This running of the coupling is caused by the screening from
virtual particles created via outgoing flux near a charged source. The variation of a coupling
constant g with respect to energy scale µ is given by the renormalization group equation

β(g) = g
∂g

∂µ
=

∂g

∂ lnµ
, (1.5)

which is called the beta function. At the order of one-loop level calculations in QCD,

β(gs) = −
(

11 − nq

6
− 2ni

3

)
g3s

16π2
, (1.6)
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αs(MZ
2) = 0.1179 ± 0.0009
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Figure 1.2: Experimental measurements of αs at varying energy scale Q. The perturbative
accuracy of the extraction is given in parentheses for each observable. For details, see Ref. [3].

where nq is the number of quark flavors and ni is the number of scalar color bosons. The
global negative sign is unique for non-Abelian theories, and implies that the coupling goes
to infinity as the scale µ decreases, with the divergent scale labelled ΛQCD ≈ 200 MeV. It
also means that the theory becomes asymptotically free as µ increases, or equivalently that
the strong force becomes weaker at large energies, which is the opposite behavior of QED.
Furthermore, the weakening of the coupling is logarithmic,

αs(µ
2) ≡ g2s(µ2)

4π
≈ 1

β0 ln(µ2/Λ2)
, (1.7)

where β0 is a constant. It is therefore necessary to specify the energy scale µ when describing
experimentally-derived values for the coupling constant αs (or gs).

Figure 1.2 shows measurements of the running of αs using data from various observables at
several different experiments. The value of αs is extracted by comparing these experimental
results to theoretical predictions from perturbative QCD (pQCD), with accuracy ranging
from Next-to-Leading Order (NLO) to N3LO, depending on the observable. These results
show excellent agreement with the predicted theoretical scaling and give a globally extracted
value of αs(m

2
Z) = 0.1179(9), where mZ ≈ 2.5 GeV/c2 is the mass of the Z electroweak vector
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boson. It is worth noting that αs is the only free parameter in QCD apart from the quark
masses, and thus by specifying this parameter at some scale, it can be renormalized to all
scales, and the theory is complete.

Compared to other fundamental constants, such as the electron charge or mass, the level
of precision to which αs has been measured is rudimentary, at only four significant digits.
This relative imprecision is due to the complexity of QCD, as experimental measurements
must be compared to complicated theoretical predictions to extract αs. Though significantly
more involved to compute than its electromagnetic cousin, QCD can be used to calculate
differential cross sections using perturbation theory; however, due to the fact that αs is
roughly an order of magnitude larger than the low-energy value for the electromagnetic
coupling constant αEM ≈ 1/137, perturbation theory proves to be less precise for QCD than
for QED at identical orders, with LO pQCD often having significant corrections at the level
of a factor of 2. These calculations are therefore notably improved by including higher-order
corrections – which, in turn, improve the extraction of αs.

1.1.2 Nonperturbative consequences

The divergence of αs at low energy scales provides further complications. While high-energy
interactions in QCD can be described by quarks and gluons, the degrees of freedom under
a lower-energy microscope are quite different. As the energy of a probe changes, so does its
Compton wavelength, with lower energies corresponding to larger distance scales following
the usual inverse (de Broglie) relation λ = h/p. At the scale of ΛQCD, then, the length scales
are large enough that the interaction strength between quarks and gluons, dictated by a
diverging αs, must be enormous. However, plugging in numbers to the Compton formula,
one expects this divergence to happen at hc/ΛQCD ≈ 6×10−15 m = 6 fm, much smaller than
the length scales of everyday life.

The physical manifestation of this observation is color confinement [9], which enforces
color-charged particles to be confined inside of color-neutral objects. From a phenomenolog-
ical perspective, the strong force is mediated between two colored particles via the exchange
of gluons, which form “color flux tubes” between the quarks. If the color-charged particles
are pulled apart, the force between them grows, and as the color flux tubes grow stronger,
more energy is required to pull them further. At some scale, the energy inside the color flux
tubes is so great that they break and form a new quark-antiquark pair. The divergence of
αs dictates this breaking scale, which then determines the size of color-neutral objects.

Quarks and gluons then are always confined inside of composite objects, called hadrons.
The proton is one example, as is the neutron, with both inheriting their quantum properties
from three valence quarks (i.e., one red, one blue, and one green, which together are colorless).
These are examples of a wider class of baryons, which all have three such valence quarks. It
is also possible to have hadrons containing only two valence quarks (e.g., one red and one
anti-red), which are called mesons. Quarks and gluons are sometimes collectively referred to
as partons, as they are parts (constituents) of their hadronic wholes (the name partons was
coined by Richard Feynman when the quark model was still not well-verified).
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Hadrons, however, are significantly more complex than a mere 2- or 3-quark structure.
These valence quarks constantly exchange gluons, which can interact with themselves and
one another, or split into quark-antiquark pairs which exist for a while before interacting
with other partons or annihilating back into a gluon. These extra quarks and gluons form a
sea of ever-evolving parton distributions inside the hadron. Sea quark production via gluon
splitting can be generally understood via normal perturbative evolution, although there is a
high density of soft (meaning low-energy), nonperturbative gluon radiation, and experimental
probes have similarly revealed significant nonperturbative effects [10, 11]. There have also
been recent advances in calculating the general parton distribution functions (PDFs) inside
of hadrons by simulating QCD on a finite, discretized lattice [12]. Despite much larger error
bands than current experimental extraction, advances in computing (including, for example,
quantum processors) may improve the precision of these theoretical predictions in coming
years. For an introduction to lattice QCD in this context, see Ref. [13–15].

In addition to lattice calculations, chiral perturbation theory (ChPT) can be used for cal-
culations in the low-energy regime of QCD. ChPT is an effective field theory (EFT) which
utilizes the approximate chiral symmetry of QCD, along with other symmetries such as
charge conjugation and parity, to construct a model Lagrangian for low-energy QCD inter-
actions. Such calculations have proven successful for modeling interactions of π mesons with
nucleons, as well as some other hadronic interactions. For an introduction to phenomeno-
logical Lagrangians and ChPT, see Ref. [16, 17].

1.1.3 Hadronization

While regular nuclear matter is composed of hadrons, the way in which partons form these
complex structures is unclear. High-energy partons radiate energy, primarily in the form
of gluons, until their energy scale falls to the point where αs ≥ 1, after which perturbation
theory is no longer a useful expansion of their dynamics. Since the partition function of QCD
has never been solved for hadrons, it is not possible at present to describe hadronization from
first-principles QCD. Therefore, phenomenological models have been introduced to model
this nonperturbative process.

One common example is the Lund string model [18, 19]. Lattice calculations show that
the color flux tubes formed between a quark-antiquark pair contain an approximately propor-
tional amount of energy to the distance between them. This linear relationship is modelled
by the introduction of relativistic strings, confined to the longitudinal axis between the two
partons. Hadron spectroscopy measurements suggest a string constant of κ ≈ 1 GeV/fm,
which corresponds to an effective mass density of the one-dimensional string. As the partons
stretch apart, energy in the string increases, until it has sufficient energy to break, with two
new quarks produced at the broken string edges (qq̄ → qq̄′ + q′q̄, where the quark is labelled
as q and the antiquark as q̄). This string-breaking procedure continues until only on-mass-
shell hadrons remain. (It should be noted that these phenomenological strings, which replace
color flux tubes, are fundamentally different than the objects of string theory, which instead
replace fundamental particles.)
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Another approach is cluster hadronization [20–22]. In this model, all final-state glu-
ons (meaning those which survive after successive branching/emissions off of hard-scattered
partons) are split into quark-antiquark pairs, which are then connected by color lines to
form color-singlet clusters. These clusters are taken to have small mass and length, with
those above a given mass threshold allowed to fission into progressively smaller clusters. All
clusters then fragment into hadrons, either by splitting into two hadrons, or by exchanging
energy with other local clusters on-mass-shell for the hadron of their corresponding flavor.

A third candidate mechanism is statistical hadronization [23–25], which assumes that the
clusters produced by pQCD have a finite spatial extent, and that all multi-hadronic states
arising from those clusters (compatible with their quantum numbers) are equally likely.
Along with the coalescence model [26], statistical hadronization has been used to explain
signatures of the quark-gluon plasma [27], the production of which is discussed in Sect. 1.4.2.

Popular implementations of phenomenological models such as these typically have several
different parameters which must be tuned to experimental data in order to provide accurate
predictions of experiment and a consistent picture across different observables and energy
regimes. The number of parameters inside such models can also vary with time, as inconsis-
tencies are discovered and resolved, or as improvements are made to the underlying physical
assumptions. Providing measurements which directly test these models, or which can be
used to tune them to higher precision, is an active area of experimental research.

It is also possible to measure so-called fragmentation functions [28, 29], which describe
the probability of a particular partonic species fragmenting (hadronizing) into a specific
hadron. These will be discussed in Sect. 1.2 below.

1.2 Scattering experiments

In the past 50 years since the discovery of QCD, one of the most productive ways to experi-
mentally study the theory has been via high-energy scatterings, or collisions, of one particle
off another. These experiments are typically designed in one of two ways. In the first design
concept, called a fixed-target experiment, particles of some known species are accelerated to
high energies and directed toward a target of stationary material. Particles from the beam
scatter off of those in the target, and the resulting particles can then be measured and com-
pared to the predicted interactions from QCD. These experiments are asymmetric, as the
center-of-mass frame for the colliding particles is boosted with respect to the lab frame.

The second experimental design can be tuned to be more symmetric in the lab frame.
Two beams of particles – not necessarily of the same species – are accelerated in opposing
directions, until they are crossed at an interaction point (IP). Particles from the two beams
can interact with each other at the IP, producing events which are then observed experimen-
tally. These collider experiments are capable of reaching higher interaction energies than the
fixed-target approach, as the secondary beam contributes significantly to the center-of-mass
energy. One experimental approach to measuring these events, the ALICE experiment at
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Figure 1.3: Leading-order (two-vertex) Feynman diagrams for 2 → 2 scattering in QFT,
labelled by particle four-momenta pi. These diagrams are read from left to right, with
i = 1, 2 corresponding to incoming particles, and i = 3, 4 to outgoing particles.

the CERN LHC, will be the primary subject of Ch. 2, and this latter experimental design
will be the focus in this thesis.

Generally a standard set of parameters are defined to describe the kinematics of a collider
experiment. The Mandelstam variables are convenient parameters to describe the kinematics
of 2 → 2 scattering, whose leading-order Feynman diagrams are given in Fig. 1.3. In terms
of the incoming and outgoing particle four-momenta pi, the three Mandelstam variables are
typically defined

s ≡ (p1 + p2)
2 = (p3 + p4)

2, (1.8)

t ≡ (p1 − p3)
2 = (p4 − p2)

2, and (1.9)

u ≡ (p1 − p4)
2 = (p3 − p2)

2, (1.10)

using natural units where the speed of light c = 1. These parameters correspond to the
squared four-momenta of the interactions q2 as given in Fig. 1.3. It is worth noting that the
center-of-mass energy of the interaction can be identified as

√
s, which is a frequently-used

shorthand at collider experiments.
One of the simplest interactions which probes QCD is that of an electron (e−) scattering

off a proton (p), mediated by a virtual photon (γ). At energies low enough that the Compton
wavelength of the γ is larger than or comparable in magnitude to the size of the proton, the
scattering is elastic, and the proton remains intact. At low energies, these interactions can
be modelled by Rutherford scattering (non-relativistic) or Mott scattering (relativistic, but
proton recoil neglected), which at first-order in perturbation theory yields(

dσ

dΩ

)
Mott

=
α2
EM

4E2 sin4(θ/2)
cos2

(
θ

2

) ∣∣F (q2)
∣∣2 , (1.11)

where αEM is the electromagnetic fine-structure constant and F (q2) is the proton form factor,

F (q2) =

∫
ρ(r⃗) exp(iq⃗ · r⃗)d3r⃗, (1.12)
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where q⃗ is the three-momentum component of q. The fraction dσ/dΩ is known as a differ-
ential cross section, which experimentally describes the fractional probability of a particular
interaction per solid angle (Ω, with dΩ = sin θ dθ dϕ). While Eq. 1.11 results from a purely
QED interaction, the form factor F (q2) is the Fourier transform of the proton’s charge dis-
tribution, signifying that measurement of elastic scattering probabilities directly probes the
charge distribution – and thus the internal quark structure – of the proton. For similar rea-
sons as explained in Sect. 1.1 above, the functional form of F (q2) has not been derived from
first principles, and therefore measurement provides an invaluable look into proton structure.

1.2.1 Structure and scaling

It is useful to describe the kinematics of e−p scattering using Lorentz-invariant quantities
(for frame-independent quantification) which can be expressed in terms of the kinematics
of the e−, which is typically measured experimentally, unlike the outgoing proton. Taking
the lines i = 1, 3 to correspond to the incoming and outgoing e− and i = 2, 4 to that of the
proton, the variable

Q2 ≡ −q2 = −q · q ≈ 4E1E3 sin2 θ

2
> 0 (1.13)

is often used to describe the scale of four-momentum exchanged in the interaction; indeed,
this variable Q is also what appears as the scaling term in Fig. 1.2.

At higher interaction energies, where the virtual photon has a wavelength smaller than
the size of the proton, the photon no longer scatters elastically off of the proton as a whole,
but rather off the partons inside it. In such cases, the dimensionless parameter x (sometimes
called “Bjorken x” after theoretician James D. Bjorken),

x ≡ Q2

2p2 · q
=

Q2

2mpν
with ν ≡ p2 · q

mp

, (1.14)

is used to describe the elasticity of the scattering processes, with x ∈ [0, 1]. The extreme case
x = 1 describes a fully elastic collision with the composite proton, whereas the opposite case
x → 0 occurs as the γ probes smaller and smaller length scales inside the proton, in which
case the proton typically breaks apart. This deep inelastic scattering (DIS) in high-energy
e−p collisions is used to probe the internal structure of the proton, which lives below the
nonperturbative limit of QCD.

The fractional energy lost by the e− in such collisions, as evaluated in the rest frame of
the proton, is given by the inelasticity y,

y ≡ p2 · q
p2 · p1

=

(
2mp

s−m2
p

)
ν, (1.15)

where y ∈ [0, 1]. Combining with the definition of x from Eq. 1.14, the variables x and y are
related to one another by

Q2 = (s−m2
p)xy, (1.16)
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Figure 1.4: Structure function F2(x,Q
2) for the proton, as measured by different experiments

for varying x andQ2 [3]. The structure function varies only weakly with respect toQ2, despite
the horizontal axis spanning five orders of magnitude.

such that the kinematics of DIS at fixed
√
s can be uniquely described by any two of x, Q2,

and y (or ν).
Experimental data from DIS has been instrumental for illuminating the partonic structure

of the proton. It can be shown that the differential cross section for DIS (where Q2 ≫
x2m2

py
2) is [6]

d2σ

dx dQ2
≈ 4πα2

Q4

[
(1 − y)

F2(x,Q
2)

x
+ y2F1(x,Q

2)

]
, (1.17)

where F1(x,Q
2) and F2(x,Q

2) are called the structure functions of the proton. Systematic
studies of these structure functions at the Stanford Linear Accelerator Center (SLAC) in
Stanford, California revealed that they are nearly Q2 independent, allowing their approxi-
mation as

F1(x,Q
2) → F1(x) and F2(x,Q

2) → F2(x). (1.18)
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Figure 1: MSHT20 NNLO PDFs at Q2 = 10 GeV2 andQ2 = 104 GeV2, with associated 68% confidence-
level uncertainty bands.

consider: CMS 13 TeV data on W + c production [29], which tests predictions particularly

dependent on the strange quark; the ratios of Z and tt̄ cross sections at 8 TeV and 13 TeV

at ATLAS [30]; the CMS measurements of single-top production [31, 32]; the potential impact

of LHCb exclusive J/ production data [33, 34], as accounted for in the analysis of [35], and

LHCb data on D meson production [33, 36, 37], as accounted for in the analysis of [38]. In

Section 11 we compare our MSHT PDFs with those of the other most recent global analyses of

PDFs – NNPDF3.1 [2] and CT18 [3], and also with older sets of PDFs of other collaborations.

In Section 12 we summarise the availability of the MSHT20 PDF sets and their delivery. In

Section 13 we present our conclusions.

2 Changes in the theoretical procedures

As in the case of MMHT14, we present PDF sets at LO, NLO and NNLO in ↵S. In the latter

case we use the splitting functions calculated in [39, 40] and for structure function data, the

massless coe�cient functions calculated in [41–46]. There are however, a significant number

of changes in our theoretical description of the data, compared to that used in the MMHT14
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x x

Figure 1.5: Unpolarized parton distribution functions xf(x) at the energy scales of µ2 = 10
GeV2 (left) and 104 GeV2 (right), as evaluated at NNLO [3, 30]. The horizontal axis is
the momentum fraction (Bjorken) x. The valence up and down quarks (f = uv and dv,
respectively) dominate at large values of x, while the probability of scattering off gluons (g)
and sea quarks (s, c, b, antiquarks) dominates in the low-x regime.

This phenomenon is known as Bjorken scaling ; see Fig. 1.4. Another observation for DIS
(where Q2 is greater than a few GeV2) was that the structure functions are related,

F2(x) = 2xF1(x), (1.19)

which is called the Callan-Gross relation. This observation signifies that the electric and
magnetic contributions to Eq. 1.17, which underlie F1(x) and F2(x), are related by the mag-
netic moment of a single Dirac particle, implying that DIS is actually the elastic scattering
of a virtual boson off a point-like parton inside the proton.

If one considers the scattered parton to carry momentum pq = ξp2, where ξ is the
fractional momentum of the proton carried by the struck quark, it can be shown [6] that,
when the proton energy is sufficiently large (E2 ≫ mp),

ξ = Q2/(2p2 · q) ≡ x. (1.20)

The x variable is therefore typically also called the parton momentum fraction.
Since quarks and gluons are constantly interacting with each other inside the proton,

and since these dynamics live beneath the perturbative limit of QCD, x is not known a
priori, and its probability distribution must be measured. As the quark and gluon content
of hadrons are also dynamic, these measurements must be carried out for each flavor, and
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are generally known as Parton Distribution Functions (PDFs) f(x). In the parton model,
these PDFs are related to the structure functions by

F1(x,Q
2) =

1

2

∑
i

Q2
i fi(x), (1.21)

where Qi is the charge carried by quark flavor i. Figure 1.5 shows the most recent constraints
on the partonic PDFs for the unpolarized proton, where unpolarized refers to the proton
spin. By assuming isospin symmetry of the up- and down-type quarks, the similar valence
structure of protons and neutrons, it can be extracted from experimental data that the up-
and down-type valence quarks only carry about half of the proton’s momentum, with the
rest carried by gluons (which are electrically neutral, and therefore do not contribute to DIS)
and sea quarks.

Comparing the two panels of Figure 1.5 also reveals that, despite the approximate scal-
ing behavior given by Eq. 1.18, the energy scale independence of fi is violated at very low
and very high values of x. At larger values of Q2, corresponding to shorter wavelengths
of the virtual photon, DIS resolves smaller length scales inside the proton and is therefore
sensitive to small-length gluon emissions (q → qg). This energy scale dependence is under-
stood from QCD, and can be directly calculated by using the DGLAP (Dokshitzer-Gribov-
Lipatov-Altarelli-Parisi) evolution equations, which are derived using fixed-order calculations
in pQCD. For more information, see Ref. [31–33].

1.2.2 Universality and factorization

The application of data-extracted functions such as fi are not limited to e−p collisions. A
fundamental assumption of particle physics is that the proton appearing in e−p collisions
should be the same as the one collided in proton-proton (pp) or even proton-nucleus (pA) col-
lisions, if probed at identical x and with identical Q2. This assumption is called universality,
i.e. the PDFs measured in e−p should be universal in all proton collisions.

Nonetheless, the total scattering amplitudes for different collision systems will still be
distinct. In pp collisions, the most probable interaction between two incident partons of the
opposing protons is mediated via the strong force, due to the greatly enhanced strength of
the QCD interaction over the QED one (gs ≫ e). This means that QFT calculations now
involve sums over colored partons mediated by 8 different gluons, rather than a single virtual
photon. The probability of encountering a particular parton is described by the PDF of the
nucleon, but the scattering itself is described by pQCD.

The total cross section for interactions produced in collider experiments must therefore
depend on both PDFs and cross sections as calculated in perturbation theory. It turns out
that the total cross section for DIS has the form [34]

σDIS(x,Q2) =
∑
i

∫ 1

x

fi(ξ) σB(x/ξ,Q2) dξ, (1.22)
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where σB(ξ,Q2) is the standard Born-level (i.e., leading-order) cross section. Equation 1.22
has the nontrivial feature that PDFs and perturbative cross sections can be factorized, where
fi needs no knowledge of the particular 2 → 2 scattering encapsulated by σB, and vice-versa
(σB is independent of the PDFs). This factorization has been theoretically proven [34] at
leading power of Q for DIS, electron-positron annihilation (e+e− → hadron + X), the Drell-
Yan process (qq̄ → γ∗ → lepton-antilepton pair), as well as jet and heavy quark production
in hadronic collisions, though its extension to all-orders in QFT has not been rigorously
proven. Experimental searches for cases where factorization might be broken are ongoing.

1.2.3 Fragmentation functions

In DIS experiments, the outgoing e− is typically the simplest particle to measure experi-
mentally; leptons are easier to identify, and since they are unaffected by hadronization, they
directly probe the scattering kinematics. In some cases, however, a parton (or partons) from
the incoming proton are kicked with sufficiently high Q2 that they hadronize and traverse
detectable regions outside the beam pipe. The measurement of a leading hadron in what is
known as semi-inclusive DIS (or SIDIS) adds additional information about the kinematics
of the scattering. This can be used in the extraction of transverse momentum dependent
PDFs (TMDs) [35, 36], or to gain other details such as for the identity of the struck quark.

The mechanisms for producing specific hadrons, however, are not simple to describe from
QCD, as hadronization is nonperturbative; see Sect. 1.1.3. The production of hadrons from
initiating partons is described statistically using probability distributions known as frag-
mentation functions. Fragmentation functions are typically written as Dh

i (x, µ2), where i
is the initiating (anti)quark or gluon, h is the produced hadron, and µ is the energy scale
(interchangeable with Q, as above). Much like PDFs, fragmentation functions must be ex-
tracted experimentally, which is typically done using cross section measurements from e+e−

collisions, where the lack of (known) electron substructure eliminates PDFs from the calcu-
lations and leaves only the perturbative QED amplitude and the (factorized) fragmentation
function Dh

i (x, µ2).
After extracting these functions from e+e− data, they can be used universally in theo-

retical predictions for other measurements. Despite a resounding success in applying these
fragmentation functions to more complicated collision systems such as pp, their general uni-
versality has never been proven from first principles, and recent experimental results in the
production of hadrons containing heavy-flavor valence quarks have raised questions about
whether this universality may have been broken; see Sect. 1.3.4 for details.

1.2.4 Monte Carlo event generators

With measurements of the nonperturbative PDFs and fragmentation functions completing
the perturbative picture, predictions can in principle be made for arbitrary experimental
observables. However, direct calculations may be prohibitively difficult, or frameworks may
have not been developed for their computation, such as generic observables which are IRC-
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unsafe (see Sect. 1.3.1). To obtain predictions for such observables, a statistics-based ap-
proach is used, where events are generated probabilistically according to the PDFs of the
scattered hadrons, the perturbative cross section, and phenomenological hadronization mod-
els (see Sect. 1.1.3) which are tuned to reproduce measured fragmentation functions. The
observable of interest is then “measured” from these simulated events, which over a sufficient
number of simulated events becomes a distribution which can be compared to experimental
data. Using this repeated random sampling to obtain a numerical result is known as the
Monte Carlo (MC) method.

Since a MC simulation has no knowledge of the observable it will be asked to predict, it is
an extremely flexible method to generate predictions for arbitrary distributions. Nonetheless,
this approach has a few drawbacks. It is not a fully-analytical procedure, so interpreting
results in terms of QCD is challenging. Any discrepancies between MC predictions and
experimental data often cannot be traced to a single part of the generator, meaning that it
is difficult to place quantitative limits on a specific aspect of QCD using a MC generator.
Similarly, MC generators have no clear level of perturbative accuracy. The cross section
for a hard scattering is calculated to fixed order in pQCD, but this cross section is then
followed by a phenomenological parton shower, which modifies the perturbative accuracy.
In the PYTHIA event generator [37–39], for example, the parton shower is based on LO
evolution equations in DGLAP and is estimated to approximate Leading Logarithmic (LL)
accuracy, though this estimation is not rigorous. At the same time, the MC model can
be used to generate arbitrary statistics, meaning that statistical error bands on the results
do not necessarily represent the (much larger) uncertainty on the theory, given the limited
perturbative accuracy and uncertainty on the extracted PDF and fragmentation behavior.
MC generators therefore cannot replace rigorous, direct QCD predictions.

MC event generators can also be used to simulate events for other purposes. When cou-
pled with an experimental detector model, as for example implementable in the GEometry
ANd Tracking (GEANT) software package [40], MC events can be used to simulate material
interactions that occur in experimental measurements and to correct for these inefficiencies.
Simulations can also typically be modified to enhance rare processes, to study the behavior
of intermediary states (e.g. the event before hadronization), or to include species of undis-
covered particles in searches for new physics. The usefulness and flexibility of MC models
makes them essential for many modern studies in scattering experiments.

The PYTHIA event generator, as mentioned above, is a general-purpose MC event gener-
ator for generating events in the high-energy scattering of leptons, hadrons, and heavy nuclei.
Underlying the hadronic scattering model is LO pQCD [41], combined with phenomenolog-
ical approaches to simulate the Underlying Event (UE), undesirable contamination that
occurs in some scattering experiments due to pileup, multiple simultaneous pp collisions
within the same bunch crossing, interactions of the beam with residual gas inside the beam
pipe, or Mutli-Parton Interactions (MPI) occurring within the same event. After the shower,
partons are hadronized using the string fragmentation approach. PYTHIA has many pa-
rameters which can be modified to adjust the model predictions; these are set by tuning
the model to experimental data, and several tunes are freely available with the software.



CHAPTER 1. INTRODUCTION 15

Different tunes can produce substantially different predictions, and alternate tunes should
therefore be considered separately from one another. Tune variations can also be used as an
aid to assess systematic uncertainties on the choice of physics model.

Herwig [22, 42, 43] is another multi-purpose MC event generator for use in high-energy
collider experiments. Some types of events, such as those including the Drell-Yan process,
can be generated at higher perturbative accuracy (NLO) than in PYTHIA. Herwig events
use an angularly-ordered parton shower based on QCD emissions from a dipole. In addition
to nonperturbative models of UE effects, the generator uses cluster hadronization to convert
final-state partons into hadrons, before simulating hadronic decays to the desired timescale.

There are several other MC generators, including POWHEG, an NLO generator which
can be matched with the PYTHIA or Herwig shower and hadronization to produce pre-
dictions with better perturbative accuracy [44]. This improvement can produce significant
changes for processes that are suppressed at leading order, such as heavy-quark produc-
tion via gluon splitting (i.e., g → bb̄). For a theoretical review of MC event generator
phenomenology and a list of some popular models, see Ref. [45].

1.3 Jets

The 2 → 2 scattering described above is a leading-order picture of the partonic scattering
which occurs in QCD-dominated collisions such as pp. Partons have divergent branch-
ing probabilities in pQCD which are described by the DGLAP evolution equations (see
Sect. 1.2.1). In the phenomenological picture, hard-scattered partons, which often carry a
large component of momentum transverse to the colliding beams, then fragment into softer
partons via consecutive gluon emissions, which is sometimes referred to as the parton shower.
The shower eventually reaches a low enough virtuality scale that the partons are confined
into hadrons, which then carry onward the initiating parton’s transverse momentum. There-
fore, the partons which carry a large virtuality from an initial hard scattering are eventually
detected as collimated sprays of particles, known as jets.

Experimental evidence for jets was first seen at SPEAR [46]. Since then, jet production
has been observed as one of the most prolific occurrences in proton and nuclear collider
experiments. Over the last several decades, they have also proven to be one of the most
useful; for a theoretical review, see Ref. [47]. Their formation is impacted by QCD at several
scales, including the PDFs of the initial nucleons, the high-Q2 scattering amplitude, the
parton shower down to low virtuality, and the culminating nonperturbative fragmentation
into hadrons. The highest-probability event topology is the simplest: dijets, where two hard-
scattered partons produce two jets back-to-back in their center-of-mass frame, whose boost
is dependent on the transverse momentum fraction carried by those partons.

One of the hard-scattered partons can also emit a hard gluon, as depicted in Fig. 1.6. If
the gluon is sufficiently hard it will form its own jet, creating a three-jet event. Searches for
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Figure 1.6: Example s-channel (quark-antiquark annihilation) Feynman diagrams corre-
sponding to a three-jet event. The addition of an extra vertex for the outgoing gluon sup-
presses these matrix elements by a factor of gs with respect to the leading-order 2 → 2 ones.

this event topology were carried out by evaluating event sphericity,

S =
3

2

⟨p2T⟩
⟨p2⟩ , (1.23)

where p2T is particle transverse momentum squared, p2 is particle total momentum squared,
and the angle brackets designate averages over all particles in the event. S measures the
isotropy of an event, where high-sphericity events correspond to highly isotropic topologies,
which are more likely to have three-jet (or more) configurations. The initial discovery of
three-jet events using this high-sphericity search was the first strong experimental evidence
for the existence of the gluon, as purely dijet predictions could not account for such topologies
at sufficiently high energy [48].

1.3.1 Jet reconstruction and IRC safety

While identifying simple jet topologies like those depicted in Fig. 1.7 might be easy to
approximate by eye, the general case is more ambiguous, and the jet object as a mathematical
construct can be defined in several different ways. The ideal approach would have the benefit
of being both convenient experimentally as well as useful theoretically. From an experimental
perspective, the specific partonic interactions that created the jets are not known, so jets
must be reconstructed independently of QCD. Several different approaches exist, and if two
different algorithms are used to identify the jets from some event, they could trace the same
reconstructed tracks to different jets; the number of jets themselves could also change.

From a theoretical perspective, the jets which are reconstructed experimentally should
correspond to objects which can be calculated perturbatively. One way to ensure calculability
is to require that the jet reconstruction algorithms satisfy the conditions of Infrared and
Collinear (IRC) safety [49]. IRC-safe jet reconstruction algorithms satisfy two conditions:

1. Infrared (IR) safety: The reconstructed jets in an event will not change if an infinitely
soft (infrared) particle is added to the event.



CHAPTER 1. INTRODUCTION 17

6 ,--,---,--,-,--.-,-,,----,--,-,,--,---,-,-,--r-,--, 

4 

2 

� 0 
> 
Q) 

(!) -2

E 
::, 

c 
Q) 

E 
0 

:::,; 

-4

2 

0 

-2

-6 

la) 

5 Tracks 7 Tracks 

--
==►-K:_�----j-

• 8. 7 G eV �9.9 GeV 

(C) 

� 

-4 -2 0 2 4 6 

(b) 

0 2 

Momentum (GeV/c) 

u 
' 
> 

4 

2 

(d) 

�5.4 Ge V 

3 Tracks 
Q) 0 ------

(!) 

C 
Q) 

•8.4 GeV 

' 
3 Tr,ocks 
�4.4GeV 

( e) 

E 
0 

:::,; 

'2 t--+---+----+----1t---r---,---+-----1--��-

0 2 
( f) 

0 

-2����-�-���

-4 -2 0 2 4 

Momentum (GeV/c) 

Figure 1.7: Experimental results from TASSO [48] depicting both dijet (left) and 3-jet (right)
events, with projections onto three orthogonal planes. Reconstructed tracks are drawn as
lines with length corresponding to their momentum.

2. Collinear (C) safety: The reconstructed jets in an event will not change if a track is
split into two collinear tracks which together carry the same four-momentum of the
original track.

These requirements remove divergences in jet calculations and ensure theoretical calculations
can be done [50]. Specifically, in Soft Collinear Effective Theory (SCET) [51–55], these
requirements cancel singularities that appear between real and virtual emissions, permitting
Taylor expansions around αs = 0. Though IRC safety is sufficient to ensure a method
of calculability, it is not a necessary requirement for jets to be theoretically calculable:
for example, ratios of IRC-safe observables are not themselves IRC-safe, but are “Sudakov
safe” [56], meaning calculations can be done by Taylor expanding around finite values of
αs [57].

Early experimental measurements often employed cone algorithms, which required con-
stituent tracks to fall within a cone of some predefined radius. These algorithms produce
jets which trace out rigid circles in pseudorapidity and azimuthal angle (in the η−ϕ plane).
Examples include the Iterative Cone algorithms with Progressive Removal (IC-PR) or the
Split Merge procedure (IC-SM), which are collinear and infrared unsafe, respectively. The
Seedless Infrared Safe Cone (SISCone) algorithm [58] is an IRC-safe jet reconstruction algo-
rithm with O [Nn log(n)] time complexity, where N is the number of particles in an event
and n is the number of particles in a cone. At the time, this efficiency was very attractive
for experimentalists. Furthermore, cone algorithms offer resilience to effects from the UE.

The other primary class of jet reconstruction algorithms are known as sequential recom-
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bination algorithms, or (more uncommonly) hierarchical agglomerative clustering algorithms.
Rather than defining the jet based solely on particle distributions in position space, sequential
recombination algorithms group tracks together using a similarity (“distance”) metric com-
bining information from momentum space. Early examples include the JADE algorithm [59,
60] and the kT (or k⊥) algorithm [61–63], the latter of which comes in several variants. The
generalized kT algorithm defines its particle-pair distance metric as

dij = min(pbT,i, p
b
T,j)

(
∆Rij

R

)2

, (1.24)

where the indices i and j label the particle pair, pT is the transverse momentum carried
by the particle, R is a user-defined parameter (typically between 0.1 and 1) called the jet
resolution or jet radius, and ∆Rij =

√
(yi − yj)2 + (ϕi − ϕj)2 is the particle-pair distance in

the rapidity-azimuthal angle (y-ϕ) plane. The fractional distance ∆Rij/R can be interpreted
as a unitless angle. The exponent b is the generalized parameter which determines the relative
weighting of track momentum with respect to particle distance; the original logitudinally-
invariant kT algorithm uses b = 2.

Along with its distance to every other particle in the event, each particle is also assigned
a distance to the beam,

diB = pbT,i. (1.25)

After computing these distance metrics for all particles, the algorithm finds the minimum
of all dij and diB in the event. If the smallest distance is given by some dij, particles (jets)
i and j are combined into a single jet, with their combined jet four-momenta defined using
one of various recombination schemes. The theoretically most straightforward approach [64]
is the E-scheme recombination, which simply adds the four-momenta together. If diB is the
smallest distance, the jet i is considered final and removed from the list of jets. This process
repeats until all jets are finalized.

The exponent b has a significant effect on the shape of reconstructed jets and the order
in which particles are clustered. The nominal kT case of b = 2 tends to reconstruct jets with
large areas and rough edges, which can be sensitive to soft effects. The case of b = 0, which
is completely pT-independent, clusters together particles based on their closeness in the y-ϕ
plane, leading to jets which are angularly-ordered. This ordering reflects the theoretically
expected angular ordering of emissions from DGLAP. This parametrization is known as the
Cambridge/Aachen (CA) reconstruction algorithm [65].

The case of b = −2 is known as the anti-kT algorithm [66]. Contrary to the kT algorithm,
which tends to combine softer particles first, the anti-kT algorithm tends to cluster together
harder particles first. Unlike the nonuniform boundaries of kT and CA jets, the jets recon-
structed with the anti-kT algorithm are cone-like and produce consistent jet areas, as shown
in Fig. 1.8. This results in the jets being resilient to soft, nonperturbative effects such as
the UE [66], which makes the anti-kT algorithm preferable in collision systems with higher
levels of background effects, such as collision systems containing QCD interactions.
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Figure 1.8: Comparison of jet sizes and shapes for a sample simulated event, as reconstructed
with the kT, Cambridge/Aachen, SISCone, and anti-kT algorithms [66].

These kT-based algorithms are IRC-safe. For many years, however, it was believed that
these algorithms were significantly more complicated to implement, and suffered from the
relative time inefficiency of O(N3) [67]. Since the release of the open-source FastJet soft-
ware package [68], accessible implementations are freely available with jet reconstruction
time efficiencies outdoing the cone-based approaches by roughly two orders of magnitude.
These factors have made sequential recombination algorithms, and the anti-kT algorithm in
particular, popular in experimental measurements over the last decade.

1.3.2 Jet substructure

Early studies of jets in scattering experiments were classified by using global event-shape
observables, such as the sphericity S, as defined in the introduction to Sect. 1.3 above.
Event-shape observables connect the perturbative short-distance dynamics of QCD to the
nonperturbative long-distance ones [69], providing tests for QCD at opposing scales.
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Figure 1.9: Proposed procedure for tagging Higgs-initiated jets via the decay into a bb̄
pairs [71]. A large-radius (R ≈ 1) “fat” jet is first reconstructed using the CA algorithm,
containing the boosted bb̄ pair along with any soft and collinear radiation. The fat jet is then
split into subjets using the mass drop procedure, which searches for a sufficiently symmetric
and heavy splitting in the jet clustering history. The radius of these two subjets is then
reduced to Rfilt ≈ 0.4 in order to filter out contamination from the UE.

It was soon discovered that the internal structure of jets carries complementary infor-
mation to event shapes. Individual jets were explored through experimental study of frag-
mentation functions, as introduced in Sect. 1.2.3, as well as jet multiplicity – the number
of particles in a jet. Due to the differing color factors, the probability for a QCD emis-
sion from a hard-scattered quark (CF = 4/3) is lower than that of a hard-scattered gluon
(CA = 3), leading gluon-initiated jets to have higher multiplicities and broader shapes than
quark-initiated jets of similar momentum. Measuring jet multiplicity and breadth, then,
was suggested as a way to differentiate between jets that came from a hard-scattered quark
versus gluon [70].

Jet substructure garnered a broader interest after it was suggested that looking inside
jets could be used to tag rare particle decays, such as the (then-undiscovered) Higgs boson
decaying to a bottom qq̄ pair [71], as depicted in Fig. 1.9. In addition to jet substruc-
ture’s newly discovered ability to tag rare decays, observables such as the angularities and
energy flow correlations, which had originally been proposed as event shapes [69, 72], were
reformulated as probes of QCD using jet substructure.

One of the most widely-studied jet substructure observables, both experimentally [73–87]
as well as theoretically [88–93], is the jet invariant mass,

mjet = ||pjet|| =
√
E2

jet − p2jet, (1.26)

where Ejet and pjet are the jet energy and momentum, respectively. The jet mass is a
proxy for the virtuality Q of the hard-scattered parton, which is larger for jets with broader
fragmentation. Closely related are the jet angularities [69, 94–97],

λκα ≡
∑
i∈jet

(
pT,i

pjetT

)κ(
∆Ri

R

)α

=
∑
i∈jet

zκi θ
α
i (1.27)
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where i runs over constituents in the jet, pT designates transverse momentum, R is the jet
resolution parameter, and ∆Ri ≡

√
(yjet − yi)2 + (ϕjet − ϕi)2 gives the distance between the

jet and its ith constituent in the y-ϕ plane. The continuous, tunable parameters α and κ
define the specific angularity observable.1 The second equality is equivalent by convention,
where zi ≡ pT,i/p

jet
T is the jet fragmentation function, and θi ≡ ∆Ri/R. (Note that this

definition of “fragmentation function” refers to perturbative emissions occurring during the
parton shower, and is fundamentally different than the functions described in Sect. 1.2.3.)

The jet angularities encompass a variety of observables which have been studied inde-
pendently from one another. The case κ = α = 0 returns the familiar jet multiplicity, while
setting κ = 2 and α = 0 gives the square of the momentum dispersion (pTD), which mea-
sures the second moment of the jet constituent pT distribution. These observables have been
suggested to be sensitive to the differences between quark and gluon jets, and have therefore
been employed in such taggers. The jet angularities are IRC-safe for κ = 1 and α > 0 [49],
which encompasses both the jet girth g = λ11R [98] and jet thrust λ12 [72]. The latter has a
direct theoretical relation to mjet [99],

jet thrust λ12 =

(
mjet

pjetT R

)2

+ O[(λ12)
2]. (1.28)

There are many other jet substructure observables which are outside the scope of this
thesis. For a recent theoretical review, see Ref. [100]; for a review of some recent experimental
results, see Ref. [101] and [102], Sect. 6.

1.3.3 Jet grooming

Jet substructure techniques can also refine the jet object to reduce both experimental and
theoretical uncertainties. This procedure, referred to as jet grooming, aims to remove soft
(small z) and wide-angle (large θ) radiation from a jet, isolating its more central and hard
components. Early grooming techniques included trimming [105], pruning [106, 107], and
mass drop tagging (MDT) [71], as debuted for the example shown in Fig. 1.9. It was soon
discovered that this latter approach could be modified (mMDT) [88] to simplify theoretical
calculations by removing Sudakov double logarithms [108] (from the incomplete cancella-
tion of soft divergences) and non-global logarithms (NGLs) [109] (those that are sensitive
to radiation in only a part of phase space) from field theoretic resummations, while also
significantly reducing sensitivity to nonperturbative effects.

The Soft Drop (SD) algorithm [104] generalizes the mMDT approach. In the SD method,
jets are first reclustered using the CA algorithm to an angularly ordered structure. This
means that jets can be reconstructed from a sample of particles using any algorithm (e.g.

1The notation λα is employed to represent the jet angularities instead of the commonly-used notation
λβ in order to avoid conflict with the letter β, which is also used to denote the angular parameter of the soft
drop grooming algorithm; see Sect. 1.3.3.
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Figure 1.10: Depictions of the grooming procedure. Left: radiations are iteratively removed
from a jet of radius R until a splitting satisfying the grooming condition is satisfied, from
which jet substructure observables can be calculated. Right: SD grooming removes soft
(small z) and wide-angle (large θ) radiation, while retaining some soft-collinear information,
as determined by the scaling of β.

anti-kT), and the reclustering will preserve the shape of those jets while reordering the split-
tings inside them into a structure which follows the DGLAP equations. The SD algorithm
then iteratively steps through the CA clustering history and evaluates the SD condition at
each splitting,

min(pT1, pT2)

pT1 + pT2

?
> zcut

(
∆R12

R

)β

, (1.29)

where pT,i is the transverse momentum carried by branch i at the splitting and R12 is the
distance in the y-ϕ plane, as defined in Sect. 1.3.1 above. The user-defined parameters
zcut and β are used to tune the strength and angular- versus momentum-dependence of the
grooming. If the SD condition is not satisfied by the splitting, the softer of the two branches
is removed from the jet (“groomed away”), and the algorithm continues on to evaluate the
next (subleading) splitting in the harder branch. If the condition is satisfied, the procedure
is concluded. If no such splitting satisfies the SD condition, then the removal of all successive
splittings means that the jet is removed from the groomed sample entirely.

From a theoretical standpoint, the SD algorithm has several useful properties. SD-
groomed jets are IRC-safe, though soft-collinear radiation can be maintained and controlled
inside the jet by varying β. The case of β = 0 is roughly equivalent to the mMDT tagger,
but is Sudakov safe [56] to all orders in αs. Furthermore, properties of the tagged splitting
itself, such as the relative transverse momentum carried by the branches and the angle at
which the splitting occurred, are both experimentally observable and theoretically calculable,
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providing tests of the expected fragmentation structure and scaling from QCD [110]. Such
measurements have been carried out by several experimental collaborations, who observe
good agreement with pQCD within uncertainties [75, 103, 111–114].

One recent extension of grooming techniques is dynamical grooming [115–118], which
reclusters jets using the CA algorithm similarly to the SD algorithm, but then searches the
entire jet clustering history for the “hardest” splitting, defined by

“hardness” = κ(a) =
1

pjetT

max
i ∈ CA seq.

[
zi(1 − zi) pT,i

(
θi
R

)a]
, (1.30)

where a is a free parameter used to select on splittings ordered in different ways:

1. Setting a = 2, referred to as TimeDrop, selects the splitting with the shortest formation
time t−1

f ∼ κ(2)pT;

2. Setting a = 1, referred to as kTDrop, selects the splitting with the largest relative
transverse momentum kT ∼ κ(1)pT;

3. Setting a = 0, referred to as zDrop, selects the splitting with the most symmetric
momentum sharing between the two branches. This case is collinear-unsafe, and is
hence typically approximated with a ≈ 0.1, which maintains calculability.

Dynamical grooming therefore benefits from enhanced interpretability of its free parameter
with respect to the SD approach, where zcut and β must be fine-tuned and do not necessarily
correlate to any meaningful splitting in QCD.

1.3.4 Heavy-flavor jets

The study of heavy-flavor hadrons – those initiated with a c or b quark (there are no hadrons
with a top valence quark, which decay before they can hadronize) – offers valuable insight
into QCD. A detailed study of heavy quark dynamics was carried out in [120]. The invariant
mass for a hard-scattered quark which undergoes gluon emission (q → q′g) can be expressed
as

m2
q ≈ 2Eq′Eg(1 − cos θ), (1.31)

where θ is the angle between the 3-momenta of q′ and g. In the collinear (small-θ) limit,
valid within the jet cone, a Taylor expansion of the cosine in Eq. 1.31 yields

θ ≈ mq√
Eq′Eg

=
1√

ζ(1 − ζ)

mq

Eq

, (1.32)

where ζ = Eg/Eq is the energy fraction carried by the gluon. Taking the initiating parton
to be relativistic (Eq ≫ mq) and defining θ0 = mq/Eq, the radiation probability for gluon
emission at a small opening angle θ < θ0 ≪ 1 is [121](

dσ

dEg

)
q→q′g

=
αs

π
CF

(2 sin θ/2)2 d(2 sin θ/2)2

[(2 sin θ/2)2 + θ20]2
1

Eg

[1 + O(θ0, Eg)] ∼
1

Eg

θ2dθ2

(θ2 + θ20)2
, (1.33)
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Figure 1.11: Diagram representing the procedure for the direct measurement of the dead
cone [119]. At the top, the CA algorithm reclusters the jet in order of smallest angles first,
reconstructing the angularly-ordered parton shower. After the reclustering is complete, the
jet is then declustered, with the heavy quark energy ERadiator and momentum axis adjusted
with each subsequent emission. The radiation angle θi and the heavy quark energy ERadiator,i

is recorded at each declustering step i.

where O(θ0, Eg) contains small power correction terms of the order of θ0. Comparing with
the double-logarithmic approximation (DLA) [121], the angular integration is no longer
logarithmic in θ2 for the kinematic region θ < θ0, and the particle yield from this region
contributes minutely (∼√

αs) to the total multiplicity. This effect is known as angular
screening, and the kinematic region θ < θ0 where gluon radiation is suppressed is called the
QCD dead cone [121].

Due to the significant mass ordering between ‘light’ and ‘heavy’ quarks – with mu,d ∼
MeV/c2, while mc,b ∼ GeV/c2 – the dead cone angle θ0 is significantly enhanced for heavy
quarks with respect to lighter ones [122], an effect which is experimentally observable. To
capture this radiation pattern, jets are reconstructed around heavy-flavor hadrons, which
themselves are typically reconstructed from the heavy hadron’s decay daughters. Jet sub-
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Figure 1.12: Experimental results for the direct dead cone measurement of D0-tagged jets in
increasing bins of ERadiator [119]. Pink shaded areas represent the kinematic region θ < θ0,
where gluon radiation is expected to be suppressed. The charm quark mass is assumed to
be mc = 1.275 GeV/c2. Data are compared to the PYTHIA 8 and SHERPA MC event
generators, both in the nominal charm quark case and in the light quark (LQ) / inclusive
limit, where no dead cone effect is expected.

structure can then be used to unravel the dead cone effect.
Such measurements of the dead cone, however, eluded experimental observation for

decades after its initial prediction, due to the challenging nature of tagging heavy-flavor
jets with sufficient statistics and efficiency, while untangling the perturbative emissions of
the heavy quark from a dynamically changing quark axis, along with the nonperturbative
corrections from hadronization, which smear the kinematic region θ < θ0. The first exper-
imental studies observed a relative suppression in the multiplicities for particles near the
jet axis [123], which then could be combined with MC models and the expected dead cone
suppression to extract a value for the mass of the heavy quark [124].

The first direct observation of the dead cone [119] employed CA reclustering to trace
the heavy-flavor quark along its trajectory following successive emissions. The procedure is
sketched in Fig. 1.11, and results are shown in Fig. 1.12, where a significant suppression in
radiation is observed within the dead cone limit for D0-tagged (charm) jets. This trend is
reproduced by MC event generators, as mass scaling is included in LO pQCD cross sections.
Turning on light quarks in these models eliminates the relative suppression, confirming the
mass dependence of the effect.
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Though the dead cone effect has now been directly observed, theoretical understanding
of heavy-flavor jet substructure is still incomplete. Probing the jet fragmentation of heavy
quarks at all angles provides stringent tests of pQCD, as heavy quarks are perturbatively
well-described: since the quark mass is near the scale of ΛQCD, the production of heavy-
quarks can be described down to lower pT using perturbation theory than for light quarks.
However, formalisms for calculating heavy-flavor jet substructure observables in perturbative
QCD have only recently appeared. One outstanding mystery is that the number of charm
baryons produced relative to charm mesons at low transverse momentum has been observed
to be roughly four times larger than expected from the “cleaner” hadronization in e+e−

collisions [125]. This signals the possibility of hadronization universality breaking for charm
hadrons, for which jet substructure studies could illuminate the source.

1.4 Relativistic heavy-ion collisions

Examples of universal nonperturbative effects constrained from e+e− and e−p collisions have
been presented above, with connections to their use in more complicated QCD-dominated
scattering experiments, such as pp. In a similar way, QCD constraints from these data are
used to understand the baseline for more complicated heavy-ion (nuclear) collisions. These
systems are sometimes designated as AA, for a generic nucleus species A.

1.4.1 Cold nuclear matter effects

The introduction of a heavy nucleus into a collider experiment modifies several different
factors with respect to a binary nucleon-nucleon scattering. When a proton or neutron is
embedded into a nucleus, potential energy is converted into binding energy, and the nucleon
begins to exchange color-charged particles with other nucleons. While the nucleus has a net
positive electric charge, this residual strong interaction, historically called the strong nuclear
force, is enough to overpower the electric repulsion between protons. While quarks and
gluons are confined inside color-neutral objects, nucleons can still interact via QCD at close
enough distances, mediated by color-bound particles such as the π0 meson. At small enough
distances (≲ 0.7 fm), the interaction is repulsive, leading the nucleons to sit in a potential
well phenomenologically described by the Reid potential [126].

As a newly bound nucleon undergoes QCD interactions with other nucleons in its vicinity,
the PDF of the nucleon also changes [127]. While the nucleon binding energy was initially
considered to be too small with respect to the energy exchanged in DIS to see any such fluc-
tuations, this modification has been known since the 1970s, but its underlying mechanisms
are not well understood. The structure function modification observed by the European
Muon Collaboration in 1982 [128] was opposite to the expected trend; the result is shown
with respect to Bjorken x in Fig. 1.13. This was a surprising discovery, with the current lead-
ing explanations being mean-field modifications or short-ranged correlated pairs [129, 130].
The modification of nuclear PDFs is an example of a so-called cold nuclear matter effect,
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meaning that it is a function of the nuclear structure, and a high-energy (hot) interaction is
not required to create it (though may be used to probe it).

The nuclear PDF (nPDF) tends to have several regions of relative enhancement and
suppression as compared to unbound nucleons, as depicted in Fig. 1.13. At very low x
(with x ≲ 0.1), the distributions are suppressed, in an effect called nuclear shadowing.
This suppression has been attributed to different physics phenomena in phenomenological
approaches, including photon-to-vector-meson fluctuations resulting in hadronic flux being
absorbed by nucleons on the outside of the nucleus [127], multiple scatterings inside the
nucleus [132], as well as a higher probability for gluon-gluon fusions in a nuclear environment
where gluon distributions are broadened [133]. As x is increased to 0.1 ≲ x ≲ 0.3, the
shadowing is reversed into antishadowing, a corresponding enhancement required by the
relative suppression at lower x. The EMC effect is observed for 0.3 ≲ x ≲ 0.8, with Fermi
motion of the nucleon inside of the nucleus dominating at 0.8 ≲ x ≤ 1.

Cold nuclear matter effects are typically uncovered by high-energy scattering of leptons or
hadrons off of atomic nuclei. In pA collisions, for example, it was observed that the hadrons



CHAPTER 1. INTRODUCTION 28

typically produced at low pT ≲ 1 GeV/c) were boosted to higher pT than in pp collisions [134],
which is called the Cronin effect. This observation has historically been attributed to multiple
scattering inside the nucleus, though it has only been explained phenomenologically [135].
In a similar way, it is possible that the existence of a nuclear environment could modify
the (otherwise perturbative) parton shower. Experimental results are unclear, showing no
evidence of jet fragmentation modification at midrapidity for both large and small values
of

√
s [136–138], while at forward rapidities (sensitive to lower x) modification has been

observed in several collision systems at small
√
s [139, 140], but not at large

√
s [141], where

measurements at lower values of pjetT may be required.

1.4.2 Quark-gluon plasma

Due to their reduced charge-to-mass ratio, heavy ions can only be accelerated to around half
of the per-nucleon energies as protons using the same collider machine; however, since heavy
nuclei are also much more massive than single protons, the heavy-ion collisions themselves
carry much more total kinetic energy than pp collisions alone. In the late 1970s and early
1980s, it was predicted that, due to QCD being an asymptotically free gauge theory, these
large temperatures and densities would create a state of matter where quarks and gluons
are decoupled, behaving as a plasma [142–144]. According to lattice QCD calculations,
the transition to this state of matter, termed the quark-gluon plasma (QGP) or sometimes
referred to more generically as the QCD medium, should occur around a critical temperature
of Tc ≈ 150 MeV [145]; this corresponds to energy densities of about ϵ ≈ 1 GeV/fm3, roughly
seven times that of normal nuclear matter [146]. Prior to experimental creation in the
laboratory, the last time such energy densities were known to have existed were within the
first few microseconds after the Big Bang, though it has been suggested that such matter
could exist at the cores of neutron stars at ultrahigh density and lower temperature [142,
147].

Perturbative predictions can be made in the high-density ϵ→ ∞ limit [142], where small-
distance QCD interactions are asymptotically free. Similarly, thermal perturbation theory
can be used at large temperatures T ≫ Tc [144], while lattice calculations can be run for small
QCD systems, where calculations are feasible on modern computers. At the temperature
and density of the phase transition, the theory is nonperturbative, and at present must be
described by models. Experimental data is therefore essential to probe the formation and
structure of the QGP, where many mysteries remain. An overview will be detailed below,
prefaced by a historical recap. For a recent detailed review, see Ref. [148].

One predicted effect in QGP production is strangeness enhancement. Within ordinary
nuclei, s quarks come predominantly from the gluon sea (see Fig. 1.5), and the production
of hyperons (strange hadrons: those hadrons which contain one or more s valence quarks,
but no c, b, or t) is therefore suppressed relative to production of hadrons that contain
only u or d valence quarks. In a QGP, where the temperature is larger than the mass of
the s quark ms ≈ 100 MeV/c2, the system comes to a chemical equilibrium for the u, d,
and s quarks via thermal production, which is mass-ordered by mq/T . The heavier quarks,
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Figure 1.14: Hyperon enhancement as observed by the WA97 experiment [150]. Hyperon
production is found to scale faster than the average number of binary particle interactions
⟨Npart⟩, with a 1:1 scaling given by the solid line. Instead, Ω production is found to be
proportional to ⟨Npart⟩1.72 (dashed line).

whose masses are significantly above the QGP thermal energy density, are not sufficiently
produced to reach the same equilibrium. As a result, hyperons and antihyperons should
be produced much more abundantly after a QGP has been created than a corresponding
superposition of binary nucleon-nucleon collisions.2 Strangeness enhancement was clearly
observed in the late 1990s in lead-lead (Pb–Pb) collisions by experiments on the Super
Proton Synchrotron (SPS) [150–153], with the heaviest hyperons being produced roughly
100 times more frequently in Pb–Pb collisions than they would have been in superimposed
pp collisions. Example results are shown in Fig. 1.14.

After its creation, the QGP expands to roughly 30-50 times its original size before hadrons
are set free [146]. This was studied by measurements of two-particle correlations at the same
SPS experiments, via a technique known as Bose-Einstein interferometry [154, 155]. Using
a method dating back to the stellar interferometry developed by Hanbury Brown and Twiss
(HBT) [156], two-particle correlations in heavy-ion collisions use measurements of the angular
hadron intensity to characterize the QGP at the point of chemical freeze-out, at T = Tc.

2Strange-antistrange pairs can also be produced in a hot hadron gas; however, the energy for production
in a QGP (∼ 2ms ≈ 200 MeV/c2) is lower than the hadronic channels (≈ 670 MeV/c2) [149].
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Figure 1.15: Lattice QCD predictions of the pressure p, energy density ϵ, and entropy density
s for the QGP at varying temperatures [157, 158]. The ideal gas (non-interacting / Stefan-
Boltzmann) limit is shown as a black dashed line. The phase transition is a continuous
crossover, with smoothly rising spectra above the critical temperature Tc ≈ 150 MeV. The
Hadron Resonance Gas (HRG) model [159] is effective at describing the hadronic equation
of state at low temperatures, but diverges above the QGP phase transition.

Hadrons emitted from the QGP then interact as a hadron gas, until the system cools to the
kinetic freeze-out of T ≈ 100 MeV (with energy density ϵ ≈ 50 MeV/c), at which point the
hadrons continue their trajectories, continue through normal hadronic decays, and finally
enter the experimental detectors.

1.4.3 Hydrodynamic flow

Because of asymptotic freedom, it was originally predicted that the quarks and gluons pro-
duced in hot, dense heavy-ion collisions would approach the weak coupling limit and have
properties of an ideal gas. This was found, however, to not be the case [157, 158]; see
Fig. 1.15. The phase transition from nuclear matter to a QGP is continuous, similar to the
second-order phase transition which occurs during the ionization of an atomic plasma, and
rises smoothly above Tc but remains below the Stefan-Boltzmann limit. There are differ-
ent possibilities for why ideal gas behavior might not occur. It is possible that, since the
quarks and gluons are asymptotically free, they do not interact enough to reach thermal
equilibrium. On the other hand, it is possible that the energies reached experimentally are
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Figure 1.16: Cartoon of a non-central AA collision [160], with the two outgoing nuclear
remnants colored purple, and the overlapping region forming a QGP (orange). The horizontal
plane of symmetry formed by the collision is known as the reaction plane (green). The QGP
is oblong or almond-like in shape, and its internal pressure gradient causes a nonuniform
expansion as predicted by relativistic hydrodynamics.

not high enough to completely decouple the partons, leaving some remnant strong coupling.
This could result in complex partonic states carrying the energy difference between the non-
interacting limit; in other words, the degrees of freedom for a “quark-gluon” plasma could
include complex color states, rather than free quarks and gluons.

Experimental studies reveal that relativistic hydrodynamics [161] can be used to predict
and extract properties of the QGP with striking detail, implying that the QGP behaves
like a fluid. One revealing area of study into QGP fluid dynamics is that of collective or
hydrodynamic flow [162]. Due to the finite size of atomic nuclei, AA collisions occur with
some impact parameter b which separates the centers of the two nuclei. The overlapping
region is not spherically symmetric, but instead has an oblong shape as depicted in Fig. 1.16.
As the QGP expands, its dynamics are driven by both its anisotropy and its viscosity, as
hydrodynamics converts spatial anisotropies into momentum anisotropies [148]. If particles
in the QGP were free-streaming, the motion of particles inside the QGP would be random,
which would wipe out any observable anisotropy in the final state; similarly, if the QGP were
a fluid with large viscosity, these momentum anisotropies would be dampened.

The azimuthal flow of particles in the final state can be quantified from a Fourier trans-
form of the angular distribution of hadrons in the final state [163],

dN̄

dθ
=
N̄

2π

(
1 + 2

∞∑
n=1

v̄n cos[n(θ − Ψ̄n)]

)
, (1.34)
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Figure 1.17: Measurement of the event multiplicity distribution with the ALICE detector
using Pb–Pb data at

√
sNN = 5.02 TeV [164, 165]. Data from the ALICE V0 detectors

(see Sect. 2.2.4) is fit with Glauber MC coupled to a negative binomial distribution (NBD)
particle production model. Integrated centrality regions are shown below the curve.

where N̄ is the average number of hadrons per event, θ is the azimuthal angle transverse
to the reaction plane, v̄n are the anisotropic flow coefficients, and Ψ̄n are the event plane
angles. The size of v̄n describe the strength of the nth harmonic component in the angular
distribution, while Ψ̄n is the angle of maximum multiplicity.

The extracted values of these parameters will depend not only on the properties of the
fluid but also on b. For the most central collisions, where b ≈ 0, the shape of the initial fluid
is more spherical, with the primary anisotropies coming solely from the “lumpiness” of the
colliding nuclei. As b is increased, the collisions become more peripheral, and the created
fluid becomes more oblong. From an experimental perspective, however, b is fundamentally
unknown, so in order to approximate this dependence, collisions are classified based on the
multiplicity of the event. High-multiplicity collisions are typical of smaller b, not only since
the increased number of participating nucleons increases the yield of final-state particles, but
because the high energy densities increase thermal production. Larger b collisions create a
smaller volume of QGP with less total energy, and thus fewer particles are created in the
final state.

Using the assumption that nuclei are non-interacting bags of nucleons – the so-called
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Glauber model, named after Roy Glauber – which are sampled from measured density dis-
tributions [166], the number of interactions and the produced particle yields per event can
be predicted. These yields are experimentally correlated with the centrality of the collision,
which is typically reported as a percentage range of the total cross section, with 0% being the
most central and 100% being the most peripheral collisions. Note that this is an integrated
percentage, and that experiments can never measure the full range of the interaction cross
section. An example centrality determination is shown in Fig. 1.17.

A measurement of the coefficient for the second Fourier coefficient v̄2, also called the
elliptic flow, in high-energy (

√
s = 2.76 TeV) Pb–Pb collisions is given in Fig. 1.18. (v̄1

and v̄3 are similarly known as the coefficients of radial and triangular flow, respectively.)
The flow is found to be nonzero for all centralities, and to significantly increase with more
peripheral collisions, which matches the geometrical picture.

These measurements of flow can be carried out for different particle species in various
kinematic regimes and at different centralities. When compared to hydrodynamic predic-
tions, these measurements probe fluid properties of the QGP. Recent extractions [148] give
a QGP formation time of τ0 ≈ 0.2 fm/c, and a shear viscosity η (not to be confused with
pseudorapidity η) to entropy density s ratio (specific viscosity) η/s ≈ 1/4π, which is lower
than any other known fluid. For this reason, the QGP is sometimes called a “nearly-perfect”
fluid. This exact value of η/s also leads to a corresponding gravitational description of a
black hole horizon in 4+1 dimensional Anti-de Sitter space [168, 169] whose oscillations cor-
respond to the motion of the plasma [170]. Calculations in this formalism are tractable and
would potentially be equivalent to the intractable ones of QCD. Extracting η/s with higher
precision is therefore highly useful to probe the veracity of this correspondence.
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Figure 1.18: Measurement of the elliptic flow coefficient v̄2 in Pb–Pb collisions with centrality
ranging from 0 to 60% and for several particle species as a function of their pT, as calculated
using the Scalar Product (SP) method [167]. The flow increases for more peripheral collisions,
where events produce a more anisotropic QGP. The mass ordering for pT < 3 GeV is given by
an interplay between the radial and elliptic flow which modifies v̄2 according to mass. After
some threshold value, increases of particle pT decrease the effect of flow, as the particles tend
to rapidly emerge from the fluid.
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Figure 1.19: Schematic view of the phase diagram of QCD as a function of temperature and
baryon density [171]. The existence of a QCD critical point has not been confirmed and is
currently being searched for by the Beam Energy Scan, Phase II (BES-II) at the Relativistic
Heavy Ion Collider (RHIC) on Long Island in New York. Similarly, the proposed color
superconductor phase has not experimentally been probed, and is still under investigation.

1.4.4 Phase diagram

It is worth briefly mentioning the extensive recent (and ongoing) effort to map out the
QCD phase diagram. By varying the number of baryons relative to antibaryons produced
in collisions (by varying

√
s) and by recording the temperature of the medium produced,

one can search for the possible existence of a QCD critical point, above which the hadron
gas and QGP phases are separated by a first-order phase transition. Some models have
predicted that in the chiral limit, where QCD has two massless quarks, a sharp second-order
phase transition at low baryon density (which restores chiral symmetry) becomes a first-
order phase transition at a tricritical point with µB > 0 [148, 172]. Some lattice calculations
have been performed in this regime, but suffer from a “sign problem” [173] at finite µB which
has (thus far) prevented these calculations from being taken from a discretized lattice to the
continuum limit [148].

At ultrahigh baryon density and lower temperature, QCD matter is expected to enter a
color superconductor regime, which may be found at the centers of neutron stars [142, 147].
On a microscopic level, a QCD superconductor is a “degenerate Fermi gas of quarks with a
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condensate of Cooper pairs near the Fermi surface that induces color Meissner effects” [174],
emulating the behavior of an ordinary (electromagnetic) superconductor. Analytic calcula-
tions can be performed at the highest densities to study properties of a color-flavor locked
(CFL) superfluidity phase, which may break down at lower densities.

For more information on studies of the QCD phase diagram, see Ref. [174–177].

1.4.5 Jet quenching

As jets are naturally sensitive to QCD at various momentum scales Q, jet observables offer a
unique probe of the QGP at its various stages of evolution. After a hard scattering, occurring
before (or perhaps during) the QGP formation, dijets traverse the fluid with different path
lengths depending on the location of the scattering within the colliding nuclei. The normal
probability for a gluon radiation in perturbative QCD is enhanced by medium-induced emis-
sions, which affect both the jet momentum and substructure. These medium-induced effects
are referred to as jet quenching.

The energy loss or gain of jets (or other probe i) through the QGP produced in AA
collisions can be expressed via the nuclear modification factor,

Ri
AA(pT) =

d2N i
AA/(dpT dη)

⟨TAA⟩ d2σi
nn/(dpT dη)

, (1.35)

where N i
AA is the jet (or particle i) yield in AA collisions, σi

nn is the corresponding cross
section for that species in nucleon-nucleon (e.g. pp) collisions, and ⟨TAA⟩ is the average
number of binary nucleon-nucleon collisions per AA collision scaled by the inelastic nucleon-
nucleon cross section,

⟨TAA⟩ = ⟨Ncoll⟩/σinel
nn . (1.36)

The value of ⟨Ncoll⟩ is typically calculated in the Glauber approach. By Eq. 1.35, the value of
RAA = 1 would correspond to AA being a superposition of nucleon-nucleon collisions. This
observable was first defined for single hadrons [178, 179]. A similar modification factor can
also be constructed by comparing central to peripheral collisions, which is typically called
RCP, or for mixed collision systems such as pA (called RpA).

Measurements of the jet cross section in AA and pp collisions have consistently revealed
a suppression in the RAA that is not seen for electromagnetic probes which are largely un-
quenched by the plasma nor for jets in smaller collision systems (i.e., in RpA) [181]. A recent
systematic measurement of the jet RAA is given in Fig. 1.20. The centrality dependence
of the quenching is phenomenologically understood as more central events creating a larger
volume of fluid which increases the jet mean free path through the QGP and thus its mod-
ification. As pjetT increases, RAA heads closer to unity, as jets are able to escape the QGP
with less (but still significant) quenching.

The path-length dependence of jet quenching can lead to an imbalance in the dijet en-
ergy yield as measured in heavy-ion collisions. This effect, known as dijet asymmetry, has
also been experimentally measured [182, 183]. However, the effect of jet quenching on the
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Figure 1.20: Recent measurements of the jet cross section in pp and Pb–Pb collisions (left)
and the corresponding nuclear modification factor RAA (right) [180]. Results are shown
for centrality ranging from 0 to 80%, in bins with width 10%. Significant modification is
observed for all reported centralities, with drastically enhanced quenching observed for the
more central collisions.

fragmentation of jets is still under experimental study, and these studies form a portion of
the results in this thesis.

1.4.6 Heavy-ion MC models

Much like in pp collisions (see Sect. 1.2.4), MC approaches can be used to predict the
dynamics of heavy-ion collisions. In addition to the standard techniques of pp models, AA
models must have additional parameters to describe the collision geometry and predict event
modifications due to the effect of the QGP. This is implemented in different ways, depending
on the preferred phenomenological model of QGP structure and interactions.

There are several approaches to calculate medium-induced gluon radiation based on
pQCD [184]. The multiple soft scattering approximation (MSSA), also known as the BDMPS-
Z (Baier-Dokshitzer-Mueller-Peigne-Schiff and Zakharov) approximation, takes the mean
free path to be small, which allows resummation of high-density QGP effects to all orders;
this is the basis for medium-induced parton showers [185–187]. The single hard scattering
approximation (SHSA), as first proposed by GLV (Gyulassy-Levai-Vitev) [188] and Wiede-
mann [189], instead assumes that the medium is dilute, i.e. that the mean free path is much
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larger than the size of the medium. This is extended in the Higher-Twist (HT) approxi-
mation, which further assumes that the gluon pT is much larger than the energy scale Q of
medium interactions [190, 191].

The JEWEL framework [192] is currently the only fully open-source implementation of
jet evolution in heavy-ion collisions available.3 Based on the underlying PYTHIA model,
JEWEL uses user-defined PDFs (e.g. nPDFs from LHAPDF6 [193]) to produce the 2 → 2
hard-scattered partons, which then propagate through a parton shower with the addition of
extra medium-induced radiation. JEWEL assumes that jets interact with partons inside of
the plasma, and, depending on whether enabled by the user, can create medium recoil scat-
tering centers, which then must be treated like background and “subtracted” from the final
observables before comparing to data [194]. Comparisons to JEWEL are often shown with
this recoil effect disabled, as well as enabled with observable-specific subtraction procedures.

The Hybrid model [195] is also based on PYTHIA and adds medium-induced emissions
to the shower. This approach assumes a strongly-coupled medium and uses holographic
calculations obtained via gauge/gravity duality (as briefly mentioned in Sect. 1.4.3) to model
the extra energy loss, obtaining a stopping distance that is comparable to the result from N =
4 supersymmetric Yang-Mills (SYM) theory [168, 196]. This approach can be combined with
other effects such as elastic Molière scattering inside the medium [197] or the addition of a
“wake” around the high-momentum parton [198]. Toggling these options and comparing the
results to experimental data allows indirect tests of the physical existence of these phenomena
inside the QGP.

The Jet Energy-loss Tomography with a Statistically and Computationally Advanced
Program Envelope (JETSCAPE) framework [199] is a recent MC generator with a mod-
ular approach, able to incorporate different pre-included as well as third-party models to
build a simulation of heavy-ion collisions. Typically included in reported predictions are the
Modular All-Twist Transverse and Elastic scattering-induced Radiation (MATTER) [200]
and Linear Boltzmann Transport (LBT) [201] models for partonic energy loss. One of
JETSCAPE’s unique features is a full hydrodynamic simulation, which, though computa-
tionally expensive, is theoretically advantageous as compared to tuned heuristic approaches.
Viscous hydrodynamics can be included using a model based on the Kurganov-Tadmor
method [202], called MUScl for Ion Collisions (MUSIC) [203, 204], or a model written in
Open Computer Language called CLVisc [205, 206]. JETSCAPE also offers an implemen-
tation of Three-dimensional Extended Reduced Thickness Event-by-event Nuclear Topology
(TRENTo 3D) [207] to model the initial-state geometry of nuclear collisions, and the Sim-
ulating Many Accelerated Strongly-interacting Hadrons (SMASH) [208] model of hadronic
transport as an afterburner. For implementation specifics of these, see Ref. [209].

3JETSCAPE is also open-source, but a properly-tuned version using Bayesian inference from a wide set
of experimental measurements to set its various parameters is still internal-only.
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1.5 Statement of purpose

The purpose of this thesis is to present novel studies of QCD, both in vacuum and in the
presence of a QGP, via jet substructure measurements in both pp and Pb–Pb collisions.

In studies of data from pp collisions, measurements of jet substructure enable stringent
tests of pQCD and facilitate studies of nonperturbative effects which are not yet under
satisfactory theoretical control [210]. Jet substructure observables offer both flexibility and
rigor: they can be constructed to be theoretically calculable from first-principles pQCD while
simultaneously maintaining sensitivity to jet radiation in regions of phase-space selected
by the observable. Jet grooming algorithms, such as SD and dynamical grooming (see
Sect. 1.3.3), can additionally be used to remove soft wide-angle radiation via well-controlled
approaches, reducing nonperturbative effects. This defines two families of jet substructure
observables: one that can be constructed from all jet constituents and one based on a subset
of jet constituents which remain after grooming procedures.

In heavy-ion collisions, pp studies of jet substructure provide a baseline for studies of jet
quenching (see Sect. 1.4.5), where the jet formation is modified by the hot, dense QGP (see
Sect. 1.4.2 for overview). Several aspects of the QGP are unknown or not understood from
first-principles QCD. For example, it is not clear how a nearly-perfect, strongly-interacting
fluid arises from a gauge theory which is asymptotically free. The degrees of freedom of
the medium may be quarks and gluons, or more complex correlated states, depending on
the coupling strength inside the plasma and whether or not it is thermally equilibriated (as
discussed in Sect. 1.4.3). Similarly, hard probes which traverse the fluid may scatter inco-
herently off of individual quarks and gluons inside the QGP, or could scatter coherently off
of several quarks and gluons at once; the distance scale with which hard-scattered partons
can resolve the fluid is referred to as the resolution length Lres in phenomenological mod-
els [211]. It is also possible that some of these scatterings could be sufficiently hard as to
cause wide-angle Rutherford-like effects via elastic Molière scattering [197].

From the jet perspective, it is not obvious how the enhanced QCD emissions from medium
interactions should affect the shape of observed jets, which are both broadened by the ad-
ditional gluon radiation and narrowed by thermal absorption of low-pT constituents [212].
To complicate matters further, it is possible that the existence of a QGP could break fac-
torization, meaning that the framework used to calculate observables in pp collisions (see
Sect. 1.2.2) is not applicable in a heavy-ion environment. To determine model validity and
differentiate between these competing effects, systematic studies of jet substructure are re-
quired. Grooming techniques in particular have contributed to studies of heavy-ion collisions,
in order to explore whether the QGP modifies the hard substructure of jets [118, 213–222].

Several measurements of these jet substructure observables have been performed across
multiple high-energy collider experiments. Groomed jet observables have previously been
studied in pp and heavy-ion collisions [75, 86, 87, 103, 112, 114, 224, 225] as well as in e+e−

collisions [226]. The benefits of different jet grooming algorithms remain a topic of ongoing
study, since different grooming algorithms have different perturbative structure and offer
different flexibility via grooming parameters that can be adapted to specific physics goals
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Figure 1.21: Experimental measurements resulting in the girth-mass puzzle [73, 223]. Left:
measurement of the jet girth g = λ1R in Pb–Pb data and compared to pp models, as given
by PYTHIA. Significant quenching is observed in the Pb–Pb/pp ratios, with an approximate
factor of 2 enhancement at small angles, with a corresponding suppression at large angles.
Right: measurement of the jet mass mjet in Pb–Pb data, theoretically related to the girth
through its connection to the thrust (Eq. 1.28). No significant quenching effect is observed
within uncertainties.

in either proton–proton or heavy-ion collisions (see e.g. Refs. [118, 214, 222]). This thesis
presents studies using the SD and dynamical grooming algorithms, and tests the ability of
pQCD calculations to describe their behavior.

Measurements are presented for a subsample of the IRC-safe jet angularities (Eq. 1.27),
as well as the same jet angularities with SD grooming, in which the sum runs only over the
constituents of the groomed jet. These include the jet girth [98] and the jet thrust [72],
the latter of which is related to the jet mass mjet by Eq. 1.28; the thrust, however, is more
robust against nonperturbative effects than mjet since it does not depend explicitly on the
hadron masses. Additional values of α are chosen to probe the transition region between the
girth and thrust, and the large-angle radiation region beyond both. Similar measurements
of the inclusive and groomed jet mass, mjet and mjet,g, are undertaken using an identical
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sample of jets. Finally, ALICE measurements of the groomed jet radius Rg and momentum
splitting fraction zg (see Fig. 1.10), using both SD and dynamical grooming, are used to
further interpret the results of this thesis. Comparing these ALICE measurements to direct
pQCD predictions explores the dynamics of splittings in the jet fragmentation.

Due to their IRC-safe nature, the jet angularities, Rg, and zg are all calculable from
pQCD. In particular, the IRC-safe jet angularities offer the possibility to systematically vary
the observable definition in a way that is theoretically calculable and therefore provide a rich
opportunity to study both perturbative and nonperturbative QCD [227–230]. Jet angulari-
ties were recently calculated in pp collisions both in the ungroomed [99] and groomed [231]
cases, as well as for jets produced in association with a Z boson [232]. These calculations
use all-order resummation of large logarithms up to next-to-leading-logarithmic (NLL′) ac-
curacy [233]. Measurements of λα and λα,g serve to test these analytical predictions, in
particular the role of resummation effects and power corrections. Moreover, by measuring
multiple values of α, one can test the predicted scaling of nonperturbative shape functions
that are used to model hadronization, which depend only on a single nonperturbative pa-
rameter for all values of α [234, 235].

This thesis presents jet angularities constructed from charged-particle jets. While charged-
particle jets are IRC-unsafe [236], comparisons to these theoretical predictions can nonethe-
less be carried out by following a nonperturbative correction procedure, as will be outlined
in Ch. 4. In order to account for these nonperturbative effects including hadronization
(see Sect. 1.1.2) as well as to correct for the missing neutral (uncharged) particles in the
charged-particle jet measurement, two correction methods are used. First, a purely MC-
based approach is used with both PYTHIA [37–39] and Herwig [42, 43], testing the agreement
of direct pQCD calculations as combined with different phenomenological approaches (see
Sect. 1.1.3). Secondly, a shape-function based approach is used, which is a theoretically-
derived approach dependent on one nonperturbative parameter, which is expected to be
universal (see Sect. 1.2.2). Different regions of the measured distributions probe these differ-
ent underlying aspects of QCD, while varying the observable definition changes the region
of QCD phase space being explored.

The ungroomed jet angularity λ1 has been measured in both pp [82, 112, 223] and pp [80]
collisions. The ungroomed jet thrust λ2 has also been measured in pp collisions [112]. The
closely related ungroomed and groomed jet mass have been extensively measured in pp col-
lisions [74–79, 81, 82, 84–87], and the ungroomed mass was also studied in pp [80] and
p–Pb [73] collisions. Many of these measurements have focused on using jet substructure for
tagging objects at high pT, rather than for fundamental studies of QCD, and with the excep-
tion of the jet mass there were no comparisons of jet angularities to analytical calculations
prior to these results, nor were any such comparisons made for charged-particle jets.

In previous measurements carried out for the girth g and mjet in Pb–Pb collisions at√
sNN = 2.76 TeV and compared to pp models [73, 223], significant quenching modification

was observed for g, while no significant modification was seen for mjet; see Fig. 1.21. The

origin of this discrepancy is unclear: differing values of R and pch jet
T , which vary the relative
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energy loss and nonperturbative dependence, versus varied values of α, which change sensi-
tivity to medium recoil effects and angular broadening, could both account for the difference.
This conundrum has become known as the girth-mass puzzle.

Using pp measurements as a baseline, new measurements of the jet angularities in Pb–Pb
collisions at identical center-of-mass energy can systematically quantify in-medium substruc-
ture modifications. These angularities, compared with new measurements of mjet in the same
data, are presented using equivalent jet definitions for the first time to address the girth-mass
puzzle. Background-subtracted charged-particle jets are measured with 40 < pch jet

T < 150
GeV/c, extending the kinematic reach of previous measurements and probing the strength of
jet-medium interactions at varying energy scales. Theoretical comparisons are given, which
provide discrimination between models and inform future quenched jet substructure studies.

Concurrently, jet substructure measurements for heavy-flavor tagged jets, such as charmed
jets containing a D0 meson, allow direct probes of how the QCD dead cone affects jet shapes
(see Sect. 1.3.4). The ability to make perturbative predictions down to lower pjetT enhances
tests of perturbative dynamics such as the DGLAP evolution equations and provides a base-
line for future studies in AA, where the dead cone may be filled in by medium-induced
radiation [237]. The inclusive jet angularities of this thesis are compared with ALICE mea-
surements of the heavy-flavor tagged jet angularities to study these effects [238].

The following chapters give details regarding the performance of these measurements
and their subsequent interpretation. Chapter 2 details the experimental apparatus, while
Ch. 3 enumerates the relevant data sets, procedures, and systematic checks used for the
analyses. Ch. 4 explains the corrections that are applied to pQCD predictions before they
are compared to data. Results are shown in Ch. 5, with discussion and closing remarks
delivered in Ch. 6.
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Chapter 2

Experimental apparatus

This chapter describes the experimental apparatus and the specific detector subsystems
which are most relevant for the analyses presented in this thesis. Section 2.1 introduces the
Large Hadron Collider (LHC), the collider on which the experimental apparatus was built.
For a more detailed report on the LHC design, see Ref. [239–241]. Section 2.2 discusses A
Large Ion Collider Experiment (ALICE) and some of its performance characteristics.

2.1 The Large Hadron Collider (LHC)

The LHC is the largest collider in the world, straddling the Franco-Swiss border just west
of Geneva, Switzerland. Constructed between 1998 and 2008 by the Conseil européen pour
la recherche nucléaire (CERN), or the European Organization for Nuclear Research, the
collider ring is 27 km in diameter and runs though a small tunnel roughly 150 m underground.
This tunnel was originally used for the Large Electron-Positron Collider (LEP), which was
operated from 1989 to 2000 before being dismantled. The LHC is composed of two separate
beam pipes held at ultra-high vacuum (UHV), roughly 10−10 to 10−11 mbar, where two
different beams of particles (one in each beam pipe) can be accelerated in opposing directions
before being made to collide with one another.

The machine works by accelerating bunches of particles through successive electromag-
netic kicks along a circular path. The cyclotron, first invented by Ernest Lawrence at the
University of California Berkeley in 1929, was the first type of accelerator to accomplish this
task; the 1939 Nobel Prize in Physics was awarded to Lawrence for his discovery [242]. Cy-
clotrons use a radio frequency (RF) alternating current to accelerate particles along a spiral
path, starting from a small radius of curvature and moving outwards. The curvature of the
particle trajectory is controlled by imposition of a uniform magnetic field. The cyclotron
design has been largely superseded by that of the synchrotron, which was first proposed in
the mid-1940s [243, 244]. The synchrotron design, of which the LHC is an example, uses a
fixed-radius ring with varying magnetic field to accelerate particles as they circulate. The
frequency of the RF currents are also adjusted to synchronize with the arrival times of parti-
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Figure 2.1: Diagram of the CERN accelerator complex [245].

cles on each successive rotation. The maximum attainable energy in the synhcrotron design
is limited by the achievable magnetic field strength, particle energy loss due to synchrotron
(magnetobremsstrahlung) radiation, and the maximum frequency which is attainable for the
RF fields.

The particles which are injected into the LHC first go through a series of smaller ac-
celerators before they can be boosted to LHC energies; see Fig. 2.1. Protons and heavy
ions are first accelerated by a Linear Accelerator (LINAC) into the Low Energy Ion Ring
(LEIC), which separates the long injection pulse into shorter bunches (with about 1.2× 1011

particles each), and accelerates them from energies of 4.2 to 72 MeV. These bunches are then
injected into the Proton Synchrotron (PS), which was constructed in 1959 as CERN’s first
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synchrotron. The PS originally served to accelerate 10 GeV protons for fixed-target exper-
iments, some embedded inside of bubble chambers such as the 81 cm Saclay [246]. With
several upgrades over the years, the PS now accelerates protons to 25 GeV before injecting
them into the Super Proton Synchrotron (SPS), housed in a circular tunnel 2.2 km in di-
ameter. Originally called Spp̄S, the SPS operated as a proton-antiproton collider from 1981
to 1991, before being repurposed as an injector for LEP [247]. SPS beams provided data
for the UA1 and UA2 experiments, which discovered the W and Z electroweak bosons [248].
Protons injected into the SPS are accelerated to 450 GeV before being injected into the LHC,
which can then accelerate these bunches up to 6.8 TeV for a maximum pp center-of-mass
collision energy of

√
s = 13.6 TeV.

Particles are injected into the LHC at one of eight insertion points, where they can also
be extracted, accelerated, or collided. Sixteen RF cavities (eight for each beam) are used to
accelerate the particles, with each cavity delivering 2 MV at 400 MHz. The oscillatory nature
of the electric field preserves the bunch structure of the beam, as particles on the front of
the bunch are accelerated less than those in the back. The accelerator ring is controlled by
superconducting electromagnets which are liquid-Helium cooled to 1.9 K, colder than the 2.7
K of outer space. There are 1232 main dipole magnets, each 14.3 m in length and weighing
35 metric tons, which produce magnetic field strengths of approximately 8.3 T in order to
bend the particle beams around the ring. This requires a current of approximately 11 to 12
kA through the superconducting coils.

2.1.1 Luminosity

Before reaching one of four interaction points (IP) where experimental detectors are located,
the beams are focused by a system of three quadrupole magnets, called an inner triplet. The
inner triplets narrow the beams from about 200 to 16 µm, increasing the particle density to
correspondingly boost the instantaneous luminosity L,

L =
1

σ

dN

dt
, (2.1)

where σ is the collision cross section and dN is the number of events per unit time dt. Note
that L has units of [Area]−1 [Time]−1, which is often quoted in cm−2s−1. The value of L
primarily depends on the number of particles per bunch, the size and density of the bunches,
and how much the beams overlap. The LHC can circulate up to 2808 bunches at a time, with
a bunch crossing happening at each IP every 25 ns. This corresponds to 11,245 rotations in
the LHC per second, at a speed of about 0.99999999c.

In general, L = L(t) varies as a function of time. As bunches circulate and cross at each
IP, the quality of the beams degrade due to particle losses and broadening of the bunches.
This corresponds to a decreasing L(t), which reduces the number of observable interactions.
Therefore the particle beams are regularly dumped (ejected) after sufficient degradation,
allowing new bunches to be injected from the SPS and accelerated to LHC energies. The
total luminosity delivered and collected by an experiment during a period of runs is referred
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to as the integrated luminosity Lint,

Lint =

∫
L(t) dt, (2.2)

which has units of [Area]−1, typically reported in inverse barns b−1 (or, equivalently, femto-
barns fb−1, microbarns µb−1, etc.), where 1 b = 100 fm2.

2.1.2 Pileup

Since the LHC collides bunches of particles, it is possible for several binary particle inter-
actions to happen in each bunch crossing. This occurrence, referred to as pileup, presents
a challenge to experimental measurements, as uncorrelated secondary interactions can form
a significant background for rare processes that randomly occur in some collisions. Due to
the high speed at which collisions occur, sometimes particles produced in one bunch crossing
can also be misidentified as coming from another bunch crossing, which is referred to as
out-of-bunch pileup. Despite the high number of individual particles per bunch, the spacing
between the particles is still much higher than the size of the particles themselves; nonethe-
less, at peak LHC luminosity, the number of binary interactions per bunch crossing, called
µ, can average as high as ⟨µ⟩ ≈ 60 [249, 250].

To account for this effect, experiments opt for one of two different approaches. The
first approach is to identify each individual interaction by tracing the produced particles
back to their originating vertex, and/or to remove background on a track-by-track level.
Various algorithms and subtraction strategies have been proposed for this, such as Particle
Flow [251], Pileup Per Particle Identification (PUPPI) [252], and Pileup Mitigation with
Machine Learning (PUMML) [253]. Another approach to pileup mitigation, which is the
one employed by the analyses in this thesis, is to purposefully reduce L by slightly detuning
the beams until pileup effects are negligible. While the first approach offers the ability to
capture higher statistics (important for studying rare interactions), the second approach
benefits from reduced systematic uncertainty on event reconstruction, which is beneficial for
precision measurements of QCD.

2.2 A Large Ion Collider Experiment (ALICE)

ALICE is one of the four major (and one of eight total) experiments positioned on the LHC,
located at IP2 (“Point 2”) on the French side of the border near the commune of Saint-
Genis-Pouilly. From its original technical proposal [254], ALICE was designed as a general-
purpose heavy-ion experiment, constructed to handle the large number of charged-particle
tracks (dNch/dy ≈ 8000) predicted to be produced in AA collisions at LHC energies (TeV
scale per-nucleon). It is the only LHC experiment explicitly designed for nuclear collisions,
with its primary physics goals being study of QCD bulk matter and the QGP. The detector
is concentrated at midrapidity, where the baryon density is minimized, while the energy
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Figure 2.2: Cross-sectional diagram of ALICE at the CERN LHC during Run 2 (2015-
2018) [255]. Different subdetector systems are labelled, and the inner ITS region is shown
in an expanded view in the upper right. See text for details.

density is maximized. This provides complementary information to the lower-energy QCD
studies provided by the SPS and RHIC. ALICE is capable of measuring events from pp and
p–Pb collisions using the same apparatus.

The ALICE detector consists of three main parts:

1. a central barrel (covering the psuedorapidity range −0.9 < η < 0.9),

2. a forward muon spectrometer (−4.0 < η < −2.4), and

3. a set of multiplicity detectors in the forward regions used for triggering (2.8 < η < 5.1
and −3.7 < η < −1.7).

The central barrel is enclosed inside a large solenoid magnet, originally used by the L3
experiment at LEP, which creates a magnetic field strength of 0.5 T. The muon spectrometer
contains an additional dipole magnet of strength 0.67 T to bend µ± produced at forward
rapidity, from (for example) J/ψ decays. The multiplicity detectors are arrays of scintillator
counters constructed in both forward regions.

A diagram depicting the ALICE detector and its various subdetectors is given in Fig. 2.2.
The following subsections overview the primary detector systems which are used for results
presented in this thesis; for a full review of the ALICE detector and its performance, see
Ref. [256, 257].
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2.2.1 Inner Tracking System (ITS)

At the heart of the central barrel, directly surrounding the beam pipe at the nominal IP, is
the ALICE Inner Tracking System (ITS) [258]. The ITS serves several purposes:

1. One of the primary goals of the ITS is to determine the location of the primary vertex,
the point where the collision occurred, to a very high precision (within a resolution of
100 µm).

2. The ITS must similarly be able to reconstruct secondary vertices which come from the
decays of heavy particles, such as hadrons containing a b or c valence quark.

3. In some cases, the ITS should be able to contribute to event selection (triggering).

4. Finally, the ITS should provide a good constraint on the pT and angle of the particles
which traverse it.

The ITS is a silicon-based detector composed of six cylindrical layers, ranging from radii
of 4 to 43 cm and covering a pseudorapidity range of |η| < 0.9 for all vertices within ±5.3
cm of the nominal IP along the beam direction. The two innermost ITS layers are based off
of Silicon Pixel Detectors (SPD). Silicon pixels offer the best resolution for resolving high
track densities near the IP, which can reach 50 tracks per cm2 in heavy-ion events, while
maintaining high speed capabilities, with a chip clock frequency of 10 MHz.

Like all silicon detectors, SPD pixels work by measuring ionization electrons / holes left
by the ionizing radiation which traverse them. These charges then drift across the pixel due
to an applied electric field, controlled via a reverse-bias voltage; the ‘reversal’ in this name
refers to the direction of the applied voltage difference with respect to the p-n junction in the
semiconductor. In particular, if a diode is reverse-biased, the cathode has a higher voltage
than the anode, so that no (or little) current will flow unless free charges are introduced
(e.g. by ionization in the bulk) or the diode breaks down due to a high enough voltage.
As the drift charges enter the silicon circuitry, the charges create current pulses, which are
then amplified. If produced above a particular threshold value (set to reduce noise), a hit
is recorded by the detector. The SPD pixels are arranged in arrays of 256 by 160 cells each
measuring 50 µm in the azimuthal direction (rϕ) and 425 µm in the longitudinal direction
(z), with a thickness of 200 µm. In total, there are nearly 10 million SPD channels in the
inner two layers of the ITS, covering an active area of only 0.21 m2.

By design, silicon detectors are primarily sensitive to charged particles, which can ionize
the atomic constituents of the semi-conductor bulk via electromagnetic interactions with the
atomic electrons. Neutrally-charged particles require much larger radiation length to scatter,
and thus typically do not interact in the silicon ITS.

The next two layers of the ITS, situated outside of the SPD layers, use Silicon Drift
Detectors (SDD), manufactured from homogenous Neutron Transmutation Doped (NTD)
silicon with a thickness of 300 µm. Each sensor has a sensitive area of 70.17 (rϕ) by 75.26
(z) mm2 split into two drift regions by a central cathode strip carrying a HV bias of −2.4 kV,
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Layer Type r (cm) ±z (cm) rϕ prec. (µm) z prec. (µm) Area (m2) Channels

1 pixel 3.9 14.1 12 100 0.07 3 276 800
2 pixel 7.6 14.1 12 100 0.14 6 553 600
3 drift 15.0 22.2 35 25 0.42 43 008
4 drift 23.9 29.7 35 25 0.89 90 112
5 strip 38.0 43.1 20 830 2.20 1 148 928
6 strip 43.0 48.9 20 830 2.80 1 459 200

Table 2.1: Layer type, dimensions, precision, active area, and channels for the ALICE ITS
during LHC Run 2 [256].

though performance is largely unaffected from HV degradation to −1.65 kV. These voltages
correspond to drift speeds of 8.1 (5.6) µm/ns, with the signal at each anode being sampled
at roughly 40 MHz. This corresponds to roughly 100k cells per detector, each read out by
512 electronic channels. The SDD are also the slowest detectors in ALICE, and hence are
excluded from the trigger clusters, or groups of detectors that read out together, which are
used in this analysis.

The exterior two ITS layers are double-layered Silicon Strip Detectors (SSD). Each of the
1698 modules are 300 µm thick and have 768 strips on each side, covering an area of 75 by
42 mm2. These are the lowest-resolution detectors in the ITS, but cover the largest active
area. A summary of the dimensional characteristics for the six ALICE ITS layers is given in
Table 2.1. In total, it has 6.28 m2 of active detector area, and creates an approximate 7.2%
radiation length for perpendicular charged particles.

The SDD and SSD layers are additionally equipped with an analog readout, where the
pulse peaks can be directly observed. The integral of the pulse is proportional to the amount
of ionization energy deposited in the silicon, which over some known thickness of material is
referred to as the specific energy loss dE/dx. This is quite a useful measurement, as dE/dx
can be used in conjunction with the Bethe-Bloch formula [6],

dE

dx
≈ −4πℏ2α2

EM

nZ

meβ2

{
ln

[
2(βγc)2me

Ie

]
− β2

}
, (2.3)

to extract the speed β = v/c of the particle traversing a medium with atomic number Z,
number density n, and effective ionization potential Ie. Combining measurement of β with p
allows extraction of the particle mass; and, thus, the type of particle itself. This procedure
is typically called particle identification (PID). In the nonrelativistic regime (p ≲ 2 GeV/c)
where mass effects are significant, dE/dx can typically perform PID with a high degree of
certainty. Example dE/dx curves from the ITS can be seen in the left panel of Fig. 2.3.
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Figure 2.3: Distribution of the specific energy loss (dE/dx) in the ITS (left) and TPC
(right) [257]. The solid black curves depict the per-particle parametrizations of the expected
mean energy loss. The slow “relativistic rise” regime is visible at low p.

2.2.2 Time Projection Chamber (TPC)

The TPC [259] is the main tracking apparatus of ALICE, which is a unique feature among
LHC experiments. Originally developed in the mid-1970s by David Nygren at Lawrence
Berkeley National Laboratory (LBNL) [260], the TPC is a cylindrical container of liquid or
gas which is ionized by radiation that traverses it, in a similar fashion to silicon. The charges
are then drifted to the ends of the cylinder and collected, with their drift time across a known
electric potential “projecting” out the longitudinal position. By measuring the transverse
position of the ionization charges (x, y) and the time difference between a known event and
the charge collection (t, projecting z), a three-dimensional picture can be reconstructed.
Furthermore, the amount of charge collected can be correlated with the energy deposited in
the detector, yielding an effective measure of dE/dx and thus PID; see the right panel of
Fig. 2.3. Since particles traversing the TPC create many space-points which each provide a
measurement of dE/dx (as opposed to the single measurement per silicon layer provided by
the ITS), the PID capabilities of the ALICE detector are greatly enhanced by the dE/dx
samples from the TPC.

While a TPC could in principle have continuous measurement of tracks, the resolution of
a TPC is limited by the diffusion constant d = lv/3 of its gas mixture, where l is the mean
free path of a free electron inside the gas, and v is its speed. For a free charge moving in
the presence of an electric field, its root mean square normal distance due to diffusion, both
parallel (∥) and perpendicular (⊥) to the field, is given by [260]

σ∥ =
√

2dt and σ⊥ =
σ2
∥

1 + ω2τ 2
, (2.4)

where ω = eB/me is the cyclotron frequency, t is the drift time, and τ is the mean collision



CHAPTER 2. EXPERIMENTAL APPARATUS 51

E-field

x

y

z 
(d

rif
t t

im
e)

anode plane

cathode plane

gating plane

pad plane

drifting electrons from
primary ionization  

charged particle track

induced clusters
on pad plane

Figure 2.4: Left: A diagram showing charge amplification and collection for the MWPCs of
the ALICE TPC, leading to a three-dimensional reconstruction of the original charged par-
ticle trajectory. Right: an example Pb–Pb event in the ALICE TPC [261]. 1582 positively-
charged (darker tracks) and 1579 negatively-charged (lighter tracks) particles are produced;
about 80 percent are π mesons.

time. The resolution can also be adversely affected by the presence of nonuniformity in
the electric field, typically caused by other charges in the TPC; these are referred to as
space-charge fluctuations.

The ALICE TPC has an inner (outer) radius of about 0.85 m (2.5 m) and an overall
length along the beam direction of 5 m, yielding a volume of around 90 m3. The detector is
filled with a gaseous mixture of neon (Ne) doped with carbon dioxide (CO2) and nitrogen
(N2), a mixture chosen for its drift speed, low diffusion, low radiation length, small space-
charge effect, and ageing and stability properties [256, 262]. The outer walls of the TPC
are composed of a field cage, with a central high-voltage electrode dividing it into two
longitudinal halves, and creating a static electric field in its volume with high uniformity.
The central electrode is a stretched, aluminized sheet of Mylar, 22 µm in thickness. The
endcaps of the TPC are each covered by Multi-Wire Proportional Chambers (MWPCs) with
an active area of 32.5 m2. The cathode pad readout, combining a grid of anode wires above
the pad plane, a cathode wire plane, and a gating grid, is depicted in Fig. 2.4. The TPC also
has a complicated cooling system for temperature stability and a laser calibration system
to precisely calibrate the position of the readout chambers and allow online monitoring of
temperature and space-charge distortions.

Since particles drifting across the TPC take approximately 90 µs to reach the readout
planes, the TPC is the limiting factor for the delivered luminosity. In pp collisions, where
space-charge fluctuations are roughly one order of magnitude lower than in Pb–Pb, an inter-
action rate of 350 kHz (L = 5× 1030 cm−2 s−1, or equivalently 5 µb−1 s−1) delivers triggered
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events with about ⟨µ⟩ ≈ 60 pp interactions, of which about 30 satisfy minimum bias (MB)
criteria (see Sect. 2.2.4). As discussed in Sect. 2.1.2, this pileup can be reduced during event
reconstruction by eliminating tracks which lead to a different primary vertex. However, this
leads to worsening pjetT and observable resolution due to inaccuracies in the vertex tagger,
space-charge effects in the TPC, and track reconstruction uncertainties.

To reduce this effect, the luminosity delivered to ALICE is decreased by detuning the
beams. Luminosity determination is accomplished via the van der Meer scan (vdM) tech-
nique, as discussed in Ref. [263–265]. The low speed of the TPC readout was a major
motivation for the ALICE Collaboration to upgrade the detector for upcoming data collec-
tion during LHC Runs 3 and 4 by replacing the MWPCs with endcaps based on Gas Electron
Multipliers (GEMs) with an improved readout chip; for more information, see Ref. [266].

2.2.3 Time-Of-Flight (TOF) detector

Surrounding the TPC is the Transition Radiation Detector (TRD) [267] of ALICE, which
is primarily used for identification of electrons with momenta above 1 GeV/c. Outside of
the TRD is the TOF detector [268], which uses double-stacked Multi-gap Resistive Plate
Chambers (MRPCs) to measure the arrival time for particles produced in the event. This
arrival time is compared to a start time delivered by the T0 detector, consisting of two arrays
of Cherenkov counters positioned on opposite sides of the IP [257]. The difference in time
between these two detectors yields a measurement of particle velocity which, in combination
with dE/dx from the tracking detectors, can be used to constrain PID. The detector is
designed to work in the intermediate momentum range, below about 2.5 GeV/c for π± and
K± and up to 4 GeV/c for protons, with a π/K and K/p separation better than 3σ [256].

Similar to the TPC, the electric field within the TOF must be kept high and uniform
over its whole volume. Ionization charges formed within the TOF are accelerated towards
the collecting electrodes and, once they gain enough energy, ionize other atoms along their
path. This addition of secondary ionization leads to an analog signal amplification known
as a gas avalanche. This same effect is utilized in the MWPCs of the TPC, as depicted in
Fig. 2.4. Separation of the mass peaks for π, K, and p are shown in Fig. 2.5.

2.2.4 VZERO (V0) scintillator detectors

The ALICE V0 detectors [269] are two small-angle arrays of scintillators, called V0A and
V0C, situated on either side of the IP. These detectors are multi-functional, as they provide
minimum-bias (MB) triggers for the central barrel detectors as well as multiplicity counters
to indicate centrality in Pb–Pb collisions. This is possible since the number of particles
detected on the V0 arrays is monotonically dependent on the number of primary emitted
particles [256]. The V0 detectors are therefore quintessential for MB, multiplicity, semi-
central, and central triggers on ALICE. For details on the particular MB trigger used in this
thesis, see Sect. 3.1.
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and ITS, and have 0.5 ≤ p ≤ 2.5 GeV/c. Note that the y-scale is logarithmic. Right: speed
β = v/c distribution for tracks entering the TOF detector.

In pp collisions, the efficiency for the detection of at least one charged particle detected
in either side of the V0 is about 84%, including environmental effects. Rejecting events
that do not have a hit in the V0 detector significantly reduces unneeded data flow due to
interactions of protons with the residual gas of the vacuum chamber, or the high background
rate of the forward µ± spectrometer trigger chambers. The V0 also participates in the
luminosity determination of ALICE with a good precision of about 10%; for more details,
see Ref. [270].

2.2.5 Electromagnetic calorimeter (EMCal)

ALICE is equipped with an EMCal [271] to measure highly energetic photons and electrons,
which deposit their entire energy inside the detector. The EMCal also collects the energy of
neutral π0 mesons though their photonic decay modes. The detector uses a Shashlik layout
of alternating layers of lead and plastic scintillator, with wavelength-shifting fibers running
longitudinally through the stack to collect scintillation light [272]. The basic modules consist
of 2x2 arrays of optically-isolated towers, which are each read out individually.

The ALICE EMCal does not cover the entire acceptance of the central barrel tracking
detectors, instead spanning only about 1.9 radians (less than one third of 2π) in the azimuthal
direction across the pseudorapidity range 0.7 ≤ η ≤ 0.7. Information from the EMCal allows
improved energy resolution on the measurement of “full” jets (including neutral particles);
however, the EMCal cannot offer the same spatial or momentum resolution as the ITS and
TPC, which are necessary for precision measurements of jet substructure. For that reason,
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the EMCal is not used for the analyses in this thesis, which instead rely soley upon “charged”
jets (including only central barrel tracking).

2.2.6 Central barrel track finding

After information from an event is collected, data from the various ALICE subdetector
systems must be combined in order to determine what particles were observed in the event,
along with their corresponding momenta, angle, rapidity, and PID, if required. A detailed
description is given in Ref. [257]. Track finding in ALICE begins with a clusterization step,
where the information from all included subdetectors, including positions, signal amplitudes,
signal times, and their associated errors, are converted into “clusters.” The clusterization is
performed separately for each detector, depending on its parameters and function. The SPD
is then used to preliminarily determine the primary interaction vertex, assumed to be the
vertex connecting the largest number of contributing tracklets. If such a space point is not
found, the algorithm searches along the beam axis for the maximum of the points of closest
approach (PCA) of tracklets to the nominal beam axis.

Track finding and fitting is then performed using the Kalman filter technique [273]. This
procedure starts at the outside of the TPC. Track “seeds” are first built using two TPC
clusters along with the preliminary vertex point, followed by three TPC clusters with no
vertex constraint. The seeds are propagated inwards, adding the nearest cluster that fulfils
a proximity cut. The TPC readout chambers have 159 tangential pad rows, meaning that a
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(nearly-)perpendicular track can ideally produce 159 clusters within the TPC volume. Tracks
are required to have at least 20 clusters in the TPC and no less than half of the clusters
that would be expected for the track trajectory (though additional quality cuts are added
later; see Ref. [274] for details). The TPC track-finding efficiency is approximately 80% for
tracks with pT ≳ 0.5 GeV/c, limited primarily by gaps between the readout chambers, with
a drop-off at lower momentum caused by energy loss and multiple scattering in the detector
material. It does not significantly change with detector occupancy.

Reconstructed TPC tracks are then propagated inwards to the ITS, which is used to
create a tree of combined track hypotheses for each TPC track, both with and without a
constraint on the primary vertex. The highest quality candidates from each tree are selected
and added to the event. Due to the TPC efficiency drop-off at low-pT, a standalone ITS
reconstruction is performed with those clusters that were not used in the ITS–TPC tracks.
Seeds are constructed using clusters from the three innermost ITS layer, and propagated to
the other layers, similar as before. All of the track hypotheses are refitted by a Kalman filter
and the track with the best fit χ2 is accepted, with its clusters being removed from further
searches. This procedure is repeated a few times to increase the efficiency, enabling tracking
of particles with pT down to approximately 80 MeV/c [257].

After calculating their PCA to the preliminary primary vertex, tracks are then refit
using the Kalman filter in the outgoing direction using the previously-determined clusters.
The track length integral and time-of-flight is updated at each step, and tracks using TRD
and TOF information are matched to clusters in these detectors, where such calculation
ends. In the final step, the tracks are refit one final time, again inwards from the outside
of the detector. The position, direction, inverse curvature, and associated covariance matrix
are determined for each track at this stage. The repetition of these inward-outward and
outward-inward reconstructions improves the track pT resolution, which is given in Fig. 2.6.

Tracks reconstructed in TPC and ITS, referred to as global tracks, are finally used to
determine the location of the primary interaction vertex with a higher precision than initial
estimation by SPD tracklets. A precise vertex fit is performed by extrapolating global tracks
to their PCA to the beamline, using track weighting to suppress the contribution of any
remaining outliers. The majority of tracks reconstructed in this procedure originate from
the primary interaction vertex, though some tracks come from particle decays and material
interactions with the detector. These can be reduced by applying cuts on the distance of
closest approach (d0) to the primary vertex.

Alternatively, tracks with d0 > 0.5 mm (in pp) or 1 mm (in Pb–Pb) can be selected
to reconstruct secondary vertices from photon conversions and particle decays. The recon-
struction of complex heavy-flavor decays close to the interaction point, e.g. D0 → K−π+ and
charge conjugates, is searched for by considering unlike-sign track pairs and selecting those
passing a set of topological cuts [275], including the decay length in the transverse plane
L⊥/σL⊥ and the transverse pointing angle cos(θpointing), the angle between the flight line of
the candidate (i.e., the vector connecting the primary to secondary vertex) and the direction
of its reconstructed momentum. The reconstruction of D0 mesons is given in Sect. B.2.
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Chapter 3

Analysis procedure

This chapter details the data analysis procedure for the studies motivated in Ch. 1 and
presented in Ch. 5. The relevant data sets are first summarized in Sect. 3.1, and a list of
the relevant MC productions are enumerated. Following the track finding procedure (for
which an overview was given in Sect. 2.2.6), the details of jet reconstruction are given in
Sect. 1.3.1, and the jet substructure observables are then computed. These measurements
are fully unfolded to account for detector effects, and for background effects in Pb–Pb; this
procedure is described in Sect. 3.3. Various unfolding checks are summarized, and systematic
uncertainties are then calculated in Sect. 3.4.

3.1 Data sets

The data for these analyses were collected during LHC Run 2 (2015-2018) using the ALICE
detector (see Sect. 2.2). The Pb–Pb data was collected at (nucleon-nucleon) center-of-mass
energy

√
sNN = 5.02 TeV, which is the highest energy achievable for Pb ions at the LHC. In

order to make the pp data suitable for comparison, the selected pp data was also collected
at center-of-mass energy

√
s = 5.02 TeV.

3.1.1 pp data selection

The pp data were collected during 2017; specifically, the data sets used are from ALICE
LHC17p and LHC17q reconstruction pass 1 Analysis Object Data (AOD) files, which contain
filtered event information parsed from the raw Event Summary Data (ESD) files recorded
during data taking, which also include track reconstruction and vertexing information. The
FAST trigger cluster is combined with the CENT woSDD trigger cluster [276], both of which are
reconstructed using the central barrel tracking (“CENT”) but without the SDD; see Sect. 2.2.1.
The run list is the TPC “good” list (with globally good tracking detectors) as defined by
the ALICE Data Preparation Group (DPG):
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• LHC17p (41 runs): 282343, 282342, 282341, 282340, 282314, 282313, 282312, 282309,
282307, 282306, 282305, 282304, 282303, 282302, 282247, 282230, 282229, 282227,
282224, 282206, 282189, 282147, 282146, 282127, 282126, 282125, 282123, 282122,
282120, 282119, 282118, 282099, 282098, 282078, 282051, 282050, 282031, 282025,
282021, 282016, 282008

• LHC17q (3 runs): 282367, 282366, 282365

The pp events are selected using a MB trigger (called kINT7, requiring a coincidence of
hits in both V0 scintillator arrays; see Sect. 2.2.4) according to the following requirements:

1. During the primary vertex reconstruction, the number of vertex contributors is required
to be greater than zero, i.e., there is at least one successfully-reconstructed vertex from
the event.

2. The primary vertex position relative to the nominal IP is required to be within −10 cm <
zvtx < 10 cm (along the beam direction), and within 1 cm in the transverse plane.

Beam-induced background events are removed using two neutron Zero-Degree Calorime-
ters (ZDCs) [277] located at ±112.5 m along the beam axis from the center of the detec-
tor. Events where there are multiple reconstructed primary vertex candidates are rejected,
and track quality selection criteria ensure that tracks used in the analysis are from only
one vertex. Out-of-bunch pileup is rejected using V0 and SPD cuts, as implemented in
AddTaskPhysicsSelection(isMC, kTRUE) [278]. Events are acquired at instantaneous lu-
minosities between approximately 1030-1031 cm−2s−1, corresponding to a low level of pileup
with approximately 0.004 < µ < 0.03 events per bunch crossing. The pp data sample
contains 870 million events and corresponds to an integrated luminosity of Lint = 18.0(4)
nb−1 [264].

From the selected events, “hybrid” tracks [274] are selected for the analyses, in which
two classes of tracks are included:

• Global tracks (see Sect. 2.2.6), requiring d0 < 2.4 cm for the transverse direction and
3.2 cm for the longitudinal direction, and including at least one hit in an SPD layer.

• Complementary tracks, which have the same requirements as good global tracks, but
do not require an SPD hit. Instead, the track is refit with a constraint to the primary
vertex, which improves its pT resolution.

The inclusive jet analysis also uses a PYTHIA 8 MC production (Monash 2013 tune) [37,
38] with a full GEANT3 [40] ALICE detector simulation, which simulates how produced
particles are transported through the ALICE detector, undergo material interactions, and
are picked up by the various detector subsystems. In order to create a MC data sample with
adequate statistics at higher values of pjetT – where the rapidly falling differential jet cross
section makes events extremely rare – the production is generated in 20 pT,hard (or p̂T) bins,
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which correspond to the invariant pT of the simulated 2 → 2 interactions [279]. Each bin is
populated with approximately 6M events, with bin edges

[5, 7, 9, 12, 16, 21, 28, 36, 45, 57, 70, 85,

99, 115, 132, 150, 169, 190, 212, 235, ∞] GeV/c.
(3.1)

This MC sample, generated in 2018 and named LHC18b8, is anchored run-by-run to LHC17pq
runs, and so the good runlist is the same as those in data:

• LHC18b8 (44 runs): 282343, 282342, 282341, 282340, 282314, 282313, 282312, 282309,
282307, 282306, 282305, 282304, 282303, 282302, 282247, 282230, 282229, 282227,
282224, 282206, 282189, 282147, 282146, 282127, 282126, 282125, 282123, 282122,
282120, 282119, 282118, 282099, 282098, 282078, 282051, 282050, 282031, 282025,
282021, 282016, 282008, 282367, 282366, 282365

The data sets used for the D0-tagged jet analysis are given in Sect. B.1. For general
jet Quality Assurance (QA) checks for these pp run periods and for the associated MC, see
Ref. [280, 281].

3.1.2 Pb–Pb data selection

The measured Pb–Pb data set for this analysis was collected during 2018, specifically LHC18q
and LHC18r pass 3 AODs. The run list is the central barrel tracking “good” run list, defined
by the DPG:

• LHC18q (136 runs): 296623, 296622, 296621, 296619, 296618, 296616, 296615, 296594,
296553, 296552, 296551, 296550, 296548, 296547, 296516, 296512, 296511, 296510,
296509, 296472, 296433, 296424, 296423, 296420, 296419, 296415, 296414, 296383,
296381, 296380, 296379, 296378, 296377, 296376, 296375, 296312, 296309, 296307,
296304, 296303, 296280, 296279, 296273, 296270, 296269, 296247, 296246, 296244,
296243, 296242, 296241, 296240, 296198, 296197, 296196, 296195, 296194, 296192,
296191, 296143, 296142, 296135, 296134, 296133, 296132, 296123, 296074, 296068,
296066, 296065, 296063, 296062, 296060, 296016, 295947, 295945, 295943, 295942,
295941, 295937, 295936, 295913, 295910, 295909, 295908, 295881, 295861, 295860,
295859, 295856, 295855, 295854, 295853, 295831, 295829, 295826, 295825, 295822,
295819, 295818, 295816, 295791, 295788, 295786, 295763, 295762, 295759, 295758,
295755, 295754, 295725, 295723, 295721, 295719, 295718, 295717, 295714, 295712,
295677, 295676, 295675, 295673, 295671, 295668, 295667, 295666, 295665, 295615,
295612, 295611, 295610, 295589, 295588, 295587, 295586, 295585

• LHC18r (91 runs): 297595, 297590, 297588, 297558, 297544, 297542, 297541, 297540,
297537, 297512, 297483, 297479, 297452, 297451, 297450, 297446, 297442, 297441,
297415, 297414, 297413, 297406, 297405, 297380, 297379, 297372, 297367, 297366,
297363, 297336, 297335, 297333, 297332, 297317, 297315, 297312, 297311, 297310,
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297278, 297222, 297221, 297218, 297196, 297195, 297193, 297133, 297132, 297129,
297128, 297124, 297123, 297119, 297118, 297117, 297085, 297035, 297031, 296966,
296941, 296938, 296935, 296934, 296932, 296931, 296930, 296903, 296900, 296899,
296894, 296852, 296851, 296850, 296848, 296839, 296838, 296836, 296835, 296799,
296794, 296793, 296790, 296787, 296786, 296785, 296784, 296781, 296752, 296694,
296693, 296691, 296690

The event selection is similar to pp, using a MB (kINT7) trigger, asserting the same
vertexing requirements, and rejecting out-of-bunch pileup. The Pb–Pb analyses in this
theses are performed only for the 0-10% centrality region, for which the total number of
accepted Pb–Pb events is approximately 91M. The same hybrid track selection criteria are
used as in pp.

The analysis also uses a PYTHIA 8 MC production (Monash 2013 tune) with the full
GEANT3 detector simulation (LHC20g4). The production is similar to the pp case, but the
detector simulation was modified corresponding to the different run period. The production
consists of the same 20 pT,hard bins as in pp, each populated with approximately 8M events.
The MC is anchored to selected LHC18qr runs, with run numbers:

• LHC20g4 (16 runs): 297588, 295612, 295788, 295819, 296191, 296244, 296380, 296415,
296550, 296690, 296935, 297132, 297317, 297379, 297479, 297544

For general jet QA of the Pb–Pb run period and associated MC, see Ref. [281, 282]. (Note
that some of the QA/analysis plots shown are from LHC18qr pass 1 and the accompanying
MC LHC19f4, but all were verified to be insignificantly different from those from LHC18qr
and LHC20g4.)

Since a pp model is used to generate the MC for the Pb–Pb analyses, additional cor-
rections are required. First, the tracking efficiency of ALICE is slightly degraded in Pb–Pb
compared to pp [283]. The centrality-dependence of the tracking efficiency is determined
by comparing its magnitude in central versus peripheral collisions, as generated by HIJING
detector simulations [284, 285]. Since the tracking efficiency is observed to be about 2%
worse in central Pb–Pb data, 2% of tracks coming from the Pb–Pb MC, after the GEANT3
detector simulation, are randomly rejected before the events are analyzed.

Secondly, detector-level MC events must be embedded into raw data to simulate an
uncorrelated (but QCD-driven) background from the creation of the QGP. The treatment
of this embedding is described in Sect. 3.2.3 below.

3.2 Jet reconstruction

3.2.1 Background subtraction

Before jets are reconstructed in Pb–Pb collisions, background is subtracted for each event.
For the data collected in pp collisions, the background is not subtracted from the data, as
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the contribution from pileup is small (see Sect. 3.1.1 above). In order to make consistent
comparisons between the data and the theoretical calculations, underlying event effects such
as MPI (see Sect. 1.2.4), along with other nonperturbative effects including hadronization,
are included in model corrections, as described in Ch. 4.

For Pb–Pb data, the uncorrelated thermal background from the QGP causes a much
more significant bias than the underlying event in pp [286]. To account for this, an event-by-
event constituent subtraction (CS) [287] is applied, which is able to correct both the total
pjetT and substructure simultaneously. In this approach, the event background density ρ is
first estimated using the FastJet grid-median method [288], with grid size = 1.0. This is
accomplished by projecting the event onto a y-ϕ grid, with the scalar pT sum of the particles
then being computed for each “cell.” The value of ρ is obtained by taking the median of∑

i∈cell pT,i/Acell over all cells, where Acell is the cell area.
Using this value, the CS algorithm deploys “ghost” particles uniformly in the y-ϕ plane,

with each ghost carrying transverse momentum pT,g = ρAg. The parameter Ag represents
the “area” of the ghost, and its value is chosen by the user, with the nominal suggested value
being Ag = 0.01 [287]. Each particle i is then paired with each ghost k, and their weighted
distance Di,k = pαT,i∆Ri,k is calculated, where ∆Ri,k is the same y-ϕ angular distance as
in Eq. 1.27. The free parameter α has a nominal suggested value of α = 0 (i.e., no pT-
dependence). Then, starting from the lowest Di,k, the hardest track of i and k is reassigned
pT = |pT,i − pT,k|, and the softer track is removed from the event. This subtraction procedure
continues until the sorted list Di,k is exhausted or ∆Ri,k > Rmax, another free parameter.
The effect of this CS procedure is depicted in Fig. 3.1.

For this analysis, the nominal values of Ag = 0.01 and α = 0 are used. Of the three
user-defined parameters, Rmax has the strongest affect on the subtraction, with Rmax = 0.1
being the best parameter to center the pch jet

T resolution for R = 0.2 jets (see right panel
of Fig. 3.2). Variations of this parameter are also used for calculation of a background
subtraction systematic uncertainty; see Sect 3.4.4 for details.

3.2.2 Jet selection

Jets are reconstructed from charged-particle tracks with the FastJet 3.3.2 software pack-
age [68] using the anti-kT algorithm [66] (see Sect. 1.3.1) with the E-recombination scheme.1

in the The value of pT,track is directly obtained from the track finding, as described in
Sect. 2.2.6. All tracks are reconstructed assuming that they are charged π mesons, using
mπ± = 0.1396 GeV/c2. (A variation on this track mass assumption is taken as a systematic
uncertainty for λα – see Sect. 3.4.). In pp data, both the radii R = 0.2 and 0.4 are used; in
Pb–Pb, where there is a large uncorrelated background from particles not associated with a
single hard scattering, only the radius R = 0.2 is explored, as the background is enhanced
for larger R.

1These charged-particle (track) jets, which do not contain information from neutrally-charged particles,

are sometimes abbreviated “ch. jets” in the text; e.g., these jets carry transverse momentum pch jet
T .
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Figure 3.1: Diagram of the CS method [287]. Left: an initial hard-scattering produces a
jet (blue) inside an uncorrelated background (red). Ghost particles (green) are deployed
uniformly in the event. Right: after CS, the pT of most tracks is reduced. A small number
of ghost particles also remain (circled), which are now included in the event.

Although the reported transverse momentum pch jet
T range is under 100 GeV/c in pp, all

reconstructed charged-particle jets in the range 5 < pch jet
T < 200 GeV/c are collected, in order

to maximize statistics in the unfolding procedure. In Pb–Pb, jets have a higher pch jet
T cut in

order to eliminate purely combinatorial (“fake”) jets from the thermal background, which
contaminate the unfolding; this is described below in Sect. 3.3. Each jet axis is required to
be within the fiducial volume of the TPC, |ηjet| < 0.9 − R. Jets containing a track with
pT > 100 GeV/c are removed from the collected data sample, due to limited momentum
resolution. In the reported pch jet

T range, this effect is negligible (see Sect. 3.2.3 below).

3.2.3 Jet matching

In order to account for detector inefficiencies and to understand the jet reconstruction perfor-
mance, a sample of jets is produced using PYTHIA 8 [38] and run through a full simulation
of the ALICE detector using GEANT3 [40]; details of the event generation are listed in
Sect. 3.1. Jets are reconstructed using the original PYTHIA 8 event sample before the par-
ticles undergo interactions with the detector (“truth” level), as well as at after the particles
are reconstructed by the ALICE GEANT3 detector simulation (“detector” level).

For the MC used in pp collisions, truth-level jets are then matched the detector-level
jets using geometrical criteria. The closest truth-level to detector-level jet pairs are found,
and the matched jets are required to be within an angular distance of ∆R < 0.6R from one
another. Furthermore, the match is required to be unique; if more than one suitable match
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pch jet
T bin (GeV/c) 0 - 10 10 - 20 20 - 30 30 - 40 40 - 50 50 - 60 60 - 70

LHC17pq (pp) (%) 2.4 0.4 0.1 0.04 0.02 0.01 0.005

LHC18qr (Pb–Pb) (%) 16 5.7 1.6 0.8 0.6 0.4 0.4

Table 3.1: Estimated R = 0.2 jet matching inefficiency, requiring a unique match between
detector and truth levels, as calculated in PYTHIA 8 + GEANT3 for the pp and Pb–Pb data
samples. In Pb–Pb, this percentage is calculated by the number of matches which satisfy
all selection cuts divided by those which have at least one detector-level match (to eliminate
combinatorial jets); note that no Pb–Pb data is used below pch jet

T = 40 GeV/c.

is found, the jets are removed from the event sample. The percentage of jets having a unique
match is pjetT -dependent, and is given in Table 3.1. The minimum transverse momentum cut
pch jet
T,det ≥ 5 GeV/c is also enforced at this level.

In Pb–Pb collisions, the background subtraction procedure adds additional smearing
which must be corrected. To quantify this effect, the detector-level MC events are embedded
into real events randomly chosen from 0-10% centrality Pb–Pb raw data. The embedding is
performed at the level of reconstructed tracks, with the PYTHIA particle list appended by
tracks from raw data. Three collections of jets are then constructed: pp truth jets (using
PYTHIA truth information), pp detector jets (using PYTHIA with detector simulation),
and “combined” jets using the embedded sample, consisting of a jet constructed from MC
detector-level tracks and real Pb–Pb tracks. Combined-level events also undergo the CS
procedure before jet reconstruction, as done with the raw data. A truth-level jet from
PYTHIA must then be assigned with an associated combined jet. To define such a match,
the same geometrical matching criteria are used to connect a combined jet geometrically
to its nearest pp detector jet, while additionally requiring that the combined jet contains
at least 50% of the tracks of the pp detector jet, as measured by pT (implicitly enforcing
uniqueness). The pp detector-level jet is matched to its corresponding pp truth jet with the
same criteria.

The large uncorrelated background in Pb–Pb collisions creates a significant smearing
effect which is larger than that of the regular pp detector smearing. As an example of this
matching procedure, Fig. 3.2 shows distributions of all possible combined- to detector-level
jet matchings along with the effective smearing on pch jet

T from the matching and background
subtraction procedure.

In order to verify general quality of the generated, selected, and matched jets, several
checks are performed. Figure 3.3 shows these quality checks for the Pb–Pb charged-particle
jets used in these analyses. Distributions are evaluated for the jet energy scale (JES),

JES =
pch jet
T,det − pch jet

T,truth

pch jet
T,truth

, (3.2)

which describes the shift in pch jet
T between detector- (combined-) and truth-level jets for pp



CHAPTER 3. ANALYSIS PROCEDURE 63

1
10

210

310

410

510

610

710

810

910

1010

1110

0 20 40 60 80 100 120 140 160 180 200
)c (GeV/ch jet

T,det
p

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

m
at

ch
R∆

R = 0.2

50− 40− 30− 20− 10− 0 10 20 30 40 50

)c (GeV/pp-det

T,jet
p - combined

T,jet
p≡

T
pδ

0

0.01

0.02

0.03

0.04

0.05

0.06

0.07

0.08

0.09

T
pδddN c = 40-60 GeV/gen

T
p

: 4.67σMean: 1.09, 
c = 60-80 GeV/gen

T
p

: 4.75σMean: 0.92, 
c = 80-100 GeV/gen

T
p

: 4.76σMean: 0.81, 
c = 100-150 GeV/gen

T
p

: 4.81σMean: 0.72, 

ALICE Internal 
Simul., constit. sub.
√sNN = 5.02 TeV
R = 0.2    |η| < 0.7
ch.-particle jets

Figure 3.2: Left: all possible matchings between combined- and detector-level R = 0.2 jets in
Pb–Pb MC. A dashed line is plotted at the matching condition of ∆R < 0.6R. Right: pch jet

T

smearing between combined- and detector-level R = 0.2 jets, using CS with Rmax = 0.1. [286]

(Pb–Pb) collisions. In particular, tracking inefficiency can cause the JES to be negative,
while “fake” tracks (from detector noise or combinatorial clusters) or detector smearing of
real tracks can cause the JES to slightly increase, as anti-kT jets are reconstructed according
the smeared detector-level track distributions. The former tracking inefficiency effects tend
to be more substantial, and the latter effects becomes less significant at larger values of pch jet

T .
Jet-by-jet JES distributions therefore typically have a large negative tail, with mean values
shifting to negative values at larger values of pch jet

T . This is enhanced for Pb–Pb events,
where the CS approach can target both real and uncorrelated jet constituents.

The jet energy resolution (JER) is also evaluated,

JER =
σ(pch jet

T,truth)

pch jet
T,truth

, (3.3)

which describes the detector smearing on the reconstructed pch jet
T due to material interactions

and multiple scattering within the detector volume. Finally, the jet reconstruction efficiency
is evaluated, which is simply the number of jets reconstructed at detector level corresponding
to a truth-level jet, versus the actual number of truth-level jets. In Pb–Pb collisions, the
thermal background and CS procedure greatly reduce this efficiency at low pch jet

T .

3.3 Unfolding

As alluded to in the section above, the reconstructed jets are not identical representations
of the jets produced in QCD. The experimental measurement of jets and their substructure
is affected by several detector effects:
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Figure 3.3: PYTHIA 8 + GEANT3 + embedding + background subtraction charac-
terizations of R = 0.2 charged-jet reconstruction in Pb–Pb collisions, using CS with
Rmax = 0.1 [286]. All distributions are shown per pch jet

T,truth interval (labelled pgenT ). The

value of pdetT corresponds to combined, background-subtracted, and matched jets. See text
for details. Upper left: jet-by-jet JES. Upper right: mean JES shift. Lower left: JER. Lower
right: jet reconstruction efficiency.

• Tracking inefficiency: as mentioned in Sect. 2.2.6, the ALICE detector cannot cap-
ture all physical particles with perfect accuracy. Some number of tracks are lost in the
track-finding procedure, traverse through gaps in the detector active area, or do not
deposit enough energy to be measured.

• Particle-material interactions: as particles traverse the detector, they will inter-
act with it, and lose some energy in the process. Sometimes the particle-detector
scatterings can be significant, and must be corrected.

• Track pT resolution: apart from multiple scattering effects, the ALICE detector has
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Figure 3.4: PYTHIA 8 distributions of λ1 for inclusive R = 0.2 jets in Pb–Pb collisions, in
pch jet
T bins ranging from 40 to 150 GeV/c [286]. The distributions are shown both at truth

level (in blue, before the particles undergo interactions with the detector) and at detector
level (in red, after events are reconstructed by the ALICE GEANT3 detector simulation,
embedded in Pb–Pb data, and the CS procedure is applied).

a finite resolution defined by the size of the individual silicon detectors and MWPC
readout for the TPC. This resolution causes a smearing on the reconstructed track
momentum; see Fig. 2.6.

These effects are typically pch jet
T dependent, with larger corrections being needed at low-

pch jet
T . Example distributions of λα showing the magnitude of these detector effects is given

in Fig. 3.4
To account for these detector effects, a response matrix (RM) is constructed to describe

the detector response for a particular observable. A four-dimensional RM is constructed for
each observable O, which depends simultaneously in pch jet

T and O,

R
(
pch jet
T,det, p

ch jet
T,truth, Odet, Otruth

)
, (3.4)
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Figure 3.5: Example detector/truth matching. Left: the pch jet
T matching is shown for pp

truth- and detector-level jets, as calculated via the anchored MC simulation [289]. Right: a
projection of the Pb–Pb RM onto the truth- and detector-level (combined and subtracted)
observable axes for λ1, binned according to the measured data [286]. In both plots, a large
diagonal component is observed, with smearing due to detector effects.

which is filled using the anchored MC productions described in Sect. 3.1. Some projections
of an example RM are shown in Fig. 3.5. In principle, the RM could be inverted and applied
to the detector-level distribution in order to obtain truth-level information. However, due
to the finite statistics of the MC approach, the RM is not exact, and inverting it causes
significant statistical fluctuations which make the resulting distributions unreasonable.

To properly account for MC imprecision, an unfolding technique is used in conjunction
with the constructed RM. Several unfolding algorithms exist; for these analyses, the iterative
Bayesian approach [290] is used, which uses Bayes’ theorem to iteratively apply corrections
in a multidimensional way, as implemented in the RooUnfold [291] software package. Every
unfolding method injects a small amount of bias into the result in the form of regularization,
ensuring that the resulting distributions do not have unreasonable fluctuations. In the
Bayesian method, the regularization is controlled by the number of iterations niter through
the algorithm. If niter is too small, the algorithm will not have converged, and small changes
in niter will result in substantial corrections to the observable, an undesirable bias on the
choice niter. If niter is instead too large, statistical fluctuations will begin to dominate.

The ideal niter is therefore the smallest number such that the solution has sufficiently
converged (i.e. the ratio of the unfolded distributions O(niter)

O(niter−1)
is within a few percent), but

where the statistical uncertainties have not grown too large. Therefore, for each observable
in these analyses, niter is chosen such that sufficient closure (described in Sect. 3.3.1 below)
is observed, while ensuring that the combined statistical and systematic (see Sect. 3.4)
uncertainties are reasonable.

In order for the unfolding procedure to be stable, it is necessary for the data to be binned
such that statistical variations are minimized. Due to the wide variation in shapes for
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Figure 3.6: Raw spectrum of λ1 versus pch jet
T,det for R = 0.2 charged-particle jets in Pb–Pb

collisions at
√
sNN = 5.02 TeV [286]. The number of counts in each bin is displayed. To

make the unfolding procedure stable, the binning is optimized to limit the number of bins
having N < 10 counts.

different pch jet
T ranges of the λα and mjet distributions, a different binning and thus separate

unfolding is carried out for each pch jet
T bin in addition to each R and α setting. An example

of the raw data binned to the appropriate setting for 40 < pch jet
T < 60 GeV/c is given for λα

in Fig. 3.6.
While the iterative Bayesian approach is remarkably resilient to the shape of the input

distributions [290], the detector-level distributions from PYTHIA 8 + GEANT3 must still
reasonably approximate the raw distributions from data in order to reduce shape bias being
introduced from the assumed MC prior distribution which begins the iterative Bayesian
unfolding procedure [290]. An example of this check is given in Fig. 3.7.

3.3.1 Unfolding tests

In order to verify that the unfolding procedure is convergent and reasonable, five unfolding
validation tests are performed:

• Convergence test: the unfolding process is required reasonably converge as the num-
ber of iterations increases. The deviations in the distribution of O(niter)

O(niter−1)
should tend

towards unity as niter is increased.



CHAPTER 3. ANALYSIS PROCEDURE 68

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8
det=1κ

αλ

0

1

2

3

4

5

6

7=
1

κ αλddN
 

N1 MC det
data

ALICE Internal
 = 5.02 TeVNNsPb-Pb 

c < 60 GeV/det
T, ch jet

p40 < 
| < 0.7

jet
η = 0.2   | R

 = 1α

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8
det=1κ

αλ

0

1

2

3

4

5

6

7

8=
1

κ αλddN
 

N1 MC det
data

ALICE Internal
 = 5.02 TeVNNsPb-Pb 

c < 80 GeV/det
T, ch jet

p60 < 
| < 0.7

jet
η = 0.2   | R

 = 1α

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8
det=1κ

αλ

0

1

2

3

4

5

6

7

8

9=
1

κ αλddN
 

N1 MC det
data

ALICE Internal
 = 5.02 TeVNNsPb-Pb 

c < 100 GeV/det
T, ch jet

p80 < 
| < 0.7

jet
η = 0.2   | R

 = 1α

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8
det=1κ

αλ

0

2

4

6

8

10=
1

κ αλddN
 

N1 MC det
data

ALICE Internal
 = 5.02 TeVNNsPb-Pb 

c < 150 GeV/det
T, ch jet

p100 < 
| < 0.7

jet
η = 0.2   | R

 = 1α

Figure 3.7: Distributions of detector-level (embedded, background-subtracted) λ1 forR = 0.2
jets in simulated Pb–Pb collisions from PYTHIA8 + GEANT3 compared to raw data [286].
Reasonable agreement is observed for all pch jet

T bins, indicating that unfolding can be used.
Shape biases are considered as a systematic uncertainty; see Sect. 3.4.

• Refolding test: this test is used to verify that the unfolding procedure is self-
consistent. The unfolded solution is multiplied (forward-folded) by the original RM,
and the resulting refolded distribution is compared to the original detector-level spec-
trum. The result should be similar (but not identical), partly due to the bias injected
during unfolding, and also due to the fact that a larger number of bins at detector level
as compared to truth level can introduce fluctuations during the refolding, which were
correspondingly suppressed during the unfolding.

• Statistical closure test: this test demonstrates that the unfolding procedure is rea-
sonably robust to the statistical fluctuations of the measured distribution. The process
is as follows:

1. the MC detector-level spectrum is smeared by statistical errors on measured data;

2. the smeared MC detector-level spectrum is then unfolded using the same param-
eters as in data;
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3. the unfolded MC spectrum is compared to the truth-level MC spectrum.

• Shape closure test: this test demonstrates that the unfolding procedure is reasonably
robust to the shape of the input distribution. The procedure is similar to the statistical
closure test, with an additional modification to the RM:

1. the RM is scaled in some reasonable way to reflect uncertainty on the shape of the
MC, by e.g. the differences observed in Fig. 3.7. This scaled RM is then projected
onto its truth- and detector-level axes to obtain scaled MC spectra at both truth
and detector level;

2. the scaled MC detector-level distribution is scaled by statistical errors on mea-
sured data;

3. the scaled, smeared MC detector-level spectrum is then unfolded using the origi-
nal, unscaled RM;

4. the resulting unfolded, scaled MC spectrum is compared to scaled MC truth-level
distribution.

• Prior closure test: this test demonstrates that the unfolding procedure is reasonably
robust to the shape of the prior distribution. The procedure is similar to the shape
closure test, but instead the scaled RM and unscaled spectra are used:

1. the MC detector-level spectrum is smeared by statistical errors on measured data;

2. the prior distribution is scaled. In practice, this is accomplished by scaling the RM
that is fed into RooUnfold, using the same scaling criteria as mentioned above;

3. the smeared MC detector-level spectrum is unfolded using the scaled prior (RM);

4. the resulting unfolded MC spectrum is compared to MC truth-level distribution.

Note that a successful closure test is consistent with unity given the uncertainties; e.g.,
68% of the points should be within 1σ of unity, 95% should be within 2σ, etc. For the shape
and prior closure tests, the scaling function which is used is

p±0.5
T × [1 ± 0.5 ∗ (2O − 1)] (3.5)

for the O = λα, λα,g, and θg analyses, or by

p±0.5
T × z±0.5

g (3.6)

for the zg analysis, or by
p±0.5
T ×N±0.1

counts (3.7)

for the mjet and mjet,g analyses. These scaling functions were determined by comparing the
observable shapes using jets from the anchored MC production at detector level to those
from the raw data (e.g., Fig. 3.7). The exponential drop-off in the pch jet

T spectrum is varied



CHAPTER 3. ANALYSIS PROCEDURE 70

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7

0

2

4

6

8

10

12

=
1

κ αλd
σd

je
t

σ1

0

2

4

6

8

10

12Unfolded MC det

MC truth

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7
=1κ

αλ

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7

0.6
0.8

1
1.2
1.4

U
nf

ol
de

d 
M

C
 d

et
 / 

T
ru

th

0.6
0.8
1
1.2
1.4

ALICE Internal 
Pb-Pb   √sNN = 5.02 TeV
R = 0.2    |η| < 0.7
ch.-particle jets

40 < pch jet < 60 GeV/c
Shape Closure Test 
n = 5iter

T

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7

0

2

4

6

8

10

12

0

2

4

6

8

10

12Unfolded MC det

MC truth

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7
=1κ

αλ

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7

0.6
0.8

1
1.2
1.4

0.6
0.8
1
1.2
1.4

ALICE Internal 
Pb-Pb   √sNN = 5.02 TeV
R = 0.2    |η| < 0.7
ch.-particle jets

40 < pch jet < 60 GeV/c
Shape Closure Test 
n = 10iter

T

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7

0

2

4

6

8

10

12

0

2

4

6

8

10

12Unfolded MC det

MC truth

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7
=1κ

αλ

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7

0.6
0.8

1
1.2
1.4

0.6
0.8
1
1.2
1.4

ALICE Internal 
Pb-Pb   √sNN = 5.02 TeV
R = 0.2    |η| < 0.7
ch.-particle jets

40 < pch jet < 60 GeV/c
Shape Closure Test

n  = 15iter

T

Figure 3.8: Example shape closure tests (+0.5 variation) for λ1.5 using the anchored MC
production, and scaled by Eq. 3.5, as measured in Pb–Pb collisions for R = 0.2 jets in the
lowest 40 < pch jet

T < 60 GeV/c bin [286]. The solutions have increasing niter from 5 (left) to
10 (middle) to 15 (right), demonstrating a simultaneous improvement in the closure. Note
that the highest λα bin is truncated from the reported distributions, but it is included in the
unfolding for efficiency considerations.

by a power of ±0.5, which is a liberal estimate on the inaccuracy of the pch jet
T spectrum as

predicted by PYTHIA 8. Along the observable axes, λα varies approximately linearly, so
a linear variation is given with a ±50% variation in the extreme tails of the distribution;
mjet instead mostly undergoes a sharpening or smoothing of the distribution, reflected by a
variation of power ±0.1 on the number of counts.

For the jet angularities, niter is chosen to be 3 for pp and 5 for Pb–Pb, as this is where
good closure is observed in shape and statistical closure tests. However, the lowest pjetT bin
in Pb–Pb is an exception, where niter = 10 and 15 is used for the groomed and ungroomed
distributions, respectively, as the extra iterations are helpful to reduce the stronger bias
introduced by the shape of the prior, and thus improve the observed closure, as well as
reduce the systematic uncertainties. An example of this improvement in the shape closure
test can be seen in Fig. 3.8. For the jet mass, niter is similarly chosen based upon the most
acceptable closure under these unfolding tests.

Examples of these closure tests are shown in Fig. 3.9 for the convergence test, Fig. 3.10
for the refolding test, Fig. 3.11 for the statistical closure test, Fig. 3.12 for the shape closure
test, and Fig. 3.13 for the prior closure test. Note that for many of these figures, the full
range shown in the unfolding is not actually reported in the final result; many distributions
are truncated, and the highest bin is removed. To see the final binnings used in the reported
distributions, see Ch. 5.

In the Bayesian unfolding approach, some smearing of the statistical uncertainty on the
unfolded distributions is performed with each successive iteration. The result is that the
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statistical uncertainties on the final unfolded result will be larger than on the raw data.
Some example distributions showing the evolution of these uncertainties on the unfolded
result as a function of the niter is shown for λα in Fig. 3.14.
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Figure 3.10: Example refolding tests projected onto the pch jet
T and observable axes for λ1 in

Pb–Pb collisions [286]. Each plot is for one of the respective pch jet
T,det bins, with the binning

used for the lowest 40 ≤ pch jet
T < 60 GeV/c reported distribution. As can be seen, the test

is successful for the relevant range in each case. Upper left: pch jet
T projection for all pch jet

T,det

bins; upper right: λα projection for 40 ≤ pch jet
T,det < 45 GeV/c; bottom left: λα projection for

45 ≤ pch jet
T,det < 50 GeV/c; bottom right : λα projection for 50 ≤ pch jet

T,det < 60 GeV/c.
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Figure 3.11: Example statistical closure tests for λ1 using the anchored MC production
smeared by data uncertainties as measured in Pb–Pb collisions for R = 0.2 jets [286]. Each
plot is given for one of the pch jet

T,truth bins, each using a different binning (and hence a different
RM) to account for statistical and shape differences. Note that the last bin is truncated from
the reported distributions, but it is included in the unfolding for efficiency considerations.
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Figure 3.12: Example shape closure tests (+0.5 variation) for λ1 using the anchored MC
production, and scaled by Eq. 3.5, as measured in Pb–Pb collisions for R = 0.2 jets [286].
Each plot is given for one of the pch jet

T,truth bins, each using a different binning (and hence
a different RM) to account for statistical and shape differences. Note that the last bin is
truncated from the reported distributions, but it is included in the unfolding for efficiency
considerations.
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Figure 3.13: Example prior closure tests (+0.5 variation) for λ1 using the anchored MC
production, and scaled by Eq. 3.5, as measured in Pb–Pb collisions for R = 0.2 jets [286].
Each plot is given for one of the pch jet

T,truth bins, each using a different binning (and hence
a different RM) to account for statistical and shape differences. Note that the last bin is
truncated from the reported distributions, but it is included in the unfolding for efficiency
considerations.
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Figure 3.14: Example statistical uncertainty divergence for the unfolded λ1 distributions in
Pb–Pb collisions using R = 0.2 jets as a function of niter [286]. Note that the last bin is
truncated from the reported distributions, but it is included in the unfolding for efficiency
considerations.
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3.3.2 Thermal closure tests

The refolding and self-closure tests check the mathematical consistency of the unfolding
framework, but they do not test whether the unfolded solution is physically correct. In
particular, the rejection of combinatorial jets or background splittings in the final result
must be verified for Pb–Pb collisions. To do so, a thermal closure test is performed using MC
events in a simulated thermal background. The entire analysis is repeated using “combined”
jets clustered from the combination of PYTHIA 8 + GEANT3 detector-level particles along
with the generated thermal background particles, in a similar procedure to the nominal case:

1. construct the combined-level jet spectrum by embedding detector-level MC into the
thermal background,

2. apply CS, build the RM, and

3. unfold the combined-level jets to compare the result to the truth-level MC spectrum.

Since the background does not have any jet component, this test is able to verify whether
the analysis procedure indeed recovers the correct solution. That is, the test ensures that if
there is a jet signal and a background, the analysis procedure will correctly produce the jet
spectrum, and not be contaminated by the background.

In order to create the thermal background, N particles are generated with their pT
sampled from a Gamma distribution:

fΓ (pT;α, β) ∝ pα−1
T e−pT/β (3.8)

N is modelled as a Gaussian, and the parameter α = 2 is selected. The free parameters N ,
σN , and β are then chosen so that, when jets are reconstructed from the data, their pch jet

T

smearing fits the δpT distribution (see Fig. 3.2) for R = 0.2 jets in 0-10% centrality Pb–Pb
data. The chosen values must also be compatible with observed values of N and ⟨pT⟩ in data.
The parameters N = 2500, σN = 500, and β = 0.4 are selected, which gives a reasonable
description of δpT as shown in Sect. 5.2.5 of Ref. [292]. The jet-finding procedure is then
performed on the hybrid event to obtain a combined-level jet spectrum, and a response
matrix is filled,

R

[(
pch jet
T,det

)PYTHIA+Thermal

,
(
pch jet
T,truth

)PYTHIA

, OPYTHIA+Thermal
det , OPYTHIA

truth

]
, (3.9)

for each observable O.
Some example thermal closure tests for λα are given in Fig. 3.15. These plots generally

demonstrate successful closure within uncertainties. Note that we also take any non-closure
as an additional systematic uncertainty; see Sect. 3.4.
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Figure 3.15: Example thermal closure tests of λ1 for R = 0.2 jets in MC embedded into
simulated thermal background for Pb–Pb, then subtracted with CS [286]. Any non-closure
is taken as a systematic uncertainty. Note that the last bin is truncated from the reported
distributions, but it is included in the unfolding for efficiency considerations.
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Figure 3.16: Sketch of the regions of phase space covered a response matrix, as projected
onto pjetT [293].

3.3.3 Kinematic efficiency

When applying the unfolding procedure, the input range of the measured pch jet
T,det and detector-

level observable only constrains the unfolded solution to a certain extent, as visualized in
Fig. 3.16. In particular, since the RM only covers a finite area of phase space, parts of
the distribution which should be mapped inside or outside of the target range during the
unfolding (or, during folding, as it occurs for the feed-down D0-tagged jets in Sect. B.3) may
not always be covered. This lends to some bias in the shape of the RM, which is characterized
by the kinematic efficiency εkin:

εkin(λα,truth) ≡
dN

dλα,truth
(λα,det ∈ [λmin

α,det, λ
max
α,det], p

ch jet
T,det ∈ [pch jet

T,det,min, p
ch jet
T,det,max])

dN
dλα,truth

(λα,det ∈ [0, 1], pch jet
T,det ∈ [0,∞])

, (3.10)

for a fixed value of pch jet
T,truth. In practice, the pch jet

T,det spectrum cannot be known down to 0

and up to ∞, so the values pch jet
T,det ∈ [5, 200] GeV/c are used in the denominator for pp,
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and pch jet
T,det ∈ [5, 300] GeV/c for Pb–Pb, where better statistics in data permit the creation

of a larger RM for the unfolding. For mjet, zg, and θg, the kinematic efficiency is defined
analogously to Eq. 3.10.

The imperfect efficiency will be corrected fully by MC in the final result. In the RooUnfold
software package [291], this is performed using the ‘miss’ (truth entries with no corresponding
measurement) and ‘fake’ (measurements with no corresponding truth entry) functionality.
In order to minimize the direct MC bias from this effect, εkin should be high. In pp, the range
[pch jet

T,det,min, p
ch jet
T,det,max] is also set to [5, 200] GeV/c, with the bottom limit being set to maximize

data without entering too much into a non-perturbative regime (where the RM behavior is
unverified), and the top limit being set where statistics are so low that counts above are
negligible. The range [λmin

α,det, λ
max
α,det] is chosen based on the statistics of the distribution of

λα,det versus pch jet
T,det, which must be rebinned so as to ensure stability during the unfolding

procedure. With these choices, the kinematic efficiency is 1 for all bins.
In order to validate the results of this choice, and that any kinematic efficiency correction

from truncation effects are minimal, the binning is varied and the observables are recalculated
with the altered binning, while the pch jet

T,det range is also truncated to [10, 120] GeV/c as
a systematic check. Figure 3.17 shows 2D kinematic efficiencies using this variation, which
reveals that the calculated values of εkin are within approximately 5% of unity in the reported
range pch jet

T ∈ [20, 100] GeV/c for λα. This implies that the effect is even smaller (power-
suppressed in pch jet

T ) for the utilized range. This falls within the systematic uncertainties
assigned to the unfolding, as discussed in Sect. 3.4. (The largest λα bin in these plots are
included in the unfolding steps, but are dropped from the reported ranges.)

In Pb–Pb, the kinematic efficiency is typically reduced relative to pp due to background
effects. In particular, due to the high background, a minimum pch jet

T,det cut is required at 40

GeV/c (for inclusive R = 0.2 jets) in order to ensure thermal closure. Further, the pch jet
T can

also be smeared out of the selected pch jet
T range by background effects. An example of the

bin-by-bin εkin for λα in Pb–Pb is shown in Fig. 3.18. For the pch jet
T bins adjacent to the

pch jet
T,det cut we describe above, the kinematic efficiencies are rather low, which points to large

corrections from MC. Note however that since the final distributions are normalized to unity,
the absolute level of the kinematic efficiency does not enter as an overall MC correction, but
rather affects the shape. Uncertainties on this shape correction are addressed by considering
the generator-dependence of the result, as discussed in Sect. 3.4. Additional checks for this
lowest pch jet

T bin are given in Appendix A.
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Figure 3.17: Example 2D test plots of the kinematic efficiency in pp for inclusive R = 0.2
charged jets in the truncated range of pch jet

T and λα, and corresponding to the detector-
level binning cuts described in the text [289]. The color scale represents the MC-estimated
kinematic efficiency, which ranges from 0 (worst) to 1 (best). Plots are (left to right, then
top to bottom) for α = [1, 1.5, 2, 3]. The λα binning used in these distributions is the binning
choice utilized for pch jet

T ∈ [20, 40] GeV/c; the top λα bin is not reported.
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Figure 3.18: Example kinematic efficiency distributions of λ1 for inclusive R = 0.2 charged
jets in Pb–Pb collisions, using several pch jet

T,truth selections, as evaluated using the anchored
PYTHIA 8 + GEANT3 MC simulation [286]. The efficiency is worst for the lowest
40 < pch jet

T < 60 GeV/c bin, due to the requirement that pch jet
T,det > 40 GeV/c to remove

combinatorial jets from the unfolding procedure and thus ensure good thermal closure.
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pT,track bin (GeV/c) 0 - 0.5 0.5 - 1 1 - 2 2 - 3 3 - 4 4 - 5 . . .

LHC18q, 0-10% centrality (%) 3.6 3.6 6.1 6.4 5.1 4.2 . . .
LHC18r, 0-10% centrality (%) 3.7 3.7 6.0 6.4 5.1 4.2 . . .

. . . 5 - 6 6 - 7 7 - 8 8 - 9 9 - 10 10 - 11 11 - 12 12 - 13 13 - 14 14 - 999

. . . 2.4 3.3 3.3 3.3 3.3 2.4 2.4 1.6 2.4 2.4

. . . 2.3 3.3 2.4 3.4 2.5 2.5 2.5 1.8 1.8 1.8

Table 3.2: Estimated tracking efficiency uncertainty as calculated in PYTHIA 8 + GEANT3
for the relevant Pb–Pb data samples per pT,track bin [297].

3.4 Systematic uncertainties

In the pp analyses, the systematic uncertainties in the unfolded results arise from uncer-
tainties in the tracking efficiency and unfolding procedure, as well as the model-dependence
of the response matrix, and the track mass assumption. The additional systematic uncer-
tainty due to uncertainty on the track momentum resolution is taken to be negligible. For
Pb–Pb data, an extra uncertainty is added due to the background subtraction method. The
systematic variations for the analyses considered in this thesis are detailed below.

3.4.1 Tracking efficiency

In general, correcting for unmeasured tracks is a major effect of the unfolding procedure.
It was originally estimated that, for hybrid tracks in pp collisions, the uncertainty on the
tracking efficiency is approximately 4% [294, 295]; more recently, this number has been re-
calculated at about 3% [296, 297]. This number is attributed to two contributions: variation
in the track selection parameters, and variation in the ITS-TPC matching requirements. In
Pb–Pb collisions, a recent estimation was done based on pT,track, which shows that the effect
is largest for low-pT tracks and for the most central collisions [297]; a summary of specific
values used for this analysis are given in Table 3.2.

Additionally, the tracking efficiency estimation is known to be slightly incorrect due to
PYTHIA 8 over-predicting the production of strangeness with pT in the range of a few
GeV/c; however, strangeness in jets has been observed to be suppressed by a factor of 5-10
compared to inclusive event measurements [285]. This effect is therefore neglected in the
present ALICE jet substructure analyses.

In order to assign a systematic uncertainty to the final result, an RM is constructed
using the same techniques as for the nominal result, except that an additional percentage of
tracks is rejected during jet finding. For the inclusive-jet pp analyses, λα, zg, and θg have
4% of tracks randomly rejected; for mjet analysis and the ALICE D0-tagged jet analysis (see
Appendix B), the value used is 3%, as the more-recent estimation had become available. For
the Pb–Pb analysis, a pT,track-based rejection is applied using the above estimations. Since
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the nominal response matrix which is used for the main result already randomly rejects 2%
of all tracks to account for the worsened tracking efficiency in Pb–Pb data as compared to
pp (see Sect. 3.1.2), this means that this varied response matrix in total randomly rejects
approximately 2% more than the listed values. This response matrix is then used to unfold
the same measured data as used in the final result. This variation is compared to the nominal
result, with the differences in each bin taken as the tracking efficiency uncertainty. Since
tracks can only be removed from the event and not added, the resulting uncertainties from
this subtraction procedure are taken to be symmetric in the final distributions.

3.4.2 Unfolding uncertainties

In application of unfolding, the underlying systematic uncertainty is due to the regular-
ization. In order to quantify the size of this uncertainty, several systematic variations are
performed on the unfolding procedure, which assign a shape uncertainty arising from the
regularization:

• Variation of the regularization parameter niter by ±2 units (for λα, λα,g, zg, and
θg) or ±1 unit (for mjet and mjet,g). The average deviation of these two variations is
taken as the systematic uncertainty.

• Variation of the prior by a reasonable shape, as described in Section 3.3.1. For
mjet, it is also mandated that 0.5 ≤ N±0.1

counts ≤ 1.5, else it is set to the boundary values
as to not over-modulate the tails of distributions. These variations are chosen since
they vary the prior quite dramatically to demonstrate a broad range of independence
on the prior, via an effect that would be reasonably expected in differing calculations
(smoothing or sharpening of the distributions). The maximum of the ± case is chosen
for each bin and used as the systematic uncertainty due to the prior in that bin.

• Variation of the binning of the observable. An alternate binning is constructed
with slightly finer and/or coarser granularity than the main result, for both the data
and RM. The unfolding is repeated, and the difference with respect to the nominal
result is taken as the systematic uncertainty.

• Variation of the truncation of pch jet
T,det. The lower and upper pch jet

T,det limits are truncated
by 5 and 50 GeV/c, respectively, also taking into account the kinematic efficiency
considerations described in Sect. 3.3.3. Similar to the binning variation, the unfolding
is again repeated using the varied data and RM, and the difference with respect to the
nominal result is taken as the systematic uncertainty.

Since each of these procedures comprise independent measurements of the same underly-
ing systematic uncertainty in the regularization, the total unfolding systematic uncertainty

is taken as the standard deviation of these variations,
√∑N

i=1 σ
2
i /N , where σi is the system-

atic uncertainty due to a single variation. In this case, N = 4, as there are four unfolding
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Figure 3.19: Example unfolding systematic uncertainties of λ1 for R = 0.2 charged-particle
jets in Pb–Pb collisions [286]. See text for details on each variation.

uncertainties calculated for these analyses. Some example distributions displaying the rela-
tive contributions from each source of unfolding systematic uncertainty are shown for λα in
Fig. 3.19.

3.4.3 Generator model dependence

To quantify the model-dependence of using PYTHIA 8[38] to build the RM, alternate RMs
are built using different MC generators. In particular, RMs are produced using Herwig
7 [42, 43] and JEWEL [192] (for Pb–Pb) using an identical binning and the same cuts as
the nominal PYTHIA RM. To apply detector effects to the alternate MC events, a fast
simulation is used, which applies tracking efficiency rejections and pT smearing according
to the GEANT3-estimated performance, both as a function of pT,track. This simulation
was validated on truth-level PYTHIA by comparing to PYTHIA with the full GEANT3
simulation, with agreement to the few-percent-level. In order to make equitable comparisons,
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Figure 3.20: Generator systematic uncertainty of λ1 for R = 0.2 charged-particle jets in
Pb–Pb collisions [286]. Generator 1 is Herwig 7 default tune. Generator 2 is JEWEL Pb-Pb
with recoils off. Each are taken as a ratio to PYTHIA 8 Monash 2013 through the same fast
simulation.

both PYTHIA and the alternate MC events are run through this fast simulation, and the bin-
by-bin differences are calculated in the final unfolded distributions, comparing the PYTHIA
response to that from the alternate MCs. The average of the differences (for all variations) is
taken as a systematic uncertainty. Example distributions of the calculated generator model
dependence uncertainty for the alternate MCs is given for λα in Fig. 3.20.

Note that since the QA for the MC full-detector simulation generated for pp runs in this
energy range (LHC18b8) [280] is reasonably similar to that for the Pb–Pb runs [282], and
since only the difference between two fast simulations in considered, rather than a fast-to-full
simulation comparison, the exact tuning of the fast simulation is not wholly necessary, and
for convenience the same tracking efficiency and pT smearing is used in the Pb–Pb analysis
as the pp analysis [289], in addition to the extra 2% tracking efficiency cut described in
Sect. 3.1.2 and embedding into Pb–Pb data to account for background effects.
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3.4.4 Background subtraction

In Pb–Pb analyses, background subtraction via the CS approach introduces a bias in the
observed distributions, since it implicitly makes a choice of how much to subtract the soft
particles compared to hard particles, as well as their angular distributions. To estimate the
size of the corresponding systematic uncertainty, the Rmax parameter is varied generously
from “undersubtraction” (Rmax = 0.05) to “oversubtraction” (Rmax = 0.5), around the
nominal value of Rmax = 0.1 for R = 0.2 charged-particle jets. Figure 3.21 shows the δpT
distributions for these three cases. The maximum deviation of these two variations is taken
as the systematic uncertainty.

3.4.5 Thermal non-closure

As mentioned in Sect. 3.3.2, any non-closure in the thermal closure test is addressed by
the addition of a thermal non-closure systematic uncertainty. The thermal closure test for
each of the distributions is converted into a percentage of non-closure, and the statistical
uncertainty is ‘subtracted’ from the nominal ratio in order to minimize covariance with the
statistical uncertainties introduced by the smearing procedure in the unfolding. Specifically,
the non-closure uncertainty is approximated from these ratios as [286]

σ2
total ≈ σ2

stat + σ2
non-closure, (3.11)

thereby requiring that σtotal > σstat, or else it is assumed that reasonable closure is observed
for that bin, in which case the thermal non-closure uncertainty is set to 0. As before, this
bin-by-bin uncertainty is taken as being symmetric on each individual reported data point.

3.4.6 Total systematic uncertainties

Each of the systematic uncertainties outlined in the above sections is assumed to be indepen-
dent, and therefore they are summed in quadrature to obtain the total bin-by-bin systematic
uncertainty. The assumption of independence is a very liberal approach, intended to cap-
ture any missing components of the systematic uncertainty that were not addressed in the
above methodologies.2 An example set of the total systematic uncertainties, showing the
relative size of each contribution, are given for λα in Fig. 3.22. The dominant systematic
uncertainties are typically due to uncertainty on the tracking efficiency and the dependence
of unfolding on the model which is used to generate the RM.

2A more detailed procedure would involve reconstructing a covariance matrix for each of the variations,
although this is nontrivial and is not typically done on ALICE for jet substructure analyses. In other words,
the covariances between these systematic uncertainties are neglected.
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Figure 3.21: Distributions of δpT in Pb–Pb collisions for R = 0.2 charged-particle jets [286].
The top plot is “undersubtracted”, with Rmax = 0.05; the middle plot is the nominal case,
with Rmax = 0.1; the bottom row is “oversubtracted” with Rmax = 0.5.
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Figure 3.22: Total systematic uncertainty of λ1 for R = 0.2 charged-particle jets in Pb–Pb
collisions, along with individual constituents. The total uncertainty is taken as the quadra-
ture sum of all contributions. [286]
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Chapter 4

Theoretical corrections

This chapter overviews the produced pQCD predictions for λα, λα,g, Rg, and θg, and the
corrections that were carried out on in order to compare them to pp data. In particular,
the theoretical predictions, which are produced at parton level, are corrected the level of
charged-particle (track) jets, which are reported alongside the experimental data. Details of
the theoretical calculations that were carried out can be found in Refs. [99, 110, 231, 298].
No direct pQCD predictions were performed for the Pb–Pb analyses, though comparisons to
theoretical models are reported in Ch. 5.

4.1 Parameters of obtained predictions

Theoretical predictions were obtained in the SCET formalism (see Sect. 1.3.1) at Next-to-
Leading-Logarithmic (NLL′) accuracy for jets in the same kinematic regime as the ALICE
detector acceptance and over a wide range of pjetT bins, for both R = 0.2 and 0.4. The reported
ALICE pp data covers pch jet

T ∈ [20, 100] GeV/c, but the momentum of neutral constituents
is lost in the reconstruction of charged-particle jets, and parton- to hadron-level smearing
can be significant at such low pjetT [289]. The parton-level pQCD predictions were therefore
computed for pjetT ∈ [10, 200] GeV/c, with a bin size of 5 GeV/c in the range [10, 50] GeV/c
and a bin size of 10 GeV/c for the range [50, 200] GeV/c. The angularities naturally span
the range λα ∈ [0, 1], as given by their definition in Eq. 1.27. The obtained predictions split
this range into steps of varying size, with higher resolution at lower λα to account for the
highly-peaked distributions, in particular for the groomed jet angularities λα,g with larger
values of α.

The SCET predictions are based on a factorization formalism that separates hard and soft
physics at to certain momentum scales in order to calculate observables. This introduces
a systematic uncertainty in the theoretical predictions, which are assessed by performing
several scale variations [99]. For the jet angularities, a set of 15 scale variations was provided
for each pair of R and exponent parameter α, including a central variation. Three scales
variations are considered in calculation of the theoretical uncertainties,
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• the hard scale, µH ∼ pjetT ,

• the jet (hard-collinear) scale, µJ ∼ pjetT R, and

• the soft scale µS,∼ pjetT λαR.

These variations drive the uncertainty on the SCET calculations, and are propagated to the
final charged-jet level. Each variation is read into individual 2D histograms of λα vs. pjetT ,
with the λα axis containing bins of varying size with edges [0, 0.001, ..., 0.01, 0.015, ..., 0.1,
0.11, ... 0.8], so that the central λα values of the bins correspond to the predicted values.
Since the provided distributions are normalized by 1/σjet, it is necessary to include the pjetT

scaling in the correction procedure so that bin migration effects are handled correctly. Each
distribution is scaled per pjetT bin by the inclusive pjetT cross-section, as calculated at NLO
with NLL resummation of logarithms in the jet radius (sometimes called NLLR) [299].

At finite perturbative accuracy, some regions of the observable distributions are under-
stood better than others. The perturbatively limited regions are determined by the factoriza-
tion scales listed above. To quantify the size of these scales and estimate the nonperturbative
dependence, an average value ⟨pjetT ⟩ is calculated for each pjetT bin. The value of ⟨pjetT ⟩ is cal-
culated by assuming the pjetT spectrum to follow a power law with exponent ℵ, and then
performing a simple average value analysis for that spectrum. The result is

⟨pjetT ⟩ =
ℵ + 1

ℵ + 2

(pmin
T,jet)

ℵ+2 − (pmax
T,jet)

ℵ+2

(pmin
T,jet)

ℵ+1 − (pmax
T,jet)

ℵ+1
(4.1)

where min and max denote the edges of the bin, and the power scaling is assumed to be
ℵ = −5.5. The lowest pch jet

T bin reported in this analysis is [20, 40] GeV/c, for which
⟨pjetT ⟩ ≈ 25 GeV/c. The hard scale µH ∼ pjetT is therefore minimized at this value, and
remains a perturbative scale (that is, 25 GeV/c is sufficiently larger than ΛQCD). The jet
scale µJ ∼ pjetT R is minimized with R = 0.2, giving a minimum of ≈ 5 GeV/c, which is also
taken to be in a dominantly perturbative regime.

The size of the soft scale µS ∼ pjetT λαR varies over the angularity distributions. At large
values of λα ∼ 1, the soft scale will be sufficiently hard as to be perturbative. However,
at small values of λα ∼ 0, the soft scale tends towards becoming infinitely soft. Therefore,
a nonperturbatively-dominated region of the distributions is defined where the soft scale is
comparable to some nonperturbative scale Λ [99],

µNP
S ∼ λNP

α ⟨pjetT ⟩R ≤ Λ → λNP
α ≤ Λ

⟨pjetT ⟩R
, (4.2)

where λNP
α labels the nonperturbatively-dominated region. For the jet angularities groomed

with SD using β = 0, this scale is replaced by [231]

λNP
α,g ≤ z1−α

cut

(
Λ

⟨pjetT ⟩R

)α

. (4.3)
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This relation is used to separate the theoretical predictions into “non-perturbative” and
“perturbative” regions, using the chosen value Λ = 1 GeV/c. The first bin above the one
containing the value of λNP

α is considered the leftmost bin of the “perturbative” region, with
all bins below that called the “non-perturbative” region. The corresponding quantity for θg
also comes from the collinear-soft scale µS ∼ zcut θ

1+β
g pjetT R [110],

θNP
g ≤

(
Λ

zcut⟨pjetT ⟩R

) 1
1+β

, (4.4)

which is similarly softer than µH or µJ.
It should also be mentioned that the groomed jet angularity λα,g predictions are made by

matching and copying on the ungroomed jet angularity tail for λα > zcut. For the case that
the groomed λNP

α,g > zcut, then the ungroomed definition of λNP
α should be used; however, this

does not occur for any of the reported distributions in this thesis.

4.1.1 Event generators

Both the PYTHIA 8 and Herwig 7 event generators are used to apply corrections to the
parton-level predictions.

A sample of PYTHIA 8.244 events is generated using the Monash 2013 tune with process
HardQCD:all=on and MPI turned off. In order to better match the perturbative predictions,
the shower cutoff is set to TimeShower:pTmin=0.2, which is half of its default value. To
generate adequate statistics across the entire pch jet

T range, this simulation is run in batches
for 20 p̂T bins, with the same edges as used in ALICE MC simulations (i.e., Eq. 3.1). The
minimum and maximum p̂T ranges are initialized in PYTHIA using PhaseSpace:pTHatMin

and PhaseSpace:pTHatMax, respectively, except for the last bin, for which only the minimum
p̂T is set. Each p̂T bin is generated with Nev = 2.1 × 107 events.

For each event in the simulation, the set of final-state partons (after the parton shower)
is saved. The particles are then hadronized via pythia.forceHadronLevel(), and the set of
full hadrons, as well as the subset of charged hadrons, are additionally saved for jet finding
and matching. In the case that hadronization fails, the event is discarded and processing for
a new event begins.

Similarly, Herwig 7.2.1 is run using the default tune with the QCD 2-to-2 scattering
process via the insert SubProcess:MatrixElements[0] MEQCD2to2 command. The phase
space is set so that the pseudorapidity of kjetT is generated within |ηjet| ≤ 1.5, considering
the phase space requirements of ALICE, with an additional buffer to account for kinematic
efficiency. Events are generated in kjetT bins with edges

[7, 9, 12, 16, 21, 28, 36, 45, 57, 70, 85, 99,

115, 132, 150, 169, 190, 212, 235, 260, ∞] GeV/c,
(4.5)
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shifted one bin upward as compared to PYTHIA 8. This is due to divergence in the LO
cross section when running Herwig 7 with kjetT ∈ [5, 7] GeV/c, which generates an error for
that bin. Nev = 1.5 × 107 events are generated per kjetT bin.

Since Herwig lacks integration with Python, events are parsed from the output log file
generated with debugging level set to -d2. As before, final-state partons are saved, here
by parsing the final subsection of the ShowerHandler section in the log file. Final-state
hadrons (with minimum lifetime τc ≤ 10 mm) are similarly saved by parsing the final

subsection of the DecayHandler section of the log file. The set of charged hadrons is obtained
by parsing the type of hadron and requiring that it has a ± charge.

Jets are reconstructed at parton, hadron, and charged-hadron levels using the same
procedure and parameters as defined in Sect. 3.2. To match with the ALICE tracking
requirements, jets are similarly required to be within psuedorapidity |ηjet| < 0.9−R. We also
require that pjetT > 5 GeV/c at all levels, where model predictions are reasonably accurate.
Before filling histograms, jets are matched at parton, hadron, and charged-hadron levels.
The distance between matched jets is required to be ∆R < R/2 for both charged-hadron to
hadron level matching and hadron to parton level matching, and the match is required to
be unique in both cases.

After filling all histograms, they are scaled by σ/Nev. In PYTHIA, σ is obtained through
the pythia.info.sigmaGen() method; in Herwig, σ is obtained by parsing the total inte-
grated cross section from the end of the produced log file. All histograms from all the p̂T (or
kjetT ) bins are then merged into a single file.

This procedure is repeated with MPI turned on so that ratio histograms may be created
for scaling, along with pure charged jet corrections, as described below.

4.2 Folding-based corrections

The parton-level predictions are corrected to charged-hadron-level via two different proce-
dures. The first is a two-step procedure based purely on MC. In this approach, a two-
dimensional forward-folding procedure is applied to account for hadronization and charged-
jet effects. This is followed by a bin-by-bin scaling to account for MPI, and a final rescaling
to reset the normalization of the distributions to 1.

4.2.1 Theory response matrices

The two-dimensional folding procedure is performed by first building a four-dimensional RM
for each observable O, similar to those produced for unfolding the data in Sect. 3.3,

Rp→ch
(
pp jet
T , pch jet

T , Op jet, Och jet
)
, (4.6)

where the superscript p designates a parton-level quantity, while ch designates a charged-
hadron-level one. The parton-level dimensions are set so that they match the same parame-
ters as given in Sect. 4.1, while the charged-hadron-level dimensions are set the same as the
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Figure 4.1: pjetT residuals between parton and charged-hadron level for R = 0.2 (left) and
R = 0.4 (right) charged-particle jets in PYTHIA 8 [289].

Figure 4.2: pjetT residuals between parton and charged-hadron level for R = 0.2 (left) and
R = 0.4 (right) charged-particle jets in Herwig 7 [289].

parton-level ones on the pjetT axis, and to a comparable binning for the measured observable
on the O axis. For the purpose of checking hadronization and charged effects separately, a
second response matrix is also generated for full jets,

Rp→h
(
pp jet
T , ph jet

T , Op jet, Oh jet
)

(4.7)

and uses the same dimensions as the response matrix including charged jet corrections.
Residuals of pjetT between parton and charged-hadron level for PYTHIA and Herwig are

shown in Figs. 4.1 and 4.2, respectively. Two-dimensional projections of the RMs onto the
pjetT axes are shown for PYTHIA and Herwig in Figs. 4.3 and 4.4, respectively. Note that
the peak in parton-level (vertical) slices of these figures suggests that for the average jet
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Figure 4.3: pjetT response matrix projection for R = 0.2 (left) and R = 0.4 (right) charged-
particle jets in PYTHIA 8 between parton and charged-hadron levels [289].

Figure 4.4: pjetT response matrix projection for R = 0.2 (left) and R = 0.4 (right) charged-
particle jets in Herwig 7 between parton and charged-hadron levels [289].

roughly a third of the pT,jet is lost at charged-hadron level, as one would expect in the
approximation that one third of particles in a given event are electrically neutral. The jets
which appear above the diagonal on the RM projections correspond to the rare case that a
jet picks up a fragmented hadron from another process in the event and actually gains pT
at charged-hadron level as compared to parton level.

Large off-diagonal components are observed in the RMs, especially at lower pjetT and
smaller R [289]. These large off-diagonal components introduce a model dependence bias into
the folding procedure, which weakens the sensitivity to the original parton-level predictions
at low pjetT and small R. We account for this model dependence by following the procedure
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with two different hadronization models: the Lund string model in PYTHIA 8, and cluster
hadronization in Herwig 7, which are both tuned to data (see Sect. 1.1.3).

A large peak also occurs at λp jet
α = 0, due to single-parton ‘jets’ for which ∆Ri = 0 →

λα = 0, exactly. Projections of this feature can be seen in Sect. 4.2.2. During hadronization
these single-particle jets fragment into jets with more than one constituent, spreading across
the λchα spectrum according to the hadronization model. This peak decreases with higher
pjetT and larger R, but constitutes a direct model bias in the form of an efficiency correction
across the entire measured range.

4.2.2 Parton-level matching

Using these tuned MC hadronization models to correct NLL′ predictions is an approximation
which may not be valid at low-pjetT , since these models are typically matched to a LO matrix
element and parton shower which has no clear perturbative accuracy. In order for the
folding procedure to both properly account for nonperturbative effects and to work without
significant statistical fluctuations, the parton-level distributions from these event generators
must reasonably match the shape and range of the theory predictions. If there is a large
mismatch, then the RM will not give the correct behavior nor an accurate result.

Example λα distributions for parton-level jets are shown in Figures 4.5 through 4.6 (for
R = 0.2) for 10 < pp jet

T < 200 GeV/c. There is a mismatch between all generators and
the NLL′ predictions at low values of pp jet

T . For this reason, the distributions sensitive to
this region are not reported, since the folding procedure itself breaks down; specifically, the
folding approach is only used for pch jet

T ≥ 60 GeV/c; the contribution from parton-level jets
with pch jet

T < 60 GeV/c are still included in the folding procedure, but their influence is
reduced.

4.2.3 Applying corrections

The four-dimensonal RMs (defined by Eq. 4.6 and 4.7) are used to build RooUnfoldResponse

objects using the RooUnfold framework for ROOT [291]. These objects are then multiplied
against the parton-level two-dimensonal (Op jet vs. pp jet

T ) histograms via ApplyToTruth(),
and the resulting two-dimensional histograms represent the distributions at charged-hadron
level (Och jet vs. pch jet

T ). This is the so-called “forward-folding” procedure.
MPI cannot be accounted for in a folding-based approach, because attempting to match

between two iterations of PYTHIA – one with MPI on and the other with MPI off – is non-
trivial even when starting with identical random seeds. The MPI setting adds additional
(low-momentum) perturbative scatterings to events, which causes the generator to loop
through interactions faster than with MPI off. Therefore, to account for corrections due to
MPI, a simple bin-by-bin correction is used, whereby a scaling histogram is created for each
individual result in order to correct for MPI. Two-dimensional histograms of O versus pjetT ,
created with both MPI off and on, are projected onto the O-axis for the proper pjetT range,
and a ratio of these histograms is taken (MPI-on divided by MPI-off). This one-dimensional
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Figure 4.5: Comparison of the λ1.5 distributions according to parton-level theory predictions
with the selected event generators for R = 0.2 jets the 10-90 GeV/c range [289].

histogram is then multiplied by each of the 15 scale variations for each observable. Since
this procedure does not preserve the normalization to 1 required for a self-normalized cross
section, the histograms are rescaled by the integral, here also incorporating the proper bin
width correction [using h.Scale(1/h.Integral("width"))].

Example ratios of the histograms at each level of the procedure are plotted in Fig. 4.7
to explore the size of each individual correction (hadronization, charge selection, and MPI
scaling). These checks are the only place where the full hadron distributions are used,
forward-folded using the RMs given by Eq. 4.7. The parton-to-hadron-level corrections are
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Figure 4.6: Comparison of the λ1.5 distributions according to parton-level theory predictions
with the selected event generators for R = 0.2 jets the 90-200 GeV/c range [289].

typically large (factor 2 or more) and result in a broadening of the jet, meaning λα becomes
larger. The mapping of hadron-to-charged level is also typically large, and results in a
corresponding narrowing of the jet. Together, these corrections mostly cancel to the ∼ 50%
level, though a large MC bias is still introduced from the two different approaches. The MPI
correction is observed to be considerably smaller, rarely exceeding 5 to 10%.

The systematic uncertainty due to this model bias is displayed in the final results by
reporting the folded theory distributions with both PYTHIA and Herwig corrections. These
two MC approaches do not span the space of possible models, but at least give an estimate
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on the size of the differences that are introduced when two reasonable models are used for
the forward-folding procedure.
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Figure 4.7: Example ratios depicting the size of λ1.5 correction between parton, hadron,
charged-hadron, and charged-hadron with MPI levels, for default PYTHIA 8 (top), PYTHIA
8 with lower TimeShower cutoff (middle), and Herwig 7 (bottom). The matched jets use
radius parameter R = 0.2 and are projected for pch jet

T ∈ [60, 80] GeV/c.
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4.3 Nonperturbative shape function

The second correction procedure – applied only for the jet angularities – is a multi-step pro-
cess. First, a nonperturbative shape function F (k) [234] is used to account for hadronization
and underlying event effects. Secondly, a two-dimensional folding (with four-dimensional
RM) is applied to the corrected distributions to account for charged jet effects, followed
by a similar scaling to reset the normalization of the distributions to 1, as required by the
definition of the vertical axis. The shape function is defined as [235]

F (k) =
4k

Ω2
α

exp

(
− 2k

Ωα

)
, (4.8)

where Ωα is described by a single parameter Ω = O(1 GeV/c) obeying the scaling relation

Ωα = Ω/(α− 1) (4.9)

and is expected to hold universally for hadronization corrections (but not for underlying event
corrections). To correct the parton level calculations to hadron level, this shape function
is convolved with the perturbative (parton-level) jet angularity distribution via numerical
integration over argument k [235],

dσ

dpjetT dλα
=

∫
F (k)

dσpert

dpjetT dλα

[
λα − λshiftα (k)

]
dk, (4.10)

where the shift term λshiftα (k) is either [231, 235]

λshiftα (k) =
k

pjetT R
(ungroomed), or

= z1−α
cut

(
k

pjetT R

)α

(SD groomed, with β = 0).

(4.11)

Since the nonperturbative parameter Ω is not fundamentally known, four values (0.2, 0.4,
0.8, and 2) are chosen to observe the different shifting effects. These distributions are then
corrected once more using a similar PYTHIA 8 folding procedure as described in Sect. 4.2
above to account for the effects of only reconstructing charged jets, which is dominated by
a shift in pjetT . For this, an RM is produced similar to the ones described in Eq. 4.6 and 4.7,

Rh→ch
(
ph jet
T , pch jet

T , λα
h jet, λch jet

α

)
. (4.12)

The shape function approach, specifically the scaling given in Eq. 4.9, is not fully justified
in the groomed case, due to a change in leading power corrections and β-dependence of the
shape function [91, 92]. However, reasonable agreement has been seen at larger R and higher
pjetT , so this comparison provides a means to test its accuracy with smaller R and lower pjetT .



CHAPTER 4. THEORETICAL CORRECTIONS 102

Figures 4.8 and 4.9 show example comparisons between final-state, full hadron jets in
PYTHIA 8 (using the same tune settings as described above) and the NLL′ predictions
convolved with F (k) for these four values of Ω. Since this convolution procedure is done
with discrete bins, by Eq. 4.11 above, the first bin must always be zero in the convolved
theory. The lowest bin is therefore split in the theoretical predictions ([0, 0.001]) into much
finer bins, [0, 0.0001, 0.0002, ..., 0.0009, 0.001], which are then combined before folding with
the RM, such that the loss of the first bin is insignificant; otherwise, statistical fluctuations
result in the final folded distributions due to the missing phase space at F (k) level. This
happens in both the groomed and ungroomed distributions, but the shape of the distributions
in the groomed case (and especially at high pjetT and large α) is much more strongly peaked
towards 0, where the effect is significant, whereas most λα predictions for the ungroomed
distributions are already 0 at these low values of λα.
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Figure 4.8: Comparison of the parton-level theory predictions for λ1.5 with nonperturbative
shape function convolution versus PYTHIA 8 for R = 0.2 jets in the 10-90 GeV/c range.
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Figure 4.9: Comparison of the parton-level theory predictions for λ1.5 with nonperturbative
shape function convolution versus PYTHIA 8 for R = 0.2 jets in the 90-200 GeV/c range.
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Chapter 5

Results

Following the analysis procedure outlined in Ch. 3 and the correction of theory predictions as
discussed in Ch. 4, this chapter presents results on the jet substructure observables motivated
in Ch. 1, and specifically stated in Sect. 1.5. The results include jet angularity and mass,
and other observables measured by ALICE which contribute to the physics conclusions of
this thesis. Measurements of the groomed jet radius Rg (or θg) and momentum splitting
fraction zg which have been analyzed by ALICE colleagues are first presented in Sect. 5.1,
including comparisons to theoretical predictions as part of this work. This is followed by
the groomed and ungroomed jet angularities in pp collisions in Sect. 5.2, with theoretical
predictions also prepared following Ch. 4. The jet angularities are reported for D0-tagged
jets in Sect. 5.2.1. Finally, the jet angularities and jet mass are compared between pp and
Pb–Pb data in Sect. 5.3. Results are briefly discussed, with a more detailed discussion of
the results and closing remarks delivered in Ch. 6.

The observable O distributions are reported as self-normalized differential cross sections,

1

σ

dσ

dO
≡ 1

Njets

dNjets

dO
(ungroomed), or

1

σinc

dσ

dOg

≡ 1

Ninc jets

dNgr jets

dOg

(groomed), (5.1)

where Njets is the number of jets within a given pch jet
T range and σ is the corresponding

cross section. For the groomed case, some jets are removed by the grooming procedure
(“untagged”), and therefore two different quantities are defined: Ngr jets, the number of jets
which have at least one splitting satisfying the SD condition, and Ninc jets, the total number

of inclusive jets, with both Ngr jets and Ninc jets being within the given pch jet
T range. Ninc jets is

corrected from the raw data by including the number of untagged jets as an extra bin in the
unfolding procedure. σinc is the cross section corresponding to the latter inclusive quantity.
For the ungroomed case, Ninc jets = Njets and σ = σinc, so the redundant labels are dropped.
It is useful to normalize the groomed differential cross section by the number of inclusive jets
since the groomed jet angularities are a property of the inclusively-measured jet population
and are thus typically normalized as such in theoretical calculations [231].
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5.1 Groomed jet splitting observables in vacuum

This section reports ALICE results of the groomed jet radius Rg (or θg) and momentum
splitting fraction zg using SD and dynamical grooming (see Sect. 1.3.3) in pp collisions at√
s = 5.02 TeV, which were recently published in Ref. [300]. These results build off the first

fully-unfolded measurements of these observables in Pb–Pb collisions at the same center-of-
mass energy, which were published in Ref. [103].

Results are reported for inclusive charged-particle jets with transverse momentum 60 <
pch jet
T < 80 GeV/c using two different grooming algorithms: SD grooming and dynamical

grooming, as defined in Sect. 1.3.3. Variations of the grooming parameters probe the impact
of collinear radiation on jet substructure. These results are compared to MC predictions as
well as perturbative calculations that include resummation of large logarithms at all orders
in the strong coupling constant [115, 117].

The SD zg and θg distributions are shown with comparisons to PYTHIA 8 in Fig. 5.1,
while θg is compared to theoretical predictions in Fig. 5.2. Theoretical comparisons for zg
are not available, as pQCD calculations require a minimum θg > θcutg to remain sufficiently
perturbative [298]; zg was not measured differentially in θg for the analysis reported here.
Measured distributions of zg and θg with dynamical grooming are shown in Fig. 5.3, and
theoretical comparisons are given in Fig. 5.4. Good agreement is found between the theo-
retical predictions and the data for all grooming settings considered. Results are discussed
further in Sect. 6.1.
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Figure 5.1: ALICE measurements of zg (left) and θg (right) distributions in pp collisions
at

√
s = 5.02 TeV with SD for three values of the grooming parameter β, compared with

PYTHIA 8 Monash 2013 [37, 38] calculations [300].
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Figure 5.2: ALICE measurements of θg distributions with SD, compared with pQCD predic-
tions including nonperturbative corrections. The integral of the perturbative region, θg > θNP

g

(to the right of the dashed vertical blue line; see Sect. 4.1), is set at unity. The nonpertur-
bative scale is taken to be Λ = 1 GeV/c [300].
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Figure 5: ALICE measurements of zg distributions in pp collisions at
√

s = 5.02 TeV with dynamical groom-
ing [16] for three values of the grooming parameter a, compared with PYTHIA8 Monash 2013 [42, 43] calcula-
tions.
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Figure 5.3: ALICE measurements of zg (left) and θg (right) distributions in pp collisions
at

√
s = 5.02 TeV with dynamical grooming for three values of the grooming parameter a,

compared with PYTHIA 8 Monash 2013 [37, 38] calculations [300].
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Figure 5.4: ALICE measurements of zg (top) and θg (bottom) distributions in pp collisions
at

√
s = 5.02 TeV with dynamical grooming for two values of the grooming parameter a as

compared with pQCD calculations [300].
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5.2 Jet angularities in vacuum

This section reports ALICE results of the groomed and ungroomed jet angularities λα (see
Sect. 1.3.2) in pp collisions at

√
s = 5.02 TeV, which were recently published in Ref. [301].

SD grooming is used with zcut = 0.2 and β = 0 in order to minimize mistagged splittings
when comparing to Pb–Pb collisions at the same center-of-mass energy [214], the results of
which are shown in Sect. 5.3.

The ungroomed jet angularity distributions are shown in Fig. 5.5 and Fig. 5.6 for R = 0.4
and R = 0.2, respectively. As α increases, the distributions skew towards small λα, since
θi is smaller than unity. For larger R, the distributions are narrower than for smaller R,
as expected due to the collinear nature of jet fragmentation. For small R and low pch jet

T

there is a visible peak at λα = 0, which is due to single particle jets. These distributions
are compared to PYTHIA 8 Monash 2013 [37, 38] and Herwig 7 (default tune) [42, 43] from
truth-level projections of the respective response matrices, with jet reconstruction assigning
tracks the π± meson mass as in the measured data. These comparisons show deviations up
to approximately +50%(−30%). The largest deviations are for small values of λα, where
nonperturbative physics becomes significant (see Ch. 4 for discussion).

The groomed jet angularity distributions for zcut = 0.2 and β = 0 are shown in Fig. 5.7
for R = 0.4 and Fig. 5.8 for R = 0.2. Note that these distributions are shown on a logarith-
mic scale due to the distributions being more strongly peaked and falling faster with λα as
compared to the ungroomed distributions. The groomed jet angularities have significantly
smaller values than the ungroomed jet angularities, due to the removal of soft wide-angle
radiation. The fraction of “untagged” jets, those that do not contain a splitting which passes
the SD condition, ranges from 10 to 12%. Unlike the ungroomed jet angularities, which are
normalized to unity, the groomed jet angularities are normalized to the SD tagging fraction.
Since the tagging rate is fairly large, the measured distributions are therefore normalized
close to unity. PYTHIA and Herwig describe the groomed jet angularities slightly better
than the ungroomed jet angularities, with most deviations seen in the ungroomed distribu-
tions improving by 10–20% in the groomed case. This is largely due to the reduction of
nonperturbative effects in groomed jet distributions. Comparing to the two MC generators,
the data are in slightly better agreement with Herwig 7 than with PYTHIA 8, especially for
R = 0.4.

The data cover a wide range of α and multiple R down to low pT, and therefore are
subject to varying influence from nonperturbative effects. Accordingly, these data can be
used to study nonpertubative effects. The level and location of the disagreements with
PYTHIA and Herwig provide further constraints on nonperturbative effects in MC event
generators. Moreover, the comparison of the groomed and the ungroomed jet angularities
with MC event generators allows direct sensitivity to radiation that was groomed away,
which is highly nonperturbative.

Figure 5.9 shows comparisons of the measured ungroomed jet angularities to the folded
theoretical predictions for 60 < pch jet

T < 80 GeV/c, for both R = 0.2 (top) and R = 0.4 (bot-
tom) and for α = 1.5 (left), 2 (middle), and 3 (right). Figure 5.10 shows the corresponding
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comparisons for the groomed jet angularities. The same comparisons for 80 < pch jet
T < 100

GeV/c are shown in Figs. 5.11 and 5.12. Predictions for the α = 1 distributions are not
currently available due to enhanced sensitivity to soft quark recoil, which requires a different
factorization [99, 302].

Similar to Fig. 5.2, a dashed vertical line is drawn as a rough estimate for the division of
perturbative- and nonperturbative-dominated regions, via Eq. 4.2 or Eq. 4.3 with nonper-
turbative scale Λ = 1 GeV/c and the mean pch jet

T for each interval; see Sect. 4.3 for details
on these theory predictions. Note that the transition from values of λα which are domi-
nated by perturbative versus nonperturbative physics is actually smooth, and this vertical
line is merely intended as a visual guide. The nonperturbative-dominated region of the jet
angularities is denoted as λNP

α .
Since the integral for all of the distributions in Fig. 5.5 through Fig. 5.8 is fixed at unity

by construction, disagreement in the nonperturbative-dominated region induces disagree-
ment in the perturbative-dominated region. Discrepancy in the nonperturbative region is
expected, since as λα → 0, higher-order terms in the perturbative expansion become sig-
nificant. Therefore, for these theoretical comparisons, the distributions are normalized such
that the integral above λNP

α is unity.
The theoretical predictions using the nonperturbative shape function approach are also

compared to the ungroomed and groomed predictions. The comparisons for 40 < pch jet
T < 60

GeV/c are shown in Figs. 5.13 and 5.14, for 60 < pch jet
T < 80 GeV/c in Figs. 5.15 and 5.16,

and for 80 < pch jet
T < 100 GeV/c in Figs. 5.17 and 5.18. As discussed in Sect. 4.3, the shape

function approach is not fully justified in the groomed case [91, 92]; nevertheless, reasonable
agreement is observed. Since this shape convolution does not require matching to MC models
at the parton level, the comparisons are extended to the 40 < pch jet

T < 60 GeV/c interval,
but below this the perturbative accuracy of the parton-level predictions is insufficient for
rigorous comparisons.

Despite the pQCD predictions having an arguably higher perturbative accuracy than
that of the MC simulations, large deviations are seen in many of the NLL′ distributions at
low λα, which are not observed in MC. This is expected, and is due to the breakdown of the
perturbative prediction within the nonperturbative region, which the correction procedures of
Ch. 4 cannot account for. The MC predictions are able to perform better since they are tuned
to experimental data in both the perturbative and nonperturbative regions, while higher-
order perturbative calculations would be needed to reduce the size of the nonperturbative
region in SCET calculations.
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Figure 5.5: Comparison of ungroomed jet angularities λα in pp collisions for R = 0.4 to
MC predictions using PYTHIA 8 and Herwig 7, as described in the text. Four equally-sized
pch jet
T intervals are shown, with edges ranging between 20 and 100 GeV/c. The distributions

are normalized to unity [301].
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Figure 5.6: Comparison of ungroomed jet angularities λα in pp collisions for R = 0.2 to
MC predictions using PYTHIA 8 and Herwig 7, as described in the text. Four equally-sized
pch jet
T intervals are shown, with edges ranging between 20 and 100 GeV/c. The distributions

are normalized to unity [301].
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Figure 5.7: Comparison of groomed jet angularities λα,g in pp collisions for R = 0.4 to MC
predictions using PYTHIA 8 and Herwig 7, as described in the text. Four equally-sized
pch jet
T intervals are shown between 20 and 100 GeV/c. The distributions are normalized to

the groomed jet tagging fraction [301].
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Figure 5.8: Comparison of groomed jet angularities λα,g in pp collisions for R = 0.2 to MC
predictions using PYTHIA 8 and Herwig 7, as described in the text. Four equally-sized
pch jet
T intervals are shown between 20 and 100 GeV/c. The distributions are normalized to

the groomed jet tagging fraction [301].
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Figure 5.9: Comparison of ungroomed jet angularities λα in pp collisions for R = 0.2 (top)
and R = 0.4 (bottom) to analytical NLL′ predictions with MC hadronization corrections in
the range 60 < pch jet

T < 80 GeV/c. The distributions are normalized such that the integral
of the perturbative region defined by λα > λNP

α (to the right of the dashed vertical line) is
unity. Divided bins are placed into the left (NP) region.
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Figure 5.10: Comparison of groomed jet angularities λα,g in pp collisions for R = 0.2 (top)
and R = 0.4 (bottom) to analytical NLL′ predictions with MC hadronization corrections in
the range 60 < pch jet

T < 80 GeV/c. The distributions are normalized such that the integral
of the perturbative region defined by λα,g > λNP

α,g (to the right of the dashed vertical line) is
unity. Divided bins are placed into the left (NP) region.
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Figure 5.11: Comparison of ungroomed jet angularities λα in pp collisions for R = 0.2 (top)
and R = 0.4 (bottom) to analytical NLL′ predictions with MC hadronization corrections in
the range 80 < pch jet

T < 100 GeV/c. The distributions are normalized such that the integral
of the perturbative region defined by λα > λNP

α (to the right of the dashed vertical line) is
unity. Divided bins are placed into the left (NP) region.
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Figure 5.12: Comparison of groomed jet angularities λα,g in pp collisions for R = 0.2 (top)
and R = 0.4 (bottom) to analytical NLL′ predictions with MC hadronization corrections in
the range 80 < pch jet

T < 100 GeV/c. The distributions are normalized such that the integral
of the perturbative region defined by λα,g > λNP

α,g (to the right of the dashed vertical line) is
unity. Divided bins are placed into the left (NP) region.



CHAPTER 5. RESULTS 119

0 0.2 0.4

2
4

6
8

10
12
14

16
18
20
22
24αλ

 d
αλd

σd  

1 N
P

αλ∫
⁄ 

αλd
σd

ALICE
 = 5.02 TeVspp  

Tkcharged jets   anti-
| < 0.7

jet
η = 0.2    |R

c < 60 GeV/ch jet

T
p40 < 

 = 1.5α

0 0.2 0.4

αλ

1−10

1

10

T
he

or
y

D
at

a 0 0.1 0.2 0.3 0.4

2

4

6

8

10

12

14

16

18

20

22

24αλ
 d

αλdσd  

1 N
P

αλ∫
⁄ 

αλdσd

Data
 PYTHIA8⊗ =0.2Ω

NP F⊗NLL' 
 PYTHIA8⊗ =0.4Ω

NP F⊗NLL' 
 PYTHIA8⊗ =0.8Ω

NP F⊗NLL' 
 PYTHIA8⊗ =2.0Ω

NP F⊗NLL' 

0.45)× = 2 (α

0 0.1 0.2 0.3

αλ

1−10

1

10
T

he
or

y
D

at
a 0 0.1 0.2

2

4

6

8

10

12

14

16

18

20

22

24αλ
 d

αλdσd  

1 N
P

αλ∫
⁄ 

αλdσd

)R 
ch jet

T
p / (Λ ≤ NP

αλ

Syst. uncertainty

0.06)× = 3 (α

0 0.1 0.2

αλ

1−10

1

10

T
he

or
y

D
at

a

0 0.2 0.4

2
4

6

8
10
12

14

16

18
20
22

24αλ
 d

αλd
σd  

1 N
P

αλ∫
⁄ 

αλd
σd

ALICE
 = 5.02 TeVspp  

Tkcharged jets   anti-
| < 0.5

jet
η = 0.4    |R

c < 60 GeV/ch jet

T
p40 < 

 = 1.5α

0 0.2 0.4

αλ

1−10

1

10

T
he

or
y

D
at

a 0 0.1 0.2 0.3 0.4

2

4

6

8

10

12

14

16

18

20

22

24αλ
 d

αλdσd  

1 N
P

αλ∫
⁄ 

αλdσd

Data
 PYTHIA8⊗ =0.2Ω

NP F⊗NLL' 
 PYTHIA8⊗ =0.4Ω

NP F⊗NLL' 
 PYTHIA8⊗ =0.8Ω

NP F⊗NLL' 
 PYTHIA8⊗ =2.0Ω

NP F⊗NLL' 

0.45)× = 2 (α

0 0.1 0.2 0.3

αλ

1−10

1

10

T
he

or
y

D
at

a 0 0.1 0.2 0.3

2

4

6

8

10

12

14

16

18

20

22

24αλ
 d

αλdσd  

1 N
P

αλ∫
⁄ 

αλdσd
)R 

ch jet

T
p / (Λ ≤ NP

αλ

Syst. uncertainty

0.25)× = 3 (α

0 0.1 0.2

αλ

1−10

1

10

T
he

or
y

D
at

a

Figure 5.13: Comparison of ungroomed jet angularities λα in pp collisions for R = 0.2 (top)
and R = 0.4 (bottom) to analytical NLL′ predictions using F (k) convolution in the range
40 < pch jet

T < 60 GeV/c. The distributions are normalized such that the integral of the
perturbative region defined by λα > λNP

α (to the right of the dashed vertical line) is unity.
Divided bins are placed into the left (NP) region.
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Figure 5.14: Comparison of groomed jet angularities λα,g in pp collisions for R = 0.2 (top)
and R = 0.4 (bottom) to analytical NLL′ predictions using F (k) convolution in the range
40 < pch jet

T < 60 GeV/c. The distributions are normalized such that the integral of the
perturbative region defined by λα,g > λNP

α,g (to the right of the dashed vertical line) is unity.
Divided bins are placed into the left (NP) region.
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Figure 5.15: Comparison of ungroomed jet angularities λα in pp collisions for R = 0.2 (top)
and R = 0.4 (bottom) to analytical NLL′ predictions using F (k) convolution in the range
60 < pch jet

T < 80 GeV/c. The distributions are normalized such that the integral of the
perturbative region defined by λα > λNP

α (to the right of the dashed vertical line) is unity.
Divided bins are placed into the left (NP) region.
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Figure 5.16: Comparison of groomed jet angularities λα,g in pp collisions for R = 0.2 (top)
and R = 0.4 (bottom) to analytical NLL′ predictions using F (k) convolution in the range
60 < pch jet

T < 80 GeV/c. The distributions are normalized such that the integral of the
perturbative region defined by λα,g > λNP

α,g (to the right of the dashed vertical line) is unity.
Divided bins are placed into the left (NP) region.



CHAPTER 5. RESULTS 123

0 0.1 0.2 0.3

5

10

15

20

25

αλ
 d

αλd
σd  

1 N
P

αλ∫
⁄ 

αλd
σd

ALICE
 = 5.02 TeVspp  

Tkcharged jets   anti-
| < 0.7

jet
η = 0.2    |R

c < 100 GeV/ch jet

T
p80 < 

 = 1.5α

0 0.1 0.2 0.3

αλ

1−10

1

10

T
he

or
y

D
at

a 0 0.1 0.2

5

10

15

20

25

αλ
 d

αλdσd  

1 N
P

αλ∫
⁄ 

αλdσd

Data
 PYTHIA8⊗ =0.2Ω

NP F⊗NLL' 
 PYTHIA8⊗ =0.4Ω

NP F⊗NLL' 
 PYTHIA8⊗ =0.8Ω

NP F⊗NLL' 
 PYTHIA8⊗ =2.0Ω

NP F⊗NLL' 

0.42)× = 2 (α

0 0.1 0.2

αλ

1−10

1

10
T

he
or

y
D

at
a 0 0.05 0.1

5

10

15

20

25

αλ
 d

αλdσd  

1 N
P

αλ∫
⁄ 

αλdσd

)R 
ch jet

T
p / (Λ ≤ NP

αλ

Syst. uncertainty

0.035)× = 3 (α

0 0.05

αλ

1−10

1

10

T
he

or
y

D
at

a

0 0.1 0.2 0.3 0.4

2

4

6

8

10

12

14

16

18

20

22αλ
 d

αλd
σd  

1 N
P

αλ∫
⁄ 

αλd
σd

ALICE
 = 5.02 TeVspp  

Tkcharged jets   anti-
| < 0.5

jet
η = 0.4    |R

c < 100 GeV/ch jet

T
p80 < 

 = 1.5α

0 0.1 0.2 0.3 0.4

αλ

1−10

1

10

T
he

or
y

D
at

a 0 0.1 0.2 0.3 0.4

2

4

6

8

10

12

14

16

18

20

22αλ
 d

αλdσd  

1 N
P

αλ∫
⁄ 

αλdσd

Data
 PYTHIA8⊗ =0.2Ω

NP F⊗NLL' 
 PYTHIA8⊗ =0.4Ω

NP F⊗NLL' 
 PYTHIA8⊗ =0.8Ω

NP F⊗NLL' 
 PYTHIA8⊗ =2.0Ω

NP F⊗NLL' 

0.33)× = 2 (α

0 0.1 0.2 0.3

αλ

1−10

1

10

T
he

or
y

D
at

a 0 0.1 0.2 0.3

2

4

6

8

10

12

14

16

18

20

22αλ
 d

αλdσd  

1 N
P

αλ∫
⁄ 

αλdσd
)R 

ch jet

T
p / (Λ ≤ NP

αλ

Syst. uncertainty

0.15)× = 3 (α

0 0.1 0.2

αλ

1−10

1

10

T
he

or
y

D
at

a

Figure 5.17: Comparison of ungroomed jet angularities λα in pp collisions for R = 0.2 (top)
and R = 0.4 (bottom) to analytical NLL′ predictions using F (k) convolution in the range
80 < pch jet

T < 100 GeV/c. The distributions are normalized such that the integral of the
perturbative region defined by λα > λNP

α (to the right of the dashed vertical line) is unity.
Divided bins are placed into the left (NP) region.
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Figure 5.18: Comparison of groomed jet angularities λα,g in pp collisions for R = 0.2 (top)
and R = 0.4 (bottom) to analytical NLL′ predictions using F (k) convolution in the range
80 < pch jet

T < 100 GeV/c. The distributions are normalized such that the integral of the
perturbative region defined by λα,g > λNP

α,g (to the right of the dashed vertical line) is unity.
Divided bins are placed into the left (NP) region.



CHAPTER 5. RESULTS 125

5.2.1 D0-tagged jet angularities

This section includes ALICE results of the ungroomed jet angularities λα for D0-tagged jets
in pp collisions at

√
s = 5.02 TeV [303]. The D0-tagged angularities are compared to a semi-

inclusive baseline with a cut on the pT of the leading track inside the jets. The selection
criteria is based on the transverse mass mT of the D0,

m2
T = m2 + p2T, (5.2)

and requiring that the lowest transverse mass of reconstructed D0 mesons inside jets is equal
to that of a π± meson in the semi-inclusive sample, mD0

T = mπ±
T . Thus for a minimum

pD
0

T ≥ 5 GeV/c, the semi-inclusive measurement requires pleading track
T ≥ 5.336 GeV/c in order

to induce a similar fragmentation bias [119]. The semi-inclusive results are unfolded in a
similar way to the inclusive results, using their own RM and satisfying all unfolding checks
and systematic criteria.

The D0-tagged jet angularity distributions for D0-tagged jets are given in Fig. 5.19 for
α = 1 and 1.5 and in Fig. 5.20 for α = 2 and 3. A 10-30% discrepancy is observed for both
the individual heavy-flavor and semi-inclusive results as compared to PYTHIA (bottom left
two panels), though the fragmentation modification, as described by the ratio of the heavy-
flavor to semi-inclusive distributions, agrees with the data within the given experimental
uncertainties (bottom right panel). D0-tagged jets are slightly narrower than the inclusive
sample due to their larger mass reducing emissions (QCD dead cone). As the exponent α is
increased, the difference between teh HF and inclusive jet angularities decreases, implying
that the modification is mainly within the jet core rather than its edge.

To better understand the behavior of the distributions, a sample of charged-particle jets
was generated with PYTHIA 8 and tagged as being initiated by a quark or gluon. To
obtain a clean sample, jets were required to have a unique geometrical match to one of the
two hard-scattered partons (PYTHIA particle number 5 and 6), else they were discarded.
Comparisons of these distributions to those containing a D0 meson are shown in Fig. 5.21.
Gluon distributions are observed to be the broadest, corresponding to the larger gluon color
factor enhancing perturbative emissions. As also observed in the experimental data, D0-
tagged jets are narrower than the inclusive quark-sample. The D0-tagged jets begin to
converge on the inclusive quark result at larger values of α, where the large-angle weighting
reduces the effect of small-angle dead cone suppression. This simultaneously increases the
sensitivity to Casimir color effects [303].
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Figure 5.19: Comparison of D0-tagged jet angularities λα to semi-inclusive baseline in pp
collisions for R = 0.4 charged-particle jets and α = 1 (top) or 1.5 (bottom). Results are
compared to PYTHIA MC predictions for both results. Jets are reported in 10 < pch jet

T < 20
GeV/c with pD

0

T > 5 GeV/c, and the distributions are normalized to unity [303].
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Figure 5.20: Comparison of D0-tagged jet angularities λα to semi-inclusive baseline in pp
collisions for R = 0.4 charged-particle jets and α = 2 (top) or 3 (bottom). Results are
compared to PYTHIA MC predictions for both results. Jets are reported in 10 < pch jet

T < 20
GeV/c with pD

0

T > 5 GeV/c, and the distributions are normalized to unity [303].
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Figure 5.21: Comparisons of the inclusive quark-, gluon-, and D0-initiated charged-particle
jet angularities in PYTHIA 8 at

√
s = 5.02 TeV. Generated distributions require a unique

angular matching between a hard-scattered parton and the charged-particle jet [303].
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5.3 Quenched jet mass and angularities

This section reports ALICE results of the ungroomed and SD-groomed jet angularities λα
and jet mass mjet for inclusive jets in Pb–Pb collisions at

√
sNN = 5.02 TeV [286]. Results

are compared to inclusive pp measurements at
√
s = 5.02 TeV, reported for λα in Sect. 5.2

(the vacuum mjet results are still preliminary and are included as part of this analysis).
Results are compared to theoretical predictions from several different models, with im-

plementations of the phenomenological approaches described in Sect. 1.4.6:

• JEWEL [192] with medium recoils both on and off [194]. In the recoils on case, recoils
are reconstructed inside jets using negative four-momentum, and their substructure is
correspondingly corrected.1 The Pb–Pb results are compared to a JEWEL pp baseline
(based on a uniquely tuned PYTHIA), generated using the nominal settings.

• Higher-Twist formalism for energy loss of the hard-scattered parton traversing the
QCD medium [191, 305]. These predictions are calculated via MC simulations, using
POWHEG matrix elements (NLO) matched to PYTHIA 6 parton shower and final-
state hadronization [44, 306] as a baseline.

• Hybrid model [195], both with and without elastic Molière scattering [197], and with
the medium wake effect enabled [198]. Results are computed in a MC approach using
a tuned PYTHIA baseline, labelled as “Hybrid model vacuum” for clarity.

• JETSCAPE [199], using MATTER [200] and LBT [201] shower modifications and a
full hydrodynamic simulation. The MC also uses tuned PYTHIA as a baseline, labelled
as “JETSCAPE pp” for clarity.

Results for the ungroomed and SD-groomed jet angularities λα with α = 1 (girth) are
shown in Figs. 5.22-5.25, for α = 1.5 in Figs. 5.26-5.29, for α = 2 (thrust) in Figs. 5.30-5.33,
and for α = 3 in Figs. 5.34-5.37. The same are shown for the groomed and ungroomed
jet mass mjet in Figs. 5.38-5.41. Models are compared to the Pb–Pb result (center panels)
while their baselines are compared to the pp result (left panels). The Pb–Pb / pp ratio,
which quantifies the quenching modification, is also shown in the right panels. The highest
100 < pch jet

T < 150 GeV/c bin does not have a baseline result from pp, so only the Pb–Pb
result is reported.

In comparisons of Pb–Pb and pp distributions, a significant narrowing effect is observed
at low α which decreases at larger values of α, corresponding to a strongly quenched jet core.
This conclusion is supported by a significant enhancement in the narrowing for SD groomed
jets, which remove soft radiation at wide angles. The strength of this quenching effect appears
to be consistent across the reported pch jet

T range within the reported uncertainties, though
the behavior is most obvious at low-pch jet

T where statistical uncertainties are the smallest.

1Recently a new method has been proposed to account for thermal recoils by applying a CS procedure.
This has shown improvement in data comparisons for the jet mass; for details, see Ref. [304].
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JEWEL with recoils on typically approximates the data more closely than with recoils off
for λα, while the recoils off case is a better approximation of Pb–Pb data for mjet. JEWEL pp
exhibits the strongest tension of all models with the ALICE pp data, which correspondingly
skews the agreement in both recoils on and off Pb–Pb / pp ratios. In other words, despite
some reasonable agreement in the Pb–Pb predictions alone, the jet substructure modification
due to quenching as quantified by Pb–Pb / pp exhibits strong tension with the data, up to
a factor of 2 or larger in the tails of the distributions.

These results are discussed in more detail in Ch. 6.
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Figure 5.22: ALICE measurement of ungroomed (top) and SD groomed (bottom) λ1 for
R = 0.2 charged-particle jets in pp (left) and Pb–Pb (middle) collisions at

√
sNN = 5.02 TeV

for 40 < pch jet
T < 60 GeV/c as compared to models. The ratio of Pb–Pb to pp is also shown

(right), which quantifies the substructure modifications from quenching.
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Figure 5.23: ALICE measurement of ungroomed (top) and SD groomed (bottom) λ1 for
R = 0.2 charged-particle jets in pp (left) and Pb–Pb (middle) collisions at

√
sNN = 5.02 TeV

for 60 < pch jet
T < 80 GeV/c as compared to models. The ratio of Pb–Pb to pp is also shown

(right), which quantifies the substructure modifications from quenching.
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Figure 5.24: ALICE measurement of ungroomed (top) and SD groomed (bottom) λ1 for
R = 0.2 charged-particle jets in pp (left) and Pb–Pb (middle) collisions at

√
sNN = 5.02 TeV

for 80 < pch jet
T < 100 GeV/c as compared to models. The ratio of Pb–Pb to pp is also shown

(right), which quantifies the substructure modifications from quenching.
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Figure 5.25: ALICE measurement of ungroomed (left) and SD groomed (right) λ1 for R = 0.2
charged-particle jets in Pb–Pb collisions at

√
sNN = 5.02 TeV for 100 < pch jet

T < 150 GeV/c
as compared to models. The ratio of Pb–Pb to pp is also shown (right), which quantifies the
substructure modifications from quenching.
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Figure 5.26: ALICE measurement of ungroomed (top) and SD groomed (bottom) λ1.5 for
R = 0.2 charged-particle jets in pp (left) and Pb–Pb (middle) collisions at

√
sNN = 5.02 TeV

for 40 < pch jet
T < 60 GeV/c as compared to models. The ratio of Pb–Pb to pp is also shown

(right), which quantifies the substructure modifications from quenching.
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Figure 5.27: ALICE measurement of ungroomed (top) and SD groomed (bottom) λ1.5 for
R = 0.2 charged-particle jets in pp (left) and Pb–Pb (middle) collisions at

√
sNN = 5.02 TeV

for 60 < pch jet
T < 80 GeV/c as compared to models. The ratio of Pb–Pb to pp is also shown

(right), which quantifies the substructure modifications from quenching.
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Figure 5.28: ALICE measurement of ungroomed (top) and SD groomed (bottom) λ1.5 for
R = 0.2 charged-particle jets in pp (left) and Pb–Pb (middle) collisions at

√
sNN = 5.02 TeV

for 80 < pch jet
T < 100 GeV/c as compared to models. The ratio of Pb–Pb to pp is also shown

(right), which quantifies the substructure modifications from quenching.
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Figure 5.29: ALICE measurement of ungroomed (left) and SD groomed (right) λ1 for R = 0.2
charged-particle jets in Pb–Pb collisions at

√
sNN = 5.02 TeV for 100 < pch jet

T < 150 GeV/c
as compared to models. The ratio of Pb–Pb to pp is also shown (right), which quantifies the
substructure modifications from quenching.
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Figure 5.30: ALICE measurement of ungroomed (top) and SD groomed (bottom) λ2 for
R = 0.2 charged-particle jets in pp (left) and Pb–Pb (middle) collisions at

√
sNN = 5.02 TeV

for 40 < pch jet
T < 60 GeV/c as compared to models. The ratio of Pb–Pb to pp is also shown

(right), which quantifies the substructure modifications from quenching.
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Figure 5.31: ALICE measurement of ungroomed (top) and SD groomed (bottom) λ2 for
R = 0.2 charged-particle jets in pp (left) and Pb–Pb (middle) collisions at

√
sNN = 5.02 TeV

for 60 < pch jet
T < 80 GeV/c as compared to models. The ratio of Pb–Pb to pp is also shown

(right), which quantifies the substructure modifications from quenching.
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Figure 5.32: ALICE measurement of ungroomed (top) and SD groomed (bottom) λ2 for
R = 0.2 charged-particle jets in pp (left) and Pb–Pb (middle) collisions at

√
sNN = 5.02 TeV

for 80 < pch jet
T < 100 GeV/c as compared to models. The ratio of Pb–Pb to pp is also shown

(right), which quantifies the substructure modifications from quenching.
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Figure 5.33: ALICE measurement of ungroomed (left) and SD groomed (right) λ2 for R = 0.2
charged-particle jets in Pb–Pb collisions at

√
sNN = 5.02 TeV for 100 < pch jet

T < 150 GeV/c
as compared to models. The ratio of Pb–Pb to pp is also shown (right), which quantifies the
substructure modifications from quenching.
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Figure 5.34: ALICE measurement of ungroomed (top) and SD groomed (bottom) λ3 for
R = 0.2 charged-particle jets in pp (left) and Pb–Pb (middle) collisions at

√
sNN = 5.02 TeV

for 40 < pch jet
T < 60 GeV/c as compared to models. The ratio of Pb–Pb to pp is also shown

(right), which quantifies the substructure modifications from quenching.
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Figure 5.35: ALICE measurement of ungroomed (top) and SD groomed (bottom) λ3 for
R = 0.2 charged-particle jets in pp (left) and Pb–Pb (middle) collisions at

√
sNN = 5.02 TeV

for 60 < pch jet
T < 80 GeV/c as compared to models. The ratio of Pb–Pb to pp is also shown

(right), which quantifies the substructure modifications from quenching.
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Figure 5.36: ALICE measurement of ungroomed (top) and SD groomed (bottom) λ3 for
R = 0.2 charged-particle jets in pp (left) and Pb–Pb (middle) collisions at

√
sNN = 5.02 TeV

for 80 < pch jet
T < 100 GeV/c as compared to models. The ratio of Pb–Pb to pp is also shown

(right), which quantifies the substructure modifications from quenching.
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Figure 5.37: ALICE measurement of ungroomed (left) and SD groomed (right) λ3 for R = 0.2
charged-particle jets in Pb–Pb collisions at

√
sNN = 5.02 TeV for 100 < pch jet

T < 150 GeV/c
as compared to models. The ratio of Pb–Pb to pp is also shown (right), which quantifies the
substructure modifications from quenching.
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Figure 5.38: ALICE measurement of ungroomed (top) and SD groomed (bottom) mjet for
R = 0.2 charged-particle jets in pp (left) and Pb–Pb (middle) collisions at

√
sNN = 5.02 TeV

for 40 < pch jet
T < 60 GeV/c as compared to models. The ratio of Pb–Pb to pp is also shown

(right), which quantifies the substructure modifications from quenching.
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Figure 5.39: ALICE measurement of ungroomed (top) and SD groomed (bottom) mjet for
R = 0.2 charged-particle jets in pp (left) and Pb–Pb (middle) collisions at

√
sNN = 5.02 TeV

for 60 < pch jet
T < 80 GeV/c as compared to models. The ratio of Pb–Pb to pp is also shown

(right), which quantifies the substructure modifications from quenching.
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Figure 5.40: ALICE measurement of ungroomed (top) and SD groomed (bottom) mjet for
R = 0.2 charged-particle jets in pp (left) and Pb–Pb (middle) collisions at

√
sNN = 5.02 TeV

for 80 < pch jet
T < 100 GeV/c as compared to models. The ratio of Pb–Pb to pp is also shown

(right), which quantifies the substructure modifications from quenching.
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Figure 5.41: ALICE measurement of ungroomed (left) and SD groomed (right) mjet for

R = 0.2 charged-particle jets in Pb–Pb collisions at
√
sNN = 5.02 TeV for 100 < pch jet

T < 150
GeV/c as compared to models. The ratio of Pb–Pb to pp is also shown (right), which
quantifies the substructure modifications from quenching.
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Chapter 6

Discussion and conclusions

The selection of experimental studies presented here offer several insights into QCD in vac-
uum as well as collective QCD effects at high temperature and energy density. In particular,
these studies of jet substructure offer insight into jet fragmentation, the “parton shower”
of QCD, as well as nonperturbative effects such as hadronization. When compared to data
from heavy-ion collisions, these results extend insight into the dynamics of a strongly-coupled
QGP.

6.1 Discussion

Jet grooming can be used to identify specific splittings in the jet fragmentation. The mo-
mentum fraction zg and angle θg of the tagged splittings can then be calculated, as presented
in Sect. 5.1 (see also Ref. [300]). The SD distributions show that soft jet fragmentation is
typically observed, with a peak in the zg distribution at ≲ 0.1 when using grooming settings
zcut = 0.1 and β ≥ 0. The splitting angle θg is typically smaller with stricter grooming
settings (β = 0) than with looser grooming setting (β > 0), which is consistent with the jet
having soft radiation at broad angles.

The results with dynamical grooming offer additional insights. The TimeDrop case (a =
2), which selects the splitting with the shortest formation time, confirms that early emissions
peak at small momentum with large splitting angles. Splittings with the largest relative kT,
as selected by a = 1, also seem to carry zg but occur at more moderate angles. When the most
symmetric zg is demanded (a = 0.1), the angle of the splitting becomes much more collinear.
Understanding the covariance between momentum and angle for emissions produced in the
parton shower provides guidance for interpreting their involvement in observables where they
are mixed, such as λα and mjet.

Reasonable agreement is also observed between these experimental data and predictions
from pQCD, which include resummation of large logarithms at all orders in αs. This con-
clusion holds for both algorithms and for all grooming settings considered. Predictions for
θg agree with data within the perturbatively-dominated region; however, some deviations
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are seen in comparisons to both pQCD predictions and MC event generators at small θg, in
the predominantly-nonperturbative region where higher-order perturbative effects as well as
nonperturbative influences such as hadronization could be more significant. The deviations
grow larger for increased grooming parameter β, which signifies an increased dominance of
these effects for jets containing more collinear radiation.

The groomed and ungroomed jet angularities λα shown in Sect. 5.2 (see also Ref. [289])
provide constraints on models and capture the interplay between perturbative and nonper-
turbative effects in QCD. Systematic variations of the contributions from collinear and soft
radiation of the shower, captured within a given R, are provided by measuring the jet an-
gularities for a selection of α parameters. These results consequently provide tests of pQCD
calculations.

The theoretical predictions at NLL′ in SCET show an overall agreement with the data
for jets with values of λα in the perturbatively-dominated regime (λα > λNP

α ) delimited by a
collinear-soft momentum scale of about 1 GeV/c in the factorization framework. The calcu-
lations, after accounting for nonperturbative effects by two different methods, are compatible
within about 20% or better with the data in the perturbative region for all explored values
of R and α. However, larger deviations of up to about 50% are observed in the tails of some
distributions, which may be due to missing perturbative corrections which are expected to
become significant at large-λα [99].

By making comparisons solely in the perturbatively-dominated regime, consistency is
seen with a predicted universal scaling of the nonperturbative shape function parameter Ωα

with value Ω < 1. A clear breakdown of the agreement is observed for small λα, where
the perturbative calculation is expected to fail. Such nonperturbative effects include soft
splittings and hadronization, and these effects dominate over significant regions of the phase
space of moderate and low-energy jets. This is corroborated by the comparison of the mea-
sured groomed jet angularities to the equivalent theoretical calculations, which demonstrate
a wider range of agreement with the perturbative calculations.

These perturbative tests are extended by comparing these results to the angularities
for jets containing a D0 meson, as detailed in Appendix B and reported in Sect. 5.2.1.
The QCD dead cone modifies jet fragmentation through the relative suppression of gluon
radiation, which is observed in substructure observables such as λα. Dead cone modification
is extracted via comparison of the D0-tagged jet distributions to a semi-inclusive baseline,
which MC predictions reproduce within experimental uncertainties. Further MC studies
using jets tagged with an initiating quark or gluon show that dead cone effects are increasingly
suppressed at large α, where Casimir color effects play a more important role. These studies
therefore test both the angular dependence of the QCD dead cone as well as the differing
fragmentation of quark- versus gluon-initiated jets.

All these results provide critical guidance for measurements in high-energy heavy-ion
collisions where the internal structure of jets undergo modifications via scatterings of jet
fragments with the hot and dense QCD medium. Measurements of the groomed and un-
groomed λα and mjet, reported in Sect. 5.3 (also see Ref. [286, 307]), probe the angular
dependence of jet quenching and seek to clarify previous measurements where a vacuum
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Figure 6.1: Measurement of the jet girth g = λ11R in Pb–Pb data at
√
sNN = 2.76 TeV from

LHC Run 1 (left) and at
√
sNN = 5.02 TeV from Run 2 (right). On the left figure, the

bottom ratio panel compares data to PYTHIA baselines, as does the central ratio panel on
the right figure. However, the comparison to a proper pp baseline in the bottom ratio panel
significantly pushes the ratio closer to unity.

baseline was unavailable. Comparisons of heavy-ion data to pp MC simulations show strong
modification in both the earlier LHC Run 1 [223] and current Run 2 [286] data sets, with
quenched jets exhibiting a “narrowing” behavior via an enhancement at small values of an-
gularity (girth), and a corresponding suppression at large values, with both tails modified
by an approximate factor of 2. The results from both of these data samples are juxtaposed
in Fig. 6.1. However, the new Run 2 result is also compared to the baseline of pp data taken
at equivalent center-of-mass energy, significantly reducing the narrowing effect. The MC
model-skewed ratio arbitrarily enhances perceived quenching of this observable. A proper
pp baseline is therefore essential for correctly interpreting measurements of jet quenching
in an unbiased way. This conclusion has far-reaching implications for future runs at the
LHC: heavy-ion data must pair with statistically consistent jet samples in pp, where smaller
collision systems result in fewer jets.
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Figure 6.2: Measurement of the jet mass mjet (left) and thrust λ12 (right) in Pb–Pb and pp
data at

√
sNN = 5.02 TeV, as presented in Sect. 5.3. Systematic uncertainties are assumed

to be totally uncorrelated between pp and Pb–Pb. Comparisons are made to several mod-
els [192, 195, 197–201, 305], which show varying behavior with respect to measured data.

In order to study the girth-mass puzzle in light of Eq. 1.28, ALICE has performed new
measurements of mjet and λ12 using the same jet sample for the first time. Figure 6.2 com-

pares the two distributions using identical pch jet
T intervals. While Eq. 1.28 relates mjet and λ2

directly to one another, model comparisons show differing behavior. JEWEL with recoils on,
for example, overestimates enhancement at large values of mjet, while it underestimates the
yield at large λ2. Since the distributions are positive definite and obey square proportionality
following Eq. 1.28, large corrections to Eq. 1.28 must apply at these values of pch jet

T . This
could include nonperturbative effects such as hadronization as well as higher-order correc-
tion terms O[(λ2)

2]. Despite their mathematical similarity, underlying physical differences
between the two observables exist: the jet mass is sensitive to quark masses, whereas the
IRC-safe jet angularities are sensitive to fragmentation and quark- versus gluon-initiated
jet differences. Identifying the variations in the measured distributions as these physical
differences of the observables explains the girth-mass difference.
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This observation highlights the importance of making broad measurements of quenched
jet substructure, as closely-related observables can provide significantly different probes of
underlying physical phenomena. Studies of quenched jets using N -subjettiness variables as
a basis suggest that dozens of such observables may be required to optimally characterize
quenched jet behavior [308].

These measurements are not able to significantly differentiate between JETSCAPE, the
Higher-Twist formalism, and the Hybrid model without elastic scattering. The addition
of elastic Molière scattering to the Hybrid approach enhances wide-angle constituents and
correspondingly boosts the quenching modification at large mjet and λα; however, this effect
reduces agreement with experimental data. This suggests that such scattering may not
occur or may not have a significant effect in the QGP. This conclusion also qualitatively
agrees with recent measurements of the groomed jet kT [309], which show similar evidence
using a different approach based on grooming to tag individual splittings. The jet narrowing
observed in Pb–Pb data as compared to pp, which is strongest at smaller values of α and
with SD grooming as discussed in Sect. 5.3, is also consistent with other recent measurements
of jet quenching, such as the jet axis differences [310].

As discussed above, jet grooming enhances the perturbative calculability of jet substruc-
ture observables, while its use in heavy-ion collisions additionally reduces contamination
from the thermal background. Compared to their ungroomed counterparts, the groomed λα
and mjet distributions display reduced systematic uncertainties and an enhanced narrowing
effect, consistent with a strongly quenched jet core. Increased similarity between models also
suggests perturbative agreement and a continuing need for probing nonperturbative effects.
For the jet angularities, several model predictions converge with grooming, limiting the dif-
ferentiating power between them – despite different theoretical approaches. Scrutinizing jet
quenching models therefore requires consideration of both the significant nonperturbative
and perturbative effects.

6.2 Outlook

Despite these studies successfully yielding several lessons outlined above, a general under-
standing of QCD at all momentum scales is still incomplete. While lattice calculations con-
tinue to describe increasingly large systems [311–313], pQCD remains the dominant means
for making predictions. This approach can successfully describe a wide range of observ-
ables, but high-precision data from the LHC across broad transverse momenta have made
perturbative limitations equally apparent. Nonperturbative effects exhibit significant influ-
ence on jet observables at low pch jet

T and at small R, where the existing phenomenological
models do not fully account for discrepancies. Theoretical work is expanding these hori-
zons: since the publication of the λα measurements presented here, a more careful shape
function approach (using three O (ΛQCD) parameters instead of one) has been developed for
hadronization corrections to the groomed jet mass [314]. This enables a future experimental
study of hadronization power corrections in a completely model-independent way.
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Similarly, the apparent hadronization universality breaking for jets containing heavy-
flavor hadrons [125] remains unexplained; see Sect. 1.3.4. The results presented here show
that heavy-flavor jet fragmentation is well-described by PYTHIA 8 MC simulations, which
are generated from pQCD at LO and coupled to a phenomenological parton shower and tuned
hadronization model. However, this same MC model under-predicts the yield for charm
baryons as compared to mesons, which is tuned from e+e− collisions [125]. Future studies
of jet substructure must search for the origin of this discrepancy to identify the momentum
and angular scale at which deviations in the charm meson versus baryon clustering occur.

These studies of jet substructure in heavy-ion collisions have been successful at explaining
the girth-mass difference as well as resolving differences in model comparisons. In the Hybrid
model approach, the data favors a QCD medium which produces a strong wake behind hard-
scattered partons, but without elastic Molière scattering. Other substructure studies have
been able to identify that medium-induced energy loss is generally incoherent, with data
suggesting a resolution length Lres = 0 [310], and to distinguish momentum broadening as a
subleading effect to jet narrowing [103]. An understanding of how these behaviors arise from
first-principles QCD, however, is yet to be ascertained, and a formal study of factorization
in the presence of a QGP is yet to be performed.

As the LHC continues data taking into Runs 3 and 4, and as theoretical precision contin-
ues to improve, the experimental collaborations at the LHC have an excellent opportunity to
develop a more complete understanding of strong interactions. An increased instantaneous
luminosity, higher collision energies, and various detector upgrades will enable the LHC ex-
periments to probe QCD and search for new physics at scales previously unreachable. The
construction of the Electron-Ion Collider (EIC) [315] at the current RHIC facility in New
York state will offer opportunities to broaden lessons from the LHC by studying polarized
and unpolarized nucleon and nuclear structure in previously inaccessible regimes. The impli-
cations of lessons learned here and in the next several years will be paramount for successful
execution of the EIC physics program in completing a generalized understanding of the many
wonderful physical marvels which arise from Eq. 1.1.
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Appendix A

Additional kinematic efficiency checks

Given the large MC correction involved in the kinematic efficiency for the bins which are
directly adjacent to the pch jet

T,det cuts, it is worthwhile to investigate what the effects are of
these corrections. This appendix looks at various tests for this bin to ensure that the MC
corrections being applied to the result are reasonable.

A.1 Generator resilience

One way to test whether or not the MC corrections being applied in these bins are reasonable
is to examine the effects of several different generators. If different generators give reasonably
similar results, then it can be inferred that the bias induced is smaller than the size of the
actual correction. Note that the figures do not have to be identical, since a systematic
uncertainty is assigned to the overall choice of generator, which is designed to account for
effects such as this. The generator and total systematic uncertainties can be seen in the
relevant figures in Sect. 3.4.

Here four additional calculations are shown of the kinematic efficiency, using four different
MC generators:

1. PYTHIA 8 Monash 2013 (taken as default case in the generator systematic);

2. Herwig7 default tune;

3. JEWEL Pb–Pb, recoils off;

4. JEWEL Pb–Pb, recoils on, without recoil subtraction.

The four different simulations are passed through a fast simulation which accounts for the
ALICE tracking efficiency and track pT resolution. This means that the PYTHIA 8 efficiency
shown here is not identical to the one used for the final measurement; however, they are
observed to be very similar, as expected. JEWEL is used both with recoils on and off
to probe the size of the perturbation that model-dependent effects can have. While there
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are different prescriptions to apply a “recoil subtraction” procedure, the case of no recoil
subtraction is investigated as a maximal deviation one could expect from this effect.

Example kinematic efficiencies εkin for the ungroomed λα distributions are given in
Fig. A.1. Note that by default the statistical uncertainties are set to 0. In general, good
agreement is seen with the shape of the corrections. The last bin in these plots is used
for capturing outliers in the unfolding and is not reported; for the actual binning that is
reported, see Ch. 5. Also recall that, as stated in Sect. 3.3.3, since final distributions are all
normalized to 1, εkin enters as a correction to the shape rather than the overall number of
jets.
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Figure A.1: Kinematic efficiency of λ1 for R = 0.2 jets in Pb–Pb collisions for 40 < pch jet
T,truth <

60 GeV/c with four different generator selections, each combined with the same fast simu-
lation [286]. Top left: PYTHIA8 Monash 2013. Top right: Herwig7 default tune. Bottom
left: JEWEL Pb–Pb, recoils off. Bottom right: JEWEL Pb–Pb, recoils on, without recoil
subtraction. The final bin is truncated from the reported distributions.
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A.2 Test at higher jet transverse momentum

Another test is purposefully increasing the applied cuts on pch jet
T,det to be adjacent to the second-

lowest reported pch jet
T bin, and then see how this larger cut affects the result in that bin as

compared to the nominal result (using a less liberal cut). This of course verifies mostly
the behavior of the distributions at higher pch jet

T , but seeing reasonable agreement within
uncertainties there would lends some confidence on the distributions at lower pch jet

T .
To implement this test, the nominal detector-level cut is changed to be pch jet

T,det > 60 GeV/c

for R = 0.2 jets. The effect of this aggressive cut is then investigated for the 60 < pch jet
T < 80

GeV/c bin in the unfolded data.
Example kinematic efficiencies for this larger cut are given in Fig. A.2. The drop in

kinematic efficiency is observed to be similar as in the nominal 40 < pjetT < 60 GeV/c range,
with significant MC scaling needed for all distributions. To verify that the unfolding is still
behaving as expected, the unfolding tests are required to converge given this stricter cut.
Example closure tests are given in Fig. A.3, which can be compared to the nominal closure
tests in Sect. 3.3.1.

Finally, the unfolded results with this variation are compared to the nominal results
presented in Ch. 5. The distributions are found to be in complete agreement in all cases.
There is no significant effect on the the physics conclusions from this stricter pch jet

T,det cut, and
the much larger unfolding uncertainty accounts for the differences.
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Figure A.2: Kinematic efficiency of λα for R = 0.2 charged-particle jets for 60 < pch jet
T,truth < 80

GeV/c with a stricter pch jet
T,det cut, as simulated using the anchored PYTHIA 8 + GEANT3

production embedded in Pb–Pb data and background-subtracted with CS [286]. The final
bin is truncated from the reported distributions. All four plots are computed using the same
jets, with α = 1, 1.5, 2, and 3.
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Figure A.3: Example closure tests for λ1 with R = 0.2 charged-particle jets using a stricter
pch jet
T,det cut, as simulated using the anchored PYTHIA 8 + GEANT3 production embedded in

Pb–Pb data and background-subtracted with CS [286]. The final bin is truncated from the
reported distributions. The test is considered successful in each case.
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Appendix B

Heavy-flavor tagged jet analysis

This appendix details the ALICE heavy-flavor (HF) tagged jet analysis, which is compared
to the results of this thesis (see Sect. 5.2.1). Further details are also given in Ref. [238, 303].

B.1 Data sets

For the HF-jet analysis, the same MB data is used (see Sect. 3.1) with a separate MC
production. The inclusive production LHC18b8 does not extend to low-pT (< 5 GeV/c), and
is statistically limited for HF processes. To account for this, an alternate MC was simulated
using the PYTHIA 6 event generator [306] with the Pythia6 Perugia2011 HF001:hv0 tune,
and similarly transported through GEANT3. The charm content in this production (named
LHC18a4a2) is enhanced by requesting a cc̄ pair in 50% of the events, and a bb̄ pair in
the remaining half. Furthermore, all D mesons are forced to decay hadronically. This MC
production is used to compute the D0-meson efficiency with jets, acceptance corrections, a
response matrix of D0-tagged jets, and to correct for the effects of prompt D0 (c → D0)
versus non-prompt D0 (b → c + W−, with the “non-prompt” c then → D0). The “good”
runs are again the same as in data:

• LHC18a4a2 (44 runs): 282343, 282342, 282341, 282340, 282314, 282313, 282312,
282309, 282307, 282306, 282305, 282304, 282303, 282302, 282247, 282230, 282229,
282227, 282224, 282206, 282189, 282147, 282146, 282127, 282126, 282125, 282123,
282122, 282120, 282119, 282118, 282099, 282098, 282078, 282051, 282050, 282031,
282025, 282021, 282016, 282008, 282367, 282366, 282365

with approximately 6.7M events generated.
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Figure B.1: Two diagrams of a D0 → K− π+ decay [303]. Left: a “prompt” D0 meson,
originating from the hard scattering, decays at a secondary vertex Vsec, nominally 122 µm
away from the IP in its rest frame. Right: a “non-prompt” D0 meson, originating from the
“feed-down” decay of a B meson, decays with slightly different kinematics.

B.2 HF meson and jet reconstruction

Details on the reconstruction of D0-tagged jets is given in Ref. [238]. For D0-meson tagged
jets, the D0 candidate and its charge conjugate1 are first reconstructed, prior to jet re-

construction, via the hadronic decay mode D0 → K−π+ (or D
0 → K+π−), which carries a

branching ratio of 3.947(30)% [3]. See Fig. B.1 for a decay diagram.
D0 mesons are reconstructed by applying topological selections, described in Table B.1,

and by PID (see Sect. 2.2 for PID capabilities). Each candidate also passes a fiducial ac-
ceptance cut in rapidity: as the D0 decay angle becomes large at low pD

0

T , the acceptance
rapidly falls due to edge effects of the TPC acceptance. The cut values are therefore pD

0

T -
dependent, and grow from y < 0.5 to 0.8 (according to a second-order polynomial function)
for pD

0

T ≤ 5 GeV/c, and remain at y < 0.8 for pD
0

T > 5 GeV/c [316]. These requirements
remove a significant amount of combinatorial background from uncorrelated tracks. Decay
daughters of each D0 candidate are then replaced by their four-momentum vector sum (i.e.,
the D0). This mitigates cases where the angle between decay daughters is larger than the
jet radius, which would degrade the jet energy resolution. D0 mesons are reconstructed in

1This analysis does not discriminate between D0 and D
0
, so for simplification, both are referred to a D0.
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pD
0

T (GeV/c) 2− 3 3− 4 4− 5 5− 6 6− 7 7− 8 8− 10 10− 12 12− 16 16− 24 24− 36

∆MD0 (GeV/c2) < 0.4 0.4 0.4 0.4 0.4 0.4 0.4 0.4 0.4 0.4 0.4
DCA (cm) < 0.03 0.03 0.03 0.03 0.03 0.03 0.03 0.03 0.03 0.03 0.03
|cos(θ∗)| < 0.8 0.8 0.8 0.8 0.8 0.8 0.9 0.9 1 1 1
pT,K (GeV/c) > 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7
pT,π (GeV/c) > 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7∣∣dK0 ∣∣ (cm) < 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1∣∣dπ0 ∣∣ (cm) < 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1

dK0 · dπ0 (10−4cm2) < -3 -3 -1.5 -1 -0.8 -0.8 -0.5 -0.5 1 1 1
cos(θpoint) > 0.95 0.95 0.95 0.95 0.95 0.95 0.95 0.95 0.95 0.90 0.90
L⊥/σL⊥ (cm) > 5 5 5 4 4 4 3 3 3 3 3

Table B.1: List of the topological cuts used to reconstruct D0 mesons across various pD
0

T

intervals in pp collisions at
√
s = 5.02 TeV [303].

the transverse momentum interval 2 ≤ pD
0

T ≤ 36 GeV/c.
D0 candidates are reconstructed using the measured value for mD0 (at detector level) or

using the accepted value mD0 = 1.864 GeV/c2 (at generator level). All other tracks are still
reconstructed using the mass of the π± meson, as described in Sect. 3.2.2.

D0-meson tagged jets are reconstructed in pp data using the same approach as the inclu-
sive jets, with radius parameter R = 0.4. It is possible for more than one D0 candidate to
pass the topological selections per event, and these candidates can sometimes share the same
daughter. For this reason, jet reconstruction is repeated independently for each candidate
D0 meson in the event, meaning that each candidate is treated as if it were the only one
in the event. After jet reconstruction, only those jets which contain the D0 candidate are
considered. Since these jets are from the same MB data as the inclusive jet sample, they
are statistically limited by the charm production cross section, and are reconstructed with
5 < pch jet

T < 50 GeV/c.

B.3 Jet corrections

Despite suppressing much of the combinatorial background using the selection criteria de-
tailed in Sect. B.2 above, a significant number of combinatorial “fake” D0 candidates remain.
In order to correct for this, a data-driven technique utilizing the invariant mass spectrum of
D0 candidates is employed, wherein the invariant mass peak is fit with a Gaussian function
while the background is fit with an exponential decay. From this invariant mass spectrum,
two different regions are defined: a “signal plus background” region, within ±2σ of the
Gaussian mean, and a “background” region, estimated by taking the 4–9σ region on either
side of the Gaussian peak. The side-bands are selected far enough away from the peak that
they are background-dominated, but are truncated before statistical fluctuations become too
significant. Using the jets which contain the D0 candidates in either region, the jet substruc-
ture observable distribution is computed, and the “background” distribution is then scaled
by the fractional area and subtracted from the “signal plus background” distribution to ob-
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Figure B.2: Left: example D0 invariant mass spectra with signal and background fits, using
8 ≤ pD

0

T < 13 GeV/c candidates inside of jets with 10 ≤ pch jet
T < 20 GeV/c. Right: the

corresponding correction of the jet angularity λ1 (girth) raw yield.

tain a background-subtracted “signal” distribution. These distributions are finally scaled by
(0.9545)−1 to account for the limited 2σ width of the “signal plus background” region. An
example of this fit and the resulting subtraction is given in Fig. B.2.

Sometimes neither of the D0 daughters can be definitively identified as a π± or K∓; for
example, around ptrack ≈ 1 GeV/c, π and K separation fails due to crossing in the dE/dx
spectra (see right panel of Fig. 2.3). In such cases, both π and K assignment hypotheses

are taken, and the pair is accepted as both a D0 and a D
0

candidate, with the two re-

spective invariant mass values being used. The duplicate D0 (or D
0
) candidate, using the

wrong invariant mass, is called a reflection signal. The number of reflected candidates is
pD

0

T dependent, and is strongest at low pD
0

T [303]. The reflection templates are obtained from
the PYTHIA 8 simulations described in Sect. 3.1 and parameterized as a sum of two Gaus-
sians with the means, widths, and the D0 signal-over-reflection ratio fixed to values obtained
in the simulations [317]. This component is included in the invariant mass fitting procedure
described above, and thus subtracted from the “signal plus background” distributions.

The background-subtracted distributions for D0-tagged jets require additional correc-
tions. First, an efficiency correction is needed to account for the topological cuts and PID
selection. This is evaluated using the anchored MC production (LHC18a4a2). The ratio
is taken of the matched, detector-level D0-tagged jets passing all selection criteria (see Ta-
ble B.1) versus all truth-level D0-tagged jets within the detector acceptance. This is evaluated
for each detector-level pD

0

T bin,

εc→D0

(pD
0

T,det) =
N c→D0

ch jet,det(p
D0

T,det)

N c→D0

ch jet,truth(pD
0

T,det)
. (B.1)
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Figure B.3: Left: prompt (red) and non-prompt (blue) D0-meson jet acceptance × effi-
ciency as a function of detector-level pD

0

T , as evaluated with PYTHIA 8 + GEANT3 [317].
Right: fraction of jet angularities λ1 coming from the feed-down of a B meson, as calculated
with POWHEG + PYTHIA 8 and folded to detector level, versus the number of inclusive,
background-subtracted D0-tagged jets, as measured in data [303]. Systematic uncertainties
(shaded bands) are discussed in Sect. B.4.

Using this value, the background-subtracted yield (e.g., the red-colored λ1 curve in the right
panel of Fig. B.2) can be corrected for the prompt D0 finding efficiency,

Ndata(pch jet
T,det, Odet) =

∑
pD

0
T,det

Ndata,raw(pch jet
T,det, Odet)

εc→D0(pD
0

T,det)
, (B.2)

where O is an arbitrary jet substructure observable distribution (e.g., λ1).
Some number of D0 mesons come from the decay of a B meson; these are referred to as

“non-prompt” decays (see Fig. B.1). One can similarly calculate the tagging efficiency for
non-prompt decays,

εb→D0

(pD
0

T,det) =
Nb→D0

ch jet,det(p
D0

T,det)

Nb→D0

ch jet,truth(pD
0

T,det)
, (B.3)

by only considering the D0 mesons coming from a B meson. The calculated prompt and non-
prompt tagging efficiencies from this procedure, combined with detector acceptance effects,
are shown in the left panel of Fig. B.3 as a function of pD

0

T,det.
To fully correct for the presence of feed-down decays in the measured data, another

subtraction procedure must be used. Since a data-driven measurement of the non-prompt
D0-tagged jet is not available, a simulation using POWHEG matched to PYTHIA 8 parton
shower and hadronization models [44] (see Sect. 1.2.4) is used to estimate the feed-down
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contribution. The NLO matrix elements in POWHEG produce the D0 cross section with
higher accuracy than the LO ones from PYTHIA alone. In order to use this separate MC
production without running the full GEANT3 simulation, a “forward-folding” procedure is
used to account for detector effects (see Sect. 3.3). The anchored PYTHIA 8 + GEANT3
simulation is utilized to create a four-dimensional response matrix (RM),

Rb→D0
(
pch jet
T,det, p

ch jet
T,truth, Odet, Otruth

)
. (B.4)

This RM is then multiplied by the POWHEG + PYTHIA 8 prediction (i.e., the MC predic-
tion is “folded”) in order to obtain a detector-level distribution,

Nb→D0

(pch jet
T,det, Odet) = Rb→D0

(
pch jet
T,det, p

ch jet
T,truth, Odet, Otruth

)
×∑

pD
0

T,truth

[
εb→D0

(pD
0

T,truth)

εc→D0(pD
0

T,truth)
Nb→D0

POWHEG(pch jet
T,truth, Otruth, p

D0

T,truth)

]
(B.5)

where εb→D0
(pD

0

T,truth) and εc→D0
(pD

0

T,truth) are calculated in the same way as given in Eq. B.1

and B.3, but in intervals of pD
0

T,truth instead of pD
0

T,det since the distributions are at truth

level. The extra factor of εc→D0
(pD

0

T,truth) is required to account for the equivalent scaling
that occurred on the “hidden” feed-down component in Eq. B.2; these distributions will be
subtracted below. Equation B.5 also includes corrections due to kinematic efficiencies of
the response matrix, which are a minor effect and for simplicity are not explicitly shown; for
details on the kinematic efficiency, see Sect. 3.3.3.

The number of D0-tagged jets coming from non-prompt B meson decays relative to the
number of inclusive (prompt plus non-prompt) decays is known as the feed-down fraction.
An example of the feed-down fraction for λ1 is shown in the right panel of Fig. B.3, which
is obtained by taking the ratio of Nb→D0

(pch jet
T,det, Odet) as calculated above and dividing by

Ndata(pch jet
T,det, Odet) (before correcting for the feed-down effect).

The background-subtracted data distributions can finally be corrected at detector level
by using a combination of the prompt efficiency-corrected data (Eq. B.2) and the estimated
value of Nb→D0

(pch jet
T,det, Odet) from POWHEG + PYTHIA 8,

N c→D0

(pch jet
T,det, Odet) = Ndata(pch jet

T,det, Odet) −Nb→D0

(pch jet
T,det, Odet), (B.6)

which is the final prompt distribution that will be unfolded for detector effects, using a RM
produced using only jets with prompt c → D0 mesons,

Rc→D0
(
pch jet
T,det, p

ch jet
T,truth, Odet, Otruth

)
. (B.7)
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Parameter Central Value Systematic Variations

mb 4.75 GeV/c2 4.5, 5.0 GeV/c2

PDF CT10nlo (11000) CT10nlo (21200)
(µF, µR) (1, 1) (0.5, 0.5), (0.5, 1), (1, 0.5), (2, 2), (2, 1), (1, 2)

Table B.2: Parameters of the POWHEG + PYTHIA 8 simulations which are varied to esti-
mate uncertainty on the D0-tagged jet contribution from feed-down decays of B mesons [303].

B.4 Systematic uncertainties

In the D0-tagged jet analysis, in addition to the systematic uncertainties discussed for in-
clusive jets in Sect. 3.4 additional uncertainties are assigned for the topological selection
criteria, the invariant mass signal extraction, and the B meson feed-down correction.

The procedure used to select the D0 meson adds additional systematic uncertainty to the
measurement. Uncertainty due to the topological selection criteria is attributed by varying
the selection criteria in the vicinity of the values given in Table B.1. Four variations were
performed, with three sets of looser and one set of stricter cuts, which are compared to
the nominal settings. The root mean square of these four ratios is taken as a systematic
uncertainty.

There is also an uncertainty on the feed-down contribution coming from B meson decays,
as the distributions obtained from POWHEG + PYTHIA 8 MC (discussed in Sect. B.3)
may have some deviation from real B meson decays. In order to assess this systematic
uncertainty, the MC simulation is performed with different choices of the quark mass mb,
the factorization scale µF, the renormalization scale µR, and the PDF [303]. Table B.2 lists
these parameters, their central values, and the systematic variations which are considered.
The resulting varied distributions are compared to the nominal result, with the maximum
spread in their ratios taken as the systematic uncertainty.

Finally, an uncertainty is introduced when extracting the D0 yield from the invariant
mass distributions. Several variations are performed to estimate this:

• The bandwidth of the signal and background regions are varied by ±2σ, with six
combinations probing the extremes of these variations.

• The background template is changed from an exponential decay to a linear fit, to
account for shape bias.

• The Gaussian fit on the D0 mass peak is varied from having a free mean peak value
(default) to being fixed at the accepted value mD0 = 1.864 GeV/c2 [3] as well as the
value predicted by MC.

• The upper and lower limits of the Gaussian fit are also varied by 0.09 and 0.03 GeV/c2,
respectively.
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Figure B.4: Total systematic uncertainty of D0-tagged jet angularities λα for R = 0.4
charged-particle jets in pp collisions, along with individual sources. The total uncertainty is
taken as the quadrature sum of all contributions. [303]

• The invariant mass distributions are rebinned both by a factor of 2 and 5 to estimate
bias introduced by binning.

The root mean square of all of these variations, as compared to the nominal result, is taken
as a systematic uncertainty.

Systematic uncertainties for the D0-tagged jet analyses are shown in Fig. B.4. The un-
certainty in the last bin has a large statistical covariance, though the systematic uncertainty
is kept large to maintain a conservative estimate.
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