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Half-listening or zoned out? It’s about the same: the impact of attentional state 
on word processing in context
Megan A. Boudewyn

Department of Psychology, University of California, Santa Cruz, CA, USA

ABSTRACT
Language comprehension must require some degree of attentional focus, but how do periods of 
inattention and/or split attention impact how language is processed? Here EEG was recorded while 
participants listened to full-length stories, and were periodically asked about whether they were 
fully attentive, were completely inattentive, or felt that they were in a split attention state. The ERP 
response to the words immediately preceding these attention questions was examined as 
a function of participant response, which allowed for the comparison of word processing in each 
of these attentional states. When participants were on-task, typical N400 effects of lexical fre
quency (smaller N400 for common compared to less common words), word position (smaller N400 
for words appearing late in a sentence compared to words appearing with less preceding context), 
and surprisal (smaller N400 for relatively expected words compared to relatively unexpected 
words) were observed. When participants were in a fully inattentive state, the word-level effect 
of frequency was intact, but the context-dependent effects of word position and surprisal were 
significantly reduced. Interestingly, the pattern of results when participants were in a split atten
tion state closely matched that of the fully inattentive state. Overall, the results demonstrate how 
attentional state influences sensitivity to language context during comprehension, and show that 
the consequences of inattention and split attention on word processing in context are quite 
similar, at least on the indices measured here.
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Introduction

Most of us engage in various forms of language com
prehension all day, every day. We have conversations, 
read books and so on. However, our level of attention to 
what we are listening to or reading is not constant. 
Instead, our attention fluctuates. Sometimes our atten
tion lapses completely, meaning that we temporarily fail 
to attend to the text or speech with which we were 
previously engaged. Other times we attempt to divide 
our attention, intentionally or unintentionally, between 
a language comprehension ‘task’ (like reading) and 
something else. Previous work shows that during lan
guage comprehension, our attention fluctuates rela
tively often: in language comprehension tasks 
conducted in a laboratory, readers and listeners self- 
report spending an average of 30–40% of time off-task 
(Boudewyn & Carter, 2018; Franklin et al., 2013).

Previous behavioral work has demonstrated that per
iods of inattention (but not split attention) during read
ing are predictive of poor performance on 
comprehension questions (Smallwood et al., 2008). 
Previous work has also used electrophysiology to 

investigate neural markers associated with attention 
lapses during language comprehension. In these studies, 
neural activity in the alpha frequency band was con
nected to periods of inattentiveness during language 
comprehension, as well as to poor comprehension per
formance for information presented during periods of 
particularly high levels of alpha activity (Boudewyn & 
Carter, 2018; Boudewyn et al., 2015). This data shed 
light on the neural markers associated with ‘zone out 
states’ as well as linked specific neural measures to 
comprehension outcomes.

However, an open question concerns how attentional 
state impacts lexical semantic processing of words in 
context. The identification and retrieval from memory 
of words as they are received during comprehension is 
influenced by a number of factors, including (but not 
limited to) how common or rare the word is (word 
frequency), whether the word occurs in isolation or 
after a substantial amount of context (word position), 
and how predictable or unpredictable the word is within 
that context (which can be quantified by 
a computationally-derived measure called surprisal). 
Previous work has also shown that an individual’s ability 
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to ‘make use’ of these various factors when processing 
incoming words varies as a function of individual differ
ences in cognitive abilities such as working memory 
capacity, cognitive control and verbal skill (Boudewyn 
et al., 2012, 2013, 2015). Within an individual, however, 
does the influence of lexical characteristics and contex
tual information on word processing vary over time as 
a function of attention?

To address this question, the current study examined 
word processing in a story listening task during periods 
of inattentiveness and split attention. The primary focus 
of the analysis was on the N400 ERP component, 
a negative-going deflection elicited by meaningful 
semantic content (Kutas & Federmeier, 2011). The ampli
tude of the N400 is modulated by a variety of factors, 
including lexical characteristics (e.g., word frequency, 
such that more common words elicit a smaller N400 
amplitude than less common words) and contextual 
information (e.g., predictability, such that more predict
able words elicits a smaller N400 than less predictable 
words). Thus, the amplitude of the N400 is thought to 
reflect the relative ease of retrieval of a word’s meaning 
from memory (Kutas & Federmeier, 2011).

Previous studies examining the influence of attention 
on the N400 have largely utilized word priming para
digms in which word pairs are presented at attended or 
unattended visual locations (Cristescu & Nobre, 2008; 
McCarthy & Nobre, 1993; Ruz & Nobre, 2008). For exam
ple, McCarthy and Nobre (1993) presented participants 
with word lists containing semantically related or 
repeated pairs of words, which were presented to either 
the left or right visual fields, and participants were 
instructed to attend left or attend right. Significant 
N400 effects of repetition and semantic priming were 
found for words in the attended visual field, but not in 
the unattended visual field (McCarthy & Nobre, 1993). 
However, in studies asking participants to direct visual 
attention to the location in which words are presented, 
preserved N400 effects of semantic relatedness have 
been found even without awareness, such as when 
words are presented so quickly after another visual sti
mulus that participants are not able to accurately report 
what they have read (Luck et al., 1996).

In the current study, participants listened to full- 
length stories while EEG was recorded, and were peri
odically asked about whether they were paying full 
attention to the task, were completely inattentive to 
the task, or felt that they were in a split attention state. 
ERPs to the content words in sentences immediately 
preceding the attention questions were examined as 
a function of participant response, allowing for the 
examination of word processing when participants 
were in each of these self-reported attentional states. It 

was hypothesized that when participants were fully 
attentive to the task, word processing would be signifi
cantly influenced by both lexical characteristics such as 
word frequency, and context-based factors such as word 
position and surprisal (a computationally-derived mea
sure of a word’s expectedness in context). In contrast, it 
was hypothesized that word processing would be less 
driven by such factors when listeners were in a split 
attention state, and least driven by such factors when 
listeners were in a fully inattentive state. In other words, 
a graded pattern of N400 effects as a function of atten
tional state was predicted, such that the largest effects 
would be observed when participants were on-task, and 
the smallest (or event absent) effects would be observed 
when participants were inattentive.

Methods

Participants

Sixty-six undergraduate students at the University of 
California, Davis received course credit for their partici
pation in this experiment (44 female, 21 male, 1 decline- 
to-state; average age: 20.6, range 18–32 years). All were 
right-handed, native speakers of English, with no 
reported hearing loss or psychiatric/neurological disor
ders. Results from a separate analysis of oscillatory mar
kers of attention lapsing in a 35-participant subset of this 
dataset have previously been published (Boudewyn & 
Carter, 2018). In addition, the data from 40 participants is 
available at https://osf.io/zft6e/as part of the supple
mental materials for a recent paper in which a portion 
of the data was used to examine word representation 
vectors in natural language processing models (He et al.,  
2022).

Materials

Participants listened to two full-length short stories 
adapted from the Sherlock Holmes canon (The Three 
Students (Doyle, 1905) and The Beryl Coronet (Doyle,  
1905)). Stories were adapted to conform to modern 
vocabulary and syntax norms for ease of listening (e.g., 
‘The Beryl Coronet’ was modified to be titled ‘The 
Emerald Crown’). Runtime for both stories combined 
was 72.8 minutes (The Three Students: 34.4 minutes; The 
Emerald Crown: 38.4 minutes). Stories were recorded 
with neutral intonation and speaking rate by a female 
speaker with a background in linguistics and previous 
experience recording language stimuli for similar experi
ments, and were digitally recorded using a Schoeps MK2 
microphone (44,000 Hz, 16 bit).
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At intervals throughout the story, attention probes 
appeared as text. A total of 54 probes over the course 
of both stories were presented (The Three Students: 25; 
The Emerald Crown: 29). The average time between 
probes 1.36 minutes for The Three Students (range: 
0.78–2.13 minutes) and 1.39 minutes for The Emerald 
Crown (range: 0.47–2.21 minutes). A description with 
examples of each of the response categories to the 
attention probes (‘on task,’ ‘off-task unaware’ and ‘off- 
task aware’) was included in the task instructions. 
Probes read: ‘Just prior to this question, was your 
attention on-task or off-task?’ and given the following 
response options: ‘on task,’ ‘Off task unaware (zoning 
out),’ and ‘Off task aware (tuning out).’ ‘on task’ was 
defined to participants as an attentive state in which 
their attention was focused only on the task. ‘Off task 
unaware (zoning out)’ was defined to participants as 
an accidentally inattentive state, in which participants 
did not realize they were not attending to the task 
until the attention probe appeared. In contrast, ‘Off 
task aware (tuning out)’ was defined as a split atten
tion state, in which participants may have felt they 
were partially attending to the task but were also 
knowingly thinking about something else. Participants 
were explicitly told that off-task thought is a typical 
occurrence during language comprehension, and were 
asked to respond to the attention probes truthfully 
based on their attentional state just before the probes 
interrupted the stories. The use of these attentional 
state categories and corresponding definitions was 
motivated by previous research on attention lapsing 
during language comprehension tasks in which signifi
cant differences have been observed between ‘zoning 
out’ and ‘tuning out’ states (Smallwood et al., 2008; 
Smallwood, McSpadden, et al., 2007). Thus, in the cur
rent study we operationalize an ‘attentive’ state using 
’on task’ responses, an ‘inattentive’ state using ‘zoning 
out’ responses, and a ‘split attention’ state using ‘tun
ing out’ responses.

Participants completed multiple choice questions 
about the stories after listening was complete. Please 
refer to Boudewyn and Carter (2018) for additional 
details on the task.

Content words in the two sentences immediately 
preceding each attention probe were marked as critical 
words for analysis, and their lexical frequency, word 
position, and surprisal were calculated.

Word Frequency was assessed using the ‘SUBTL-WF’ 
values for each word in the SUBTLEX-US word frequency 
database (Brysbaert & New, 2009). Low frequency critical 
words were defined as words with a frequency lower 
than 100 instances per million (average: 28.79; range: 
0.02–98.92). High frequency critical words were defined 

as words with a frequency above than 100 instances 
per million (average: 355.84; range: 100.63–964.47).

Word Position was defined as the numbered position 
of a given critical word in a sentence. Early in Sentence 
words were defined as words in positions 2 through 6, 
and Late in Sentence words were defined as words in 
positions 7 through 12.

Surprisal was used to quantify the predictability of 
a given word in context. Surprisal is computed by taking 
the negative log transform of the probability of a given 
word in context. As such, high surprisal values for a word 
indicate that the word is relatively unpredictable in con
text, while low surprisal values indicate that a word is 
relatively predictable in context. There are many differ
ent ways to calculate the probability of a given word, 
including a variety of different language models, such as 
transformer language models and recurrent neural net
work models (Armeni et al., 2017; Frank & Willems, 2017; 
Frank et al., 2015; Kuperberg & Jaeger, 2016; Michaelov 
et al., 2021; Szewczyk & Federmeier, 2022). Here, we used 
the PsychFormers tool for calculating surprisal using 
transformer language models, which is available at 
h t t p s : / / g i t h u b . c o m / j m i c h a e l o v / P s y c h F o r m e r s  
(Michaelov & Bergen, 2022). This tool was used to obtain 
surprisal values for all critical words using GPT−2, 
a transformer based language processing model 
(Radford et al., 2019). Previous work has found that 
predictability measures derived from GPT−2 covary 
with cloze probability (a measure of predictability 
derived from participant responses to a sentence com
pletion task), and yield typical N400 effects of word 
predictability (Szewczyk & Federmeier, 2022) A median 
split of surprisal values was used to divide critical words 
into Relatively Predictable (average surprisal: 5.9; range: 
0.03–9.99; average probability: 0.55; range: 0.5–0.87) and 
Relatively Unpredictable (average surprisal: 15.52; range: 
11–41.56; average probability: 0.5; range: 0.5–0.5001) 
conditions.

It is worth noting that Word Position and 
Predictability were correlated, such that lower surprisal 
values (corresponding to more predictable words) were 
associated with higher word positions (corresponding to 
words later in the sentence) (r = −0.35). This is not sur
prising, as words might be expected to become more 
predictable in context as sentences unfold. However, 
these were separable variables, as only about 20% of 
critical words within the early Word Position condition 
overlapped with critical words in the relatively 
Unpredictable condition.

COGNITIVE NEUROSCIENCE 3

https://github.com/jmichaelov/PsychFormers


Procedure

After application of the EEG cap and facial electrodes, 
participants sat in a comfortable chair in an electrically- 
shielded, sound-attenuating booth. Participants were read 
task instructions by an experimenter, and then began the 
story listening task. During the task, participants listened to 
both stories (story order was counterbalanced across parti
cipants) and then completed a paper-and-pencil multiple 
choice comprehension test. During listening, a white fixa
tion cross was presented in the center of a computer screen 
about 100 cm in front of the participants; when presented, 
attention probes were displayed as text on this screen.

EEG data acquisition and preprocessing

EEG was recorded using a 29-electrode custom Electro- 
Cap, with electrodes placed in standard positions 
according to the 10–20 system (ElectroCap 
International). To monitor for eye-movements and 
blinks, additional electrodes were placed on the outer 
canthi and below the left eye. The right mastoid was 
used as the recording reference, and the data was later 
re-referenced to the average of the left and right mas
toids. EEG was recorded with a bandpass of 0.01 and 100  
Hz, and digitized online at a sampling rate of 500 Hz. 
Impedances were kept below 5 kΩ during recording.

Preprocessing of EEG data was completed using the 
EEGLAB toolbox (Delorme & Makeig, 2004) with the 
ERPLAB plugin (Lopez-Calderon & Luck, 2014) for 
Matlab (https://www.mathworks.com/). ICA-based arti
fact correction was used to remove blink and other eye- 
movement artifacts in the data (Delorme & Makeig,  
2004). After ICA was completed, the data was segmen
ted into −200 to 1000 ms epochs time-locked to the 
onset of each critical word. Epochs were then screened 
for any remaining artifacts and baseline correction was 
performed using a −200 to 0 ms baseline window. 
A minimum of 20 artifact-free trials in all conditions 
was required for inclusion in the analysis; 13 participants 
were excluded based on this criterion. On average, 18% 
of trials were excluded following artifact rejection, and 
an average of 122 trials per condition were included in 
the final analysis. Artifact-free trials in each condition 
were averaged in order to create ERPs for each partici
pant and condition. A low-pass filter with a 15 Hz half- 
amplitude cutoff was applied to all ERPs, and statistical 
analyses were conducted on the filtered data.

ERP analysis

Three comparisons of interest were tested as 
a function of attentional state: (1) Low Frequency vs. 

High Frequency words; (2) Early in Sentence vs. Late in 
Sentence words; and (3) Relatively Predictable vs. 
Relatively Unpredictable words. Analyses focused on 
6 centro-parietal electrodes (CP1, CP2, P3, P4, Cz, and 
Pz) at which the N400 effect is typically maximal, and 
a single ERP was created for each participant and 
condition by averaging across these electrode sites. 
A repeated measures ANOVA was then conducted for 
each comparison of interest, using the mean ampli
tude in the 300–600 ms time window following the 
onset of a critical word at the dependent measure. 
Attentional State (3 levels: Attentive, Inattentive, Split 
Attention) and Trial Type (2 levels) were included as 
within-subjects factors. Significant interactions 
between Attentional State and Trial Type were fol
lowed-up with simple effects comparisons testing 
whether the effect of Trial Type was significant in 
each Attentional State (i.e., to determine whether the 
effect was present in each Attentional State). Where 
appropriate, an additional test was conducted to 
determine whether the effects of Trial Type were sig
nificantly different across Attentional States (i.e., to 
determine whether any significant effects of Trial 
Type were significantly larger for one Attentional 
State vs. another). This was done by dropping the 
factor of Trial Type from the rANOVA, and using the 
difference between Trial Type Level 1 and Trial Type 
Level 2 as the dependent measure.

Results

Word frequency effects

The omnibus rANOVA showed significant main effects of 
Word Frequency (F(1,52) = 6.76; p = 0.012) and Attention 
Status (F(2,104) = 12.79; p = 0.001), such that Low 
Frequency words elicited a larger N400 amplitude than 
High Frequency words, and larger N400 amplitudes were 
most negative when participants were Attentive. The 
interaction of Word Frequency and Attention Status 
was not significant. The effects of Word Frequency by 
Attention Status are plotted in Figure 1. 

Word position effects

Significant main effects of Word Position (F(1,52) =  
44.47; p < 0.0001) and Attention Status (F(2,104) =  
17.79; p < 0.0001) were characterized by a significant 
interaction (F(2,104) = 14.08; p < 0.0001). Simple 
effects comparisons showed that the effect of Word 
Position was significant when participants were 
Attentive (F(1,52) = 27.38; p < 0.0001), Inattentive (F 
(1,52) = 16.62; p = 0.00016) and in a Split Attention 
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state (F(1,52) = 18.13; p < 0.0001). The effect of Word 
Position was significantly larger when participants 
were Attentive than when participants were in either 
an Inattentive state (p = 0.0015) or a Split Attention 
State (p = 0.0011). The Word Position effects for 
Inattentive and Split Attention States did not signifi
cantly differ from one another. To sum up: significant 
effects of Word Position were found in all attention 
conditions, but were significantly larger when partici
pants were Attentive compared to off task. The 

effects of Word Position by Attention Status are 
plotted in Figure 2.

Predictability effects

In addition to significant main effects of Predictability (F 
(1,52) = 9.67; p = 0.003) and Attention Status (F(2,104) =  
9.68; p < 0.0001), there was a significant interaction 
between the two (F(2,104) = 3.68; p = 0.045). Simple 
effects comparisons showed that the effect of 

Figure 1. ERP effects of word frequency by attentional state. Plotted is the composite waveform at the 6 centro-parietal electrode sites 
used for all analysis (CP1, CP2, P3, P4, Cz, and Pz). Negative is plotted up.

Figure 2. ERP effects of word position by attentional state. Plotted is the composite waveform at the 6 centro-parietal electrode sites 
used for all analysis (CP1, CP2, P3, P4, Cz, and Pz). Negative is plotted up.

Figure 3. ERP effects of predictability by attentional state. Plotted is the composite waveform at the 6 centro-parietal electrode sites 
used for all analysis (CP1, CP2, P3, P4, Cz, and Pz). Negative is plotted up.
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Predictability was significant when participants were 
Attentive (F(1,52) = 7.56; p = 0.008), Inattentive (F(1,52)  
= 7.53; p = 0.008) and in a Split Attention state (F(1,52) =  
6.52; p = 0.014). The effect of Predictability was signifi
cantly larger when participants were Attentive than 
when participants were in a Split Attention state (p =  
0.039); the effect when participants were in a Inattentive 
state did not significantly differ from either of the other 
two conditions. To sum up: significant effects of 
Predictability in the N400 window were found in all 
attentional states, and the effect was significantly larger 
when participants were Attentive than when they were 
in a state of Split Attention. The effects of predictability 
by Attention Status are plotted in Figure 3.

General discussion

This study examined word processing during story lis
tening as a function of attentional state. The results 
showed that when participants confirmed that they 
were in an on-task, attentive state during listening, 
word processing was facilitated by both local word- 
level characteristics like lexical frequency and context- 
based factors like predictability (see Figure 4 for 
a summary of all attention effects). In other words, 
when they were paying attention, participants were 
able to quickly make use of a variety of contextual cues 
in order to facilitate the processing of incoming words. 
However, as might be expected, when participants were 
in an inattentive, ‘zoned out’ state, they were less sensi
tive to these contextual cues, showing reduced effects of 
context (although intact word-level effects). 
Interestingly, sensitivity to context was just as reduced 
(if not more so) when participants reported being in 
a state of split attention compared to fully inattentive.

This pattern of results provides insight into how lan
guage is processed (or partially processed) during a so- 
called ‘zoned out’ state, when participants reported 
being totally inattentive to the story. Some accounts of 
attention lapsing suggest that there is a ‘perceptual 
decoupling’ that occurs during an attention lapse, or 

period of mind-wandering, such that the locus of atten
tion is shifted internally at the expense of attention to 
incoming external/perceptual input (Schooler et al.,  
2011; Smallwood, 2011; Smallwood, Fishman, et al.,  
2007). According to the cascade model of inattention, 
a shift of attention away from task-relevant stimuli will 
result in less detailed perceptual representations of 
those stimuli, which ultimately leads to more superficial 
processing than would occur when attention is engaged 
with the task (Smallwood, 2011). In line with this model, 
periods of inattention during language processing have 
been previously connected to reduced comprehension, 
which has been interpreted as indicative of more shal
low processing (Smallwood et al., 2008). In the current 
study, evidence was found for relatively intact ‘low level’ 
(word level) processing during periods of inattention, 
whereas ‘high level’ processing (context-dependent 
effects) was significantly reduced. These results are con
sistent with the cascade model of inattention.

The pattern of results observed when participants 
were in a ‘half-listening’ or split-attention state was par
ticularly intriguing. In contrast to the initial prediction 
that the results in this condition would be intermediate 
between the attentive and inattentive conditions, the 
results instead suggested that split attention is ‘just as 
bad’ as inattention, at least in terms of its effect on the 
language processing indices measured here. Anything 
other than a fully attentive state appeared to lead to 
relatively locally-driven processing, in that reduced 
effects of global context on word processing were 
found when either fully inattentive or dividing attention 
(compared to when fully on-task). This result is consis
tent with previous work that demonstrated attenuated 
N400 effects of semantic fit under dual task conditions in 
which attention was split between sentence reading and 
a sustained visual attention task (Hubbard & Federmeier,  
2021). In addition, previously published analyses of 
a subset of the current data found that comprehension 
accuracy on a multiple-choice test completed after story 
listening was reduced to the same extent when partici
pants were inattentive as when they reported being in 

Figure 4. Summary of all N400 effects of attention. Values reflect the difference between conditions in mean amplitude between 300– 
600 ms for the composite waveform at the 6 centro-parietal electrode sites used for all analysis (CP1, CP2, P3, P4, Cz, and Pz). Note: as 
the N400 is a negative-going ERP, larger effects are indicated by more negative values.
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a split attention state (Boudewyn & Carter, 2018). These 
results suggest that split attention is no better than 
experiencing a complete lapse of attention. However, 
some previous behavioral studies have found evidence 
that periods of inattention (‘zoning out’), and not peri
ods of split attention, are specifically associated with 
negative consequences for language comprehension as 
well as other cognitive tasks (Smallwood et al., 2008; 
Smallwood, McSpadden, et al., 2007). Overall, the avail
able data suggest that the impact of periods of split 
attention on cognitive processing may be complex, but 
that split attention can reduce a reader or listener’s 
sensitivity to context during language comprehension, 
as in the current study and in Hubbard and Federmeier 
(2021).

Why might this be the case? It is possible that partici
pants were simply not very good at self-monitoring their 
own attentional state, and may have used the response 
options corresponding to inattentive and split attention 
states somewhat interchangeably. While this cannot com
pletely be ruled out, there is some data that suggests 
otherwise. Previous analyses of a subset of the current 
dataset found a significant difference in neural oscillations 
associated with attention when comparing inattentive to 
split attention states (Boudewyn & Carter, 2018). 
Specifically, neural oscillations in the alpha frequency 
band1 were increased when participants were inattentive 
(relative to when they were attentive), but were decreased 
when they were in a state of split attention. In addition, 
previous work from other groups has found behavioral 
differences on language comprehension and executive 
control tasks between inattentive and split attention states 
(Smallwood et al., 2008; Smallwood, McSpadden, et al.,  
2007). This suggests that participants were successfully 
distinguishing between the different attentional states.

Thus, in keeping with a large and growing literature 
showing the costs of dividing attention, these results may 
indicate that ‘half-listening’ and dividing attention during 
language comprehension has costs on par with fully ‘zon
ing out’ and losing attentional focus. This is consistent with 
the suggestion that truly split attention is an illusion, and 
that when we attempt to split our attention or multi-task, 
the brain is instead rapidly toggling between tasks (Miller & 
Buschman, 2015). Given the dependence of language com
prehension on maintaining attentional focus over time, this 
kind of shifting between the task and another locus of 
attention would be expected to impact the ability to con
struct a representation of the overall context and to make 
use of that representation to processing incoming words. 
This fits with the pattern of results observed in this study, in 

which ‘split attention’ leads to the same pattern of word 
processing as ‘inattention’ in terms of sensitivity to rela
tively global context, but with intact sensitivity to local 
word level context.
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