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ABSTRACT OF THE DISSERTATION

Exact Learning of Graphs Using Queries

By

Ramtin Afshar

Doctor of Philosophy in Computer Science

University of California, Irvine, 2023

Distinguished Professor Michael T. Goodrich, Chair

Given the vertices, V , of an unknown graph G = (V,E), exact learning refers to the process

of reconstructing the edges, E, to learn its structure using an all-knowing black box oracle.

This is motivated by a broad range of applications from network discovery, where the goal

is to infer the topology of a communication network from queries, to computational biology

and digital phylogeny, where we wish to learn how a set of objects have been evolved through

a set of experiments. In this dissertation, we study various instances of exact learning of

graphs using different query settings. For instance, we present an optimal algorithm to

learn digital phylogenetic trees (directed rooted trees) using path queries, where a path

query given two vertex, u and v, it returns true if and only if there is a directed path

from u to v. We also provide efficient algorithms to learn other directed graphs such as

multitrees, butterfly networks, and almost-trees from path queries. In addition, we study

efficient learning algorithms for network mapping using kth-hop queries, where a kth-hop

query given vertex u and v and integer k, it returns the kth vertex on a shortest path from

u to v.

xi



Chapter 1

Introduction

The exact learning of a graph, also known as graph reconstruction, refers to the process

of reconstructing an unknown ground-truth graph data structure, through an all-knowing

oracle, which answers certain types of queries involving a subset of vertices of the graph.

This process can be abstracted in terms of two parties, a querier, Bob, who issues queries of

a certain type with the goal of learning a hidden ground-truth graph, G, and, a responder,

Alice, who must correctly answer queries regarding the structure G.

We distinguish three settings for exact learning of graphs, namely, non-adaptive, adaptive,

and an intermediate setting, parallel [42]. In non-adaptive, the querier, has to issue all the

queries at once upfront. In adaptive setting, the querier may choose queries depending on

the answers to the prior queries. Finally, in the parallel setting, the querier issues queries in

batches where the queries in the same batch should not depend on the answer of the other

queries in the same batch, but they may rely on the queries issued in the previous batches.

Since the provided query responses may eliminate the search space, that is, it may remove

the need to ask some specific queries, it is reasonable to think the more parallel a solution

is, the more likely it demands more queries.
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In this dissertation, we mostly focus on studying parallel exact learning algorithms. We

measure the efficiency of our methods in terms of the number of vertices of the graph, n,

using two complexities, i) query complexity, Q(n), which is the total number of queries

that we perform, and it comes from the learning theory [5, 32, 47, 7, 95] and complexity

theory [26, 107], and ii) round complexity, R(n), which is the number of rounds that we

perform our queries. In particular, we provide efficient algorithms for exact learning of

various graph classes including directed graphs such as rooted trees, multi-trees, almost-

trees, and undirected connected graphs with various query models which we describe next.

Note that while the focus of this dissertation is to study exact learning methods for learning

a hidden ground truth graph, there are other frameworks for learning as well. For instance,

as proposed by Valiant [102], probably approximate correct (PAC) learning is a framework

with the goal of learning with high probability an approximately correct hidden concept

(e.g. graphs in this dissertation). In addition, throughout this dissertation we assume all the

query responses are correct. Note that in the presence of an independent noise probability

p < 1/2 for query responses, that is, when response of each query is correct independently

with probability 1−p and incorrect otherwise, all of our results still hold with high probability

by repeating each query for O(log n) times in parallel and taking the majority vote as the

response [30].

1.1 Learning Rooted Trees

We present an optimal parallel algorithm to learn an unknown directed rooted tree T =

(V,E, r), with vertex set V , and root vertex, v ∈ V , and edges E oriented away from r using

path queries. A path query given two vertices u and v, it returns true if and only if there

is a directed path from u to v. The querier knows V , but learning r and E is the objective

of the algorithm. Motivated by applications in biological and digital phylogeny, we assume

2



that the tree has a maximum degree of some constant, d.

Results.

We show that a fixed-degree rooted tree with n vertex can be learnt using path queries with

R(n) ∈ O(log n) and Q(n) ∈ O(n log n), with high probability, w.h.p. 1 We also prove that

our algorithm is optimal in terms of query complexity and round complexity by providing

a matching lower bound of Ω(dn + n log n) for any randomized or deterministic algorithm.

In addition, our parallel algorithm outperforms the best-known sequential complexity of

Q(n) ∈ O(n log2 n) for this problem by Wang and Honorio [103]. We also suggest some

real-world applications by accompanying an experimental analysis of our algorithm.

1.2 Learning Multitrees and Almost-trees

Given the vertices V of a directed acyclic graph (DAG), G = (V,E), we aim at learning

E using path queries. However, not every directed acyclic graphs can be learnt using path

queries, for instance, transitive edges in a DAG cannot be distinguished. For this purpose, we

study families of DAGs that do not have transitive edges. We devise exact learning algorithms

for multitrees—a Dag with at most one directed path between any pair of vertices. We also

study how to efficiently learn an almost-tree, where we define an almost-tree as a union of a

directed rooted tree with an additional cross edge.

Results.

We first present a deterministic result for learning a directed rooted tree using path queries,

giving a sequential deterministic approach to learn fixed-degree trees of height h, with O(nh)

path queries, which forms a building block for some of the algorithms in Chapter 3. We then

1We say that an event occurs with high probability, w.h.p., if it occurs with probability at least 1− 1
nc ,

for some constant c ≥ 1.

3



employ a tree-learning method to design a learning method for a multitree with a roots

using Q(n) ∈ O(an log n) path queries and R(n) ∈ O(a log n) rounds w.h.p. Additionally,

we use our tree learning to devise a method with Q(n) ∈ O(n3/2 · log2 n) path queries to learn

butterfly networks w.h.p. We present a parallel algorithm to learn almost-trees of height h,

with Q(n) ∈ O(n log n+ nh) and R(n) ∈ O(log n) w.h.p. We prove that our our almost-tree

learning algorithm is optimal by providing a lower bound of Ω(n log n + nh) for the worst

case query complexity of a deterministic algorithm or an expected query complexity of a

randomized algorithm for learning fixed-degree almost-trees. In addition, our asymptotically-

optimal query complexity bound improves the best-known sequential query complexity for

this problem due to Janardhanan and Reyzin [69] who achieved Q(n) ∈ O(n log3 n+ nh) in

expectation.

1.3 Learning Undirected Graphs

For a source node u and a target node v, the kth-hop query returns kth vertex on a shortest

path from u to v. Indeed, kth-hop query forms the inner loop of how the traceroute

command works, as traceroute issues kth-hop query for k = 1, 2, · · · , δ(u, v), where δ(u, v)

is the number of edges on a shortest path from u to v. Suppose we are given access to a subset

U ⊆ V of vertices of a connected, undirected, unweighted graph G = (V,E), in the network

mapping problem, we wish to learn the induced shortest path graph H = (U, Ẽ), such that

there is an edge (u, v) ∈ Ẽ if and only if kth-hop(k, u, v) return vertices of a shortest path

from u to v that does not include any other vertex in U except v, that is, no kth-hop(k, u, v)

query would return a vertex w ∈ U aside from vertex v. Therefore, the objective of the

network mapping problem is to learn a weighted, connected, undirected, graph H, where for

two vertices u and v the edge (u, v) in H has weight δ(u, v)

Results.

4



We begin by introducing a new parallel implementation of a well-known graph clustering

technique of Thorup and Zwick [98] with round complexity of O(1), while their original im-

plementation implies an expected round complexity of O(log n). In doing so, we introduce

a parameter that allows us to trade off parallel time and cluster size. We will use this new

construction to learn a graph-theoretic Voronoi diagram in our network mapping algorithm.

We then provide the first non-trivial algorithmic results for the network mapping problem.

We characterize the query complexity and our round complexity using the size of the van-

tage point, n = |U |, and some interesting parameters that capture the sampling coverage

provided by the set U . For instance, let ∆ be the maximum degree of the graph, H, and we

introduce a distance coverage parameter, δmax, which is the maximum weight for an edge in

H, and a nearby-vertices parameter, µ, which is an upper bound on the number of vertices

within a distance of 2δmax of any given vertex v ∈ U . We show that these parameters are

required to avoid trivial quadratic solutions. For instance, under reasonable assumptions

regarding these parameters, we present the first constant-round network-mapping algorithm

with query complexity better than the trivial brute-force algorithm. We also introduce a

greedy approach for network mapping that is based on parallel greedy approximate set cover,

which allows us to achieve a near-quasilinear query complexity.

5



Chapter 2

Learning Rooted Trees

2.1 Introduction

Phylogenetic trees demonstrate how a group of objects have been evolved from one another.

Phylogenetic trees most commonly refer to the biological phylogenetic trees, however, re-

cently, there has been a growing interest to study the evolutionary relationships in digital

phylogenetic trees [54, 83, 70, 77, 92, 27, 46, 45, 44]. Within a digital phylogenetic tree, each

vertex is a data object, such as a multimedia object (e.g. images or videos) [27, 46, 45, 44],

a text document [77, 92], a source-code [70], or a computer virus [54, 83], and the edges

show how these objects are evolved using edits, data compression, or data corruption. (See

fig. 2.1.)

In this chapter, we provide efficient algorithms for exact learning of digital phylogenetic

trees using queries involving nodes of the tree. In digital phylogenetic trees, we can perform

queries involving any nodes in the tree, including internal nodes, as these represent digital

artifacts, which are often archived. In particular, we focus on path queries, where one is

given two nodes, v and w, and the response is “true” if and only if v is an ancestor of w.

6



Figure 2.1: A digital phylogenetic tree of images, from Dias et al. [44] showing the evolu-
tionary relationship between a set of near-duplicate images.

Reconstructing these phylogenetic trees helps us to better understand the evolutionary

process of the digital artifacts. Specifically, learning the structure of digital phylogenetic

trees has applications in several areas such as security, forensics, and copyright enforce-

ment [54, 83, 70, 77, 92, 27, 46, 45, 44]. For instance, learning a phylogeny of original

and near-duplicate documents can help forensic experts as they may achieve better results

if they analyze the original document rather than near-duplicate documents [44]. On the

other hand, these experts may want to focus more on individuals who distribute the contents

closer to the root of tree since they are more likely to be the one who created the original

content, therefore, learning the tree can help them to identify the nodes close to the root.

While previous work focused on learning trees sequentially, we provide an efficient parallel

exact learning method to learn trees. We measure the performance of our exact learning

methods in terms of the number of vertices of the tree, n, using two complexities:

• Query complexity, Q(n): This is the total number of queries that we perform. This

parameter comes from learning theory [5, 32, 47, 95] and complexity theory [106, 26].

7



• Round complexity, R(n): This is the number of rounds that we perform our queries.

The queries performed in a round are in a batch and they may not depend on the

answer of the queries in the same round (but they may depend on the queries issued

in the previous rounds).

Roughly speaking, R(n) corresponds to the span of a parallel exact learning algorithm, while

Q(n) corresponds to its work. In this chapter, we are interested in studying complexities for

R(n) and Q(n) with respect to digital phylogenetic trees with fixed maximum degree, d.

2.1.1 Related Work

Kannan et al. [71] study the problem of learning a connected, undirected, and unweighted

fixed-degree graph using distance queries, where the query returns the distance between two

given vertices of the graph, and they provide a randomized algorithm for learning a graph

of n vertices using Õ(n3/2) distance queries.1 Abrahamsen et al. [3] study the same problem

with a weaker query type, called betweenness, where the query given three vertices u, v, w

returns whether v lies on a shortest path from u to w, and they provide an algorithm to

exactly learn the graph using Õ(n3/2) betweenness queries.

We are not aware of previous parallel work for learning digital phylogenetic trees using

a similar query model to ours. With respect to prior work on sequential tree learning,

Culberson and Rudnicki [39] provide an algorithm to learn a weighted undirected tree with

n vertices using additive distance queries, where each query given two vertices returns the

sum of the weights of edges on the path between these two vertices. They show that their

algorithm takes O(n2) queries to learn the tree in general, but for a tree of maximum degree,

d, they provide an analysis showing that their algorithm takes O(dn logd n) additive queries.

Reyzin and Srivastava [87] show that Culberson-Rudnicki algorithm indeed uses O(n3/2 ·
√
d)

1The Õ(·) notation hides poly-logarithmic factors.

8



queries for learning a tree of maximum degree, d, and they provide tight examples. Hein [61]

study the problem of learning a biological phylogenetic tree using additive distance query

where the query returns the distance between two species and they give an algorithm using

O(dn logd n) additive queries.

With respect to digital phylogenetic tree reconstruction, there are a number of sequential

algorithms with O(n2) query complexities, including the use of what we are calling path

queries, where the queries are also individually expensive, e.g., see [54, 83, 70, 77, 92, 27,

46, 45, 44]. Jagadish and Sen [68] consider reconstructing undirected unweighted degree-d

trees, giving a deterministic algorithm that requires O(dn1.5 log n) separator queries, which

answer if a vertex lies on the path between two vertices. They also give a randomized

algorithm using an expected O(d2n log2 n) number of separator queries, and they give an

Ω(dn) lower bound for any deterministic algorithm. Wang and Honorio [103] consider the

problem of reconstructing bounded-degree rooted trees, giving a randomized algorithm that

uses expected O(dn log2 n) path queries. They also prove that any randomized algorithm

requires Ω(n log n) path queries.

Our Contributions. In this chapter, we show that an n-node fixed-degree digital phylogenetic

tree can be reconstructed from path queries, which ask whether a given node, u, is an ancestor

of a given node, w, with R(n) that is O(log n) and Q(n) that is O(n log n), w.h.p. We

also provide an Ω(dn+ n log n) lower bound for the query complexity of any randomized or

deterministic algorithm suggesting that our algorithm is optimal in terms of query complexity

and round complexity. Further, this asymptotically-optimal Q(n) bound actually improves

the sequential complexity for this problem, as the previous best bound for Q(n), due to Wang

and Honorio [103], had a Q(n) bound of O(n log2 n) for reconstructing fixed-degree rooted

trees using path queries. Of course, our method also applies to biological phylogenetic trees

that support path queries. These results are accompanied by an experimental analysis of

our algorithm at the end of this chapter showing the real-world applications.
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2.2 Preliminaries

A digital phylogenetic tree can be represented using using a directed rooted tree, T =

(V,E, r), with a vertex set V , root r ∈ V , and the edge set E oriented away from the root.

The degree of a vertex in such a tree is the sum of its in-degree and out-degree, and the

degree of a tree, T , is the maximum degree of all vertices in T . In this chapter, we assume

that the trees have a maximum degree of constant, d.

Next, we review a few commonly used terms in this chapter.

Definition 2.1. (ancestry) Assume T = (V,E, r) is a rooted tree, we call u a child of v

(and v parent of u) if there exists a directed edge (v, u) in E. The descendant relation is

the transitive closure of the child relation, and the ancestor relation is the transitive closure

of the parent relation. We call a node leaf if its out-degree is 0. Let D(v) be the set of

descendants of a vertex v.

Definition 2.2. (path query) Given two nodes, u and v in a rooted tree T , a path query

returns 1 if there is a directed path from u to v, and otherwise returns 0. Also, for v ∈ V and

U ⊆ V , we represent the number of descendants of v in U with count(v, U) = |D(v) ∩ U | =∑
u∈U path(v, u).

2.3 Learning Rooted Trees using Path Queries

Let T = (V,E, r) be a rooted digital phylogenetic tree with fixed degree, d. In this section,

we show how a querier can reconstruct T by issuing Q(n) ∈ O(n log n) path queries in

R(n) ∈ O(log n) rounds, w.h.p., where n = |V |. We provide a lower bound to prove that our

algorithm is optimal in terms of query complexity and round complexity. At the outset, the

only thing we assume the querier knows is n and V , that is, the vertex set for T , and that

10



the names of the nodes in V are unique, i.e., we may assume, w.l.o.g., that V = {1, 2, . . . , n}.

The querier doesn’t know E or r—learning these is his goal.

2.3.1 Algorithms

We start by learning r, which we show can be done via any maximum-finding algorithm in

Valiant’s parallel model [100], which only counts parallel steps involving comparisons. The

challenge, of course, is that the ancestor relationship in T is, in general, not a total order, as

required by a maximum-finding algorithm. This does not actually pose a problem, however.

Lemma 2.1. Suppose A be a parallel maximum-finding algorithm in Valiant’s model, with

O(f(n)) span and O(g(n)) work. We can use A to find the root, r in a rooted tree T =

(V,E, r), using R(n) ∈ O(f(n)) rounds and Q(n) ∈ O(g(n) + n) total queries.

Proof. We pick an arbitrary vertex v ∈ T . In the first round, we perform queries path(u, v)

in parallel for every other vertex u ∈ V to find S, the ancestor set for v. If S = ∅, then v is

the root. Otherwise, we know all the vertices in a path from root to the parent of v, albeit

unsorted. Still, note that for S the ancestor relation is a total order; hence, we can simulate

A with path queries to resolve the comparisons made by A. We have just a single round and

O(n) queries more than what it takes for A to find the maximum. Thus, we can find the

root in O(f(n)) rounds and O(g(n) + n) queries.

Thus, by well-known maximum-finding algorithms, e.g., see [34, 93, 100]:

corollary 2.1. We can find r of a rooted tree T = (V,E, r) deterministically in O(log log n)

rounds and O(n) queries.

Determining the rest of the structure of T is more challenging, however. At a high level, our

approach to solving this challenge is to use a separator-based divide-and-conquer strategy.

11
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Figure 2.2: This figure shows the divide and conquer approach using an edge-separator,
(x, y) for rooted trees. Note that the root of T ′′ is r, while y becomes root of T ′.

We next study a separator for degree-d rooted trees.

Definition 2.3. In a tree T = (V,E, r) of maximum degree d, we call an edge e = (x, y) ∈ E

an even-edge-separator if removing e from T partitions it into two rooted trees of with at

most |V | · (d− 1)/d vertices (see fig. 2.2).

Lemma 2.2. Every rooted tree of maximum degree d has an even-edge-separator.

Proof. This follows from a result by Valiant [101, Lemma 2].

If we can find an even-edge-separator, then we can cut the tree in two by removing that

edge and recurse on the two remaining subtrees in parallel (see fig. 2.2), but this requires an

exact calculation of the number of descendants of a node which takes too many queries. We

instead find a “near” edge-separator in T , divide T using this edge, and recurse on the two

remaining subtrees in parallel. The difficulty, of course, is that the querier has no knowledge

of the edges of T ; hence, the very first step, finding a “near” edge-separator, is a bottleneck

computation. Fortunately, as we show in lemma 2.3, if v is a randomly-chosen vertex, then,

with probability depending on d, the path from root r to v includes an edge-separator.

Lemma 2.3. Let T = (V,E, r) be a rooted tree of degree d and let v be a vertex chosen

uniformly at random from V . Then, with probability at least 1
d
, an even-edge-separator is

one of the edges on the path from r to v.
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Proof. By lemma 2.2, T has an even-edge-separator. Let e = (x, y) be an even-edge-separator

for T = (V,E, r) and let T ′ = (V ′, E ′, y) be the subtree rooted at y when we remove e. Then,

every path from r to each v ∈ V ′ must contain e. By definition 2.3, T ′ has at least |V |/d

vertices. Therefore, if we choose v uniformly at random from V , then with probability

|V ′|
|V | ≥

1
d
, the path from r to v contains e.

Definition 2.4. (splitting-edge) In a degree-d directed rooted tree, an edge (parent(s), s) is

a splitting-edge if |V |
d+2
≤ |D(s)| ≤ |V |(d+1)

d+2
, where D(s) is the set of descendants of s.

Note that a degree-d rooted tree T always has a splitting-edge, as every even-edge-separator

is also a splitting-edge and by lemma 2.2, it always has an even-edge-separator—a fact we

use in our tree learning algorithm, which we describe next. This recursive algorithm (given in

pseudo-code in Algorithm 1), assumes the existence of a randomized method, find-splitting-

edge, which returns a splitting-edge in T , with probability Ω(1/d), and otherwise returns

Null . Our reconstruction algorithm is therefore a randomized recursive algorithm that takes

as input a set of vertices, V , with a (known) root vertex r ∈ V , and returns the edge set,

E, for V . At a high level, our algorithm is to repeatedly call the method, find-splitting-edge,

until it returns a splitting-edge, at which point we divide the set of vertices using this edge

and recurse on the two resulting subtrees.

In more detail, during each iteration of a repeating while loop, we choose a vertex v ∈ V

uniformly at random. Then, we find the vertices on the path from r to v and store them

in a set, Y , using the fact that a vertex, z, is on the path from r to v if and only if

path(z, v) = 1. Then, we attempt to find a splitting-edge using the function find-splitting-

edge (shown in pseudo-code in Algorithm 2). If find-splitting-edge is unsuccessful, we give up

on vertex v, and restart the while loop with a new choice for v. Otherwise, find-splitting-edge

succeeded and we cut the tree at the returned splitting-edge, (u,w). All vertices, z ∈ V ,

where path(w, z) = 1 belong to the subtree rooted at w, thus belonging to V1, whereas the

remaining vertices belong to V2 and the partition containing both u and rooted at r. Thus,
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Algorithm 1: Reconstruct a rooted tree with path queries

1 Function reconstruct-rooted-tree(V, r):
2 E ← ∅
3 if |V | ≤ g then // g is a chosen constant

4 return edges found by a quadratic brute-force algorithm
5 while true do
6 Pick a vertex v ∈ V uniformly at random
7 for z ∈ V do in parallel
8 Perform query path(z, v)
9 Let Y be the vertex set of the path from r to v

10 splitting-edge ← find-splitting-edge(v, Y, V )
11 if splitting-edge ̸= Null then
12 (u,w)← splitting-edge
13 E ← E ∪ {(u,w)}
14 for z ∈ V do in parallel
15 Perform query path(w, z)
16 split V into V1, V2 at (u,w) using query results
17 parallel do
18 E ← E ∪ reconstruct-rooted-tree(V1, w)
19 E ← E ∪ reconstruct-rooted-tree(V2, r)

20 return E

after cutting the tree we recursively reconstruct-rooted-tree on V1 and V2.

The main idea for our efficient tree reconstruction algorithm lies in our find-splitting-edge

method (see Algorithm 2), which we describe next. This method takes as input the vertex

v, the vertex set Y , (comprising the vertices on the path from r to v), and the vertex set V .

As we show, with probability depending on d, the output of this method is a splitting-edge;

otherwise, the output is Null . Our algorithm performs a type of “noisy” search in Y to

either locate a likely splitting-edge or return Null as an indication of failure.

Our find-splitting-edge algorithm consists of two phases. We enter Phase 1 if the size of

path Y is too big, i.e., |Y | > |V |/K = |Y |
C2 log |V | , where C2 is a predetermined constant and

K = C2 log |V |. The purpose of this phase is either to pass a shorter path including an

even-edge-separator to the second phase or to find a splitting-edge in this iteration. The

search on the set Y is noisy, because it involves random sampling. In particular, we take a
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Algorithm 2: Finding a splitting-edge from vertex set, Y , on the path from vertex
v to the root r
1 Function find-splitting-edge(v, Y, V ):
2 splitting-edge ← Null

3 m = C1

√
|V |, K = C2 log |V |

Phase 1:
4 if |Y | > |V |/K then
5 S ← subset of m random elements from Y
6 S ← S ∪ {v, r}
7 for each s ∈ S do in parallel
8 Xs ← subset of K random elements from V
9 Perform queries to find count(s,Xs)

10 if ∀s ∈ S : count(s,Xs) <
K
d+1

then return Null

11 if ∀s ∈ S : count(s,Xs) >
Kd
d+1

then return Null

12 if ∃s ∈ S : K
d+1
≤ count(s,Xs) ≤ Kd

d+1
then

return verify-splitting-edge(s, V )
13 for each {a, b} ∈ S do in parallel
14 perform query path(a, b)

15 Find w, z such that they are two consecutive nodes in the sorted order of

S such that count(w,Xw) >
Kd
d+1

and count(z,Xz) <
K
d+1

16 Y ← nodes from Y in the path from w to z

Phase 2:
17 if |Y | > |V |/K then return Null
18 for each s ∈ Y do in parallel
19 Xs ← subset of K random elements from V
20 Perform queries to find count(s,Xs)

21 if ∃s ∈ Y s.t. K
d+1
≤ count(s,Xs) ≤ Kd

d+1
then

return verify-splitting-edge(s, V )
22 return Null

random sample S of size m = C1

√
|V | from path Y (where C1 is a predetermined constant).

We include r and v, the two endpoints of the path Y , to S. Then, we estimate the number

of descendants of s, D(s), for each s ∈ S. To estimate this number for each s ∈ S, we take

a random sample Xs of K elements from V and we perform queries to find count(s,Xs),

the number of descendants of s in Xs. Here, we use m · K ∈ O(
√
|V | log |V |) queries in

a single round. Then, if all the estimates were less than K/(d + 1), we return Null as an

indication of failure (we guess that all the nodes on the path Y have too few descendants

to be a separator). Similarly, if all the estimates were greater than Kd
d+1

, we return Null (we
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guess that all the nodes on the path Y have too many descendants to be a separator). If

there exists a node s such that K
d+1
≤ count(s,Xs) ≤ Kd

d+1
, we check if s is a splitting-edge by

counting its descendants using a function, verify-splitting-edge. This function takes vertex s

and the full vertex set V to return edge (find-parent(s, V ), s) if |V |
d+2
≤ count(s, V ) ≤ |V | · d+1

d+2

and return Null otherwise.

If none of these three cases happens, we perform queries to sort elements of S using a trivial

quadratic work parallel sort which takes O(m2) ∈ O(|V |) queries in a single round. We know

that two consecutive nodes w and z exist on the sorted order of S, where count(w,Xw) >
Kd
d+1

and count(z,Xz) <
K
d+1

. We find all the nodes on Y starting at w and ending at z, and use

this as our new path Y .

In Phase 2, we expect a path of size under |Y |/K, we will later prove this is true with

high probability. Otherwise, we just return Null . In this phase, we estimate the number of

descendants much like we did in the previous phase, except the only difference is that we

estimate the number of descendants for all the nodes on our new path Y . If there exists

a node s ∈ Y such that K
d+1
≤ count(s,Xs) ≤ Kd

d+1
, we verify if it is a splitting-edge, as

described earlier.

Finally, let us describe how we find the parent of a node s in V . We first find, Y , the set of

ancestors of v in V in parallel using |V | queries. Let x ≻ y describe the total order of nodes

in path Y , where for any x, y ∈ Y : x ≻ y if and only if path(x, y) = 1. The parent of s is the

lowest vertex on the path. Then, the key idea is that if |Y | ∈ O(
√
|V |), we can sort them

using O(|V |) queries. If the path is greater than this amount, we instead use S, a sample of

size O(
√
|V |) from the path. Next, we sort the sample to obtain x1 < . . . < xm for S and

then find all of the nodes in Y which are less than the smallest sample x1. Finally, we replace

Y with these descendants of x1 and repeat the whole procedure again. We later prove that

with high probability after two iterations of this sampling, the size of the path is O(
√
|V |),

allowing us to sort all nodes in Y to return the minimum (see Function find-parent).
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Function find-parent(s, V )

1 find Y , ancestor set of s from V using |V | queries in parallel

2 m = C1

√
|V |

3 for i← 1 to 2 & |Y | > m do
4 S ← random subset of Y with m elements
5 sort S as x1 < ... < xm using O(m2) queries in parallel
6 find Y ′ = {u ∈ Y | u ≤ x1} using O(|Y |) queries in parallel, replace Y with Y ′

7 if |Y | ≤ m then
8 sort Y using O(m2) queries in parallel
9 return (minimum of this path)

10 return Null

2.3.2 Analysis

The correctness of the algorithm follows from the fact that our method first learns the root,

r, of T and then learns the parent of each other node, v in T .

Theorem 2.1. Given a set, V , of nodes of a rooted tree, T , such as a biological or digital

phylogenetic tree, with degree bounded by a fixed constant, d, we can construct T using path

queries with round complexity, R(n), that is O(log n) and query complexity, Q(n), that is

O(n log n), with high probability.

Our proof of theorem 2.1 begins with lemma 2.4.

Lemma 2.4. In a rooted tree, T = (V,E, r), let Y be a (directed) path, where |Y | > m =

C1

√
|V |. If we take a sample, S, of m elements from Y , then with probability 1− 1

|V | , every

two consecutive nodes of S in the sorted order of S are within distance O

(
|Y | log |V |√

|V |

)
from

each other in Y .

Proof. Note that some nodes of Y may be picked more than once as we pick S in parallel.

Divide the path Y into

√
|V |

log |V | equal size sections (the difference between the size of any two

sections is at most 1). For each 1 ≤ i ≤
√

|V |
log |V | , let Ai be the subset of S lying in the ith section

of Y . (See fig. 2.3.) It is clear that each node s ∈ S ends up in section i with probability
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Figure 2.3: Illustration of how scattered sample S is on path Y . The ith blue interval
represents the ith section of Y , the black dots correspond to the nodes on the path Y , and
red crossed marks represent elements of S.

log |V |√
|V |

, and therefore, for each 1 ≤ i ≤
√

|V |
log |V | , E [|Ai|] = C1 log |V |. Thus, using standard a

Chernoff bound, Pr [|Ai| = 0] < 1
|V |2 for any constant C1 > 6 ln 10. Using a union bound, all

the sections are non-empty with probability at least 1 − 1
|V | . Hence, the distance between

any two consecutive nodes of S from each other in Y is at most 2|Y | log |V |√
|V |

.

Lemma 2.4 allows us to analyze the find-parent method, as follows.

Lemma 2.5. The find-parent(s, V ) method outputs the parent of s with probability at least

1− 2/|V |, with Q(n) ∈ O(n) and R(n) ∈ O(1).

Proof. The find-parent method succeeds if, after the for loop, the size of the set of remaining

ancestors of s, Y , is |Y | ≤ m, so it is enough to show that this occurs with probability at least

1− 2/|V |. By lemma 2.4, the size of Y at the end of the first iteration is |Y | ∈ O(m log |V |),

with probability at least 1− 1/|V |. Similarly, a second iteration, if required, further reduces

the size of Y into |Y | ∈ o(m), with probability at least 1− 1/|V |. Thus, by a union bound,

the probability of success is at least 1− 2/|V |.

The query complexity can be broken down as follows, where m ∈ O(
√
|V |):

1. O(|V |) queries in 1 round to determine the ancestor set, Y , of s.

2. O(m2) + O(|Y |) ∈ O(|V |) queries in 2 rounds for each of the (at most) 2 iterations

performed in find-parent, whose purpose is to discard non-parent ancestors of s in Y .

3. O(m2) ∈ O(|V |) queries to find, in 1 round, the minimum among the remaining ances-

tors of Y (at most m w.h.p.). If |Y | > m, then no further queries are issued.
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In total, the above amounts to Q(n) ∈ O(n) and R(n) ∈ O(1).

We next analyze the find-splitting-edge method. Let us first use an intricate Chernoff-bound

analysis to prove the following useful probability bounds in lemma 2.6.

Lemma 2.6. There exists a constant C2 > 0, as used K = C2 log |V |in line 3 of Algorithm 2,

such that if we take a sample X of size K from V , the following probability bounds always

hold:


Pr

(
count(s,X) ≥ K

d+1

)
≥ 1− 1

|V |2 if count(s, V ) ≥ |V |
d
,

Pr
(
count(s,X) ≤ K d

d+1

)
≥ 1− 1

|V |2 if count(s, V ) ≤ |V |d−1
d
,

(2.1)


Pr

(
count(s,X) < K

d+1

)
≥ 1− 1

|V |2 if count(s, V ) < |V |
d+2

,

Pr
(
count(s,X) > K d

d+1

)
≥ 1− 1

|V |2 if count(s, V ) > |V |d+1
d+2

(2.2)

Proof. Recall that count(s,X) |V |
K

is an estimation of |D(s)| = count(s, V ), the number of de-

scendants of vertex s in algorithm 2. Let Z be sum ofK independent binary random variables

with expected value E[Z]. Using a Chernoff bound, we know that Pr
[∣∣Z − E[Z]

∣∣ ≥ ϵE[Z]
]
≤

2e
−1
3
ϵ2E[Z]:

In this case, our random variable is Z = count(s,X) and E[Z] = |D(s)| K|V | . By reformulating

a Chernoff bound, we have

Pr

[∣∣Z − |D(s)| K
|V |

∣∣ ≥ ϵ|D(s)| K
|V |

]
≤ 2e

−1
3
ϵ2|D(s)| K

|V | (2.3)

Now, we find the value of C2 used in line 3 of algorithm 2 to compute K, the size of the
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sample. We do this for each of the 4 cases distinguished in equations 2.1, 2.2:

Case 1: We want to prove that if |D(s)| ≥ |V |
d
,

then Pr
[
count(s,X) |V |

K
≥ |V |

(d+1)

]
≥ 1− 1

|V |2 :

Suppose |D(s)| ≥ |V |
d
; we prove that Pr

[
count(s,X) |V |

K
< |V |

d+1

]
< 1

|V |2 .

If we set ϵ = 1
d+1

, we show that

Pr

[
count(s,X)

|V |
K

<
|V |
d+ 1

]
≤ Pr

[∣∣∣∣count(s,X)− |D(s)| K
|V |

∣∣∣∣ ≥ ϵ|D(s)| K
|V |

]
(2.4)

In order to prove this, given the facts that ϵ = 1
d+1

, and |D(s)| ≥ |V |
d
, we show that, for

any count(s,X) |V |
K

such that the inequality count(s,X) |V |
K

< |V |
d+1

holds, then the inequality[∣∣∣count(s,X)− |D(s)| K|V |

∣∣∣ ≥ ϵ|D(s)| K|V |

]
also holds.

d

d+ 1
|D(s)| K

|V |
≥ K

d+ 1
> count(s,X)

=⇒
[(

1− 1

d+ 1

)(
|D(s)| K

|V |

)
≥ count(s,X)

]
=⇒

[(
|D(s)| K

|V |
− count(s,X)

)
≥ 1

d+ 1
|D(s)| K

|V |

]
=⇒

[∣∣∣∣count(s,X)− |D(s)| K
|V |

∣∣∣∣ ≥ ϵ|D(s)| K
|V |

] (
ϵ =

1

d+ 1

)

Thus, inequality 2.4 is true. Combining inequalities 2.3 and 2.4, we have that:

Pr

[
count(s,X)

|V |
K

<
|V |
d+ 1

]
≤ 2e

−1
3
ϵ2|D(s)| K

|V |

Now, we find the value of C2, such that for K = C2 log |V |:

2e
−1
3
ϵ2|D(s)| K

|V | <
1

|V |2
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Taking the logarithm of both sides and given that |D(s)| ≥ |V |
d

and ϵ = 1
d+1

, we have that:

1

3
ϵ2|D(s)| K

|V |
≥ 1

3

(
1

d+ 1

)2 |V |
|d|

K

|V |
=

1

3

(
1

d+ 1

)2
K

d
> 2 ln (2|V |)

⇐⇒ K > 6d(d+ 1)2 ln (2|V |)

K=C2 log |V |⇐======⇒ C2 >
6d(d+ 1)2 ln (2|V |)

log |V |

Thus, C2 is not more than a constant.

Case 2: We want to prove that if |D(s)| ≤ |V |(d−1)
d

,

then Pr
[
count(s,X) |V |

K
≤ |V |d

(d+1)

]
≥ 1− 1

|V |2 :

Suppose |D(s)| ≤ |V |(d−1)
d

; we prove that Pr
[
count(s,X) |V |

K
> |V |d

(d+1)

]
< 1

|V 2 .

Reminding that Z = count(s,X), if we set ϵ = K
d(d+1)E[Z]

, we show:

Pr

[
count(s,X)

|V |
K

>
|V | d
(d+ 1)

]
≤ Pr

[∣∣∣∣Z − |D(s)| K
|V |

∣∣∣∣ ≥ ϵ|D(s)| K
|V |

]
(2.5)

In order to prove this, given the facts that ϵ = K
d(d+1)E[Z]

, and |D(s)| ≤ |V |(d−1)
d

, we show

that, for any count(s,X) |V |
K

such that the inequality Z = count(s,X) > Kd
d+1

holds, then the

inequality
[∣∣∣Z − |D(s)| K|V |

∣∣∣ ≥ ϵ|D(s)| K|V |

]
also holds.

Given that Z > Kd
d+1

and that |D(s)| ≤ |V |(d−1)
d

, we have:

∣∣∣∣Z − |D(s)| K
|V |

∣∣∣∣ = (
Z − |D(s)| K

|V |

)
>

Kd

d+ 1
− |V | (d− 1)

d

K

|V |
=

K

d (d+ 1)

Therefore, using the facts that ϵ = K
d(d+1)E[Z]

and that E[Z] = |D(s)| K|V | , we can say:

∣∣∣∣Z − |D(s)| K
|V |

∣∣∣∣ ≥ ϵ|D(s)| K
|V |
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Thus, inequality 2.5 is true. Combining inequalities 2.3 and 2.5, we have:

Pr

[
count(s,X)

|V |
K

>
|V |d

(d+ 1)

]
≤ 2e

−1
3
ϵ2|D(s)| K

|V |

Now, we find the value of C2, such that for K = C2 log |V |:

2e
−1
3
ϵ2|D(s)| K

|V | <
1

|V |2

Taking the logarithm of both sides and given that ϵE[Z] = K
d(d+1)

and E[Z] = |D(s)| K|V | ≤
K(d−1)

d
, we can obtain ϵ ≥ 1

(d−1)(d+1)
, therefore:

1

3
ϵ2|D(s)| K

|V |
≥ 1

3

1

(d− 1)(d+ 1)

|K|
d(d+ 1)

> 2 ln (2|V |)

⇐⇒ K > 6d(d− 1)(d+ 1)2 ln (2|V |)

K=C2 log |V |⇐======⇒ C2 >
6d(̇d− 1)(d+ 1)2 ln (2|V |)

log |V |

Thus, C2 is not more than a constant.

Case 3: We want to show that if |D(s)| < |V |
d+2

,

then Pr
[
count(s,X) |V |

K
< |V |

(d+1)

]
≥ 1− 1

|V |2 :

Suppose |D(s)| < |V |
d+2

; we prove that Pr
[
count(s,X) |V |

K
≥ |V |

d+1

]
< 1

|V |2 .

Reminding that Z = count(s,X), if we set ϵ = K
(d+1)(d+2)E[Z]

, we show:

Pr

[
count(s,X)

|V |
K
≥ |V |

d+ 1

]
≤ Pr

[∣∣∣∣Z −D(s)
K

|V |

∣∣∣∣ ≥ ϵD(s)
K

|V |

]
(2.6)

In order to prove this, given the facts that ϵ = K
(d+1)(d+2)E[Z]

, and |D(s)| < |V |
d+2

, we show

that, for any count(s,X) |V |
K

such that the inequality Z = count(s,X) ≥ K
d+1

holds, then the
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inequality
[∣∣∣Z − |D(s)| K|V |

∣∣∣ ≥ ϵ|D(s)| K|V |

]
also holds.

Given that Z ≥ K
d+1

and that |D(s)| < |V |
d+2

, we can say:

∣∣∣∣Z − |D(s)| K
|V |

∣∣∣∣ = (
Z − |D(s)| K

|V |

)
>

K

d+ 1
− |V |

d+ 2

K

|V |
=

K

(d+ 1) (d+ 2)

Therefore, using the facts that ϵ = K
(d+1)(d+2)E[Z]

and that E[Z] = |D(s)| K|V | , we have:

∣∣∣∣Z − |D(s)| K
|V |

∣∣∣∣ ≥ ϵ|D(s)| K
|V |

Thus, inequality 2.6 is true. Combining inequalities 2.3 and 2.6, we can say:

Pr

[
count(s,X)

|V |
K
≥ |V |

d+ 1

]
≤ 2e

−1
3
ϵ2|D(s)| K

|V |

Now, we find the value of C2, such that for K = C2 log |V |:

2e
−1
3
ϵ2|D(s)| K

|V | <
1

|V |2

Taking the logarithm of both sides and given that

ϵE[Z] = K
(d+1)(d+2)

and E[Z] = |D(s)| K|V | <
K
d+2

, we can obtain ϵ > 1
(d+1)

, therefore:

1

3
ϵ2|D(s)| K

|V |
≥ 1

3

1

(d+ 1)

|K|
(d+ 2)(d+ 1)

> 2 ln (2|V |)

⇐⇒ K > 6(d+ 2)(d+ 1)2 ln (2|V |)

K=C2 log |V |⇐======⇒ C2 >
6(d+ 2)(d+ 1)2 ln (2|V |)

log |V |

Thus, C2 is not more than a constant.
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Case 4: We want to prove that if |D(s)| > |V |(d+1)
d+2

,

then Pr
[
count(s,X) |V |

K
> |V |d

(d+1)

]
≥ 1− 1

|V |2 :

Suppose |D(s)| > |V |(d+1)
d+2

; we prove that Pr
[
count(s,X) |V |

K
≤ |V |d

(d+1)

]
≥ 1− 1

|V |2 .

Reminding that Z = count(s,X), if we set ϵ = K
(d+1)(d+2)E[Z]

, we show:

Pr

[
count(s,X)

|V |
K
≤ |V |d

(d+ 1)

]
≤ Pr

[∣∣∣∣X − |D(s)| K
|V |

∣∣∣∣ ≥ ϵ|D(s)| K
|V |

]
(2.7)

In order to prove this, given the facts that ϵ = K
(d+1)(d+2)E[Z]

, and D(s) > |V |(d+1)
d+2

, we show

that, for any count(s,X) |V |
K

such that the inequality Z = count(s,X) ≤ Kd
d+1

holds, then the

inequality
[∣∣∣Z − |D(s)| K|V |

∣∣∣ ≥ ϵ|D(s)| K|V |

]
also holds.

Given that Z ≤ Kd
d+1

and that |D(s)| > |V |(d+1)
d+2

, we can say:

∣∣∣∣Z − |D(s)| K
|V |

∣∣∣∣ = (
|D(s)| K

|V |
− Z

)
>
|V |(d+ 1)

d+ 2

K

|V |
− Kd

d+ 1
=

K

(d+ 1) (d+ 2)

Therefore, using the facts that ϵ = K
(d+1)(d+2)E[Z]

and that E[Z] = |D(s)| K|V | , we have:

∣∣∣∣Z − |D(s)| K
|V |

∣∣∣∣ ≥ ϵ|D(s)| K
|V |

Thus, inequality 2.7 is true. Combining inequalities 2.3 and 2.7, we can see:

Pr

[
count(s,X)

|V |
K
≤ |V |d

(d+ 1)

]
≤ 2e

−1
3
ϵ2|D(s)| K

|V |

Now, we find the value of C2, such that for K = C2 log |V |:

2e
−1
3
ϵ2|D(s)| K

|V | <
1

|V |2
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Taking the logarithm of both sides and given that

ϵE[Z] = K
(d+1)(d+2)

and E[Z] = |D(s)| K|V | ≤ K, we can obtain ϵ ≥ 1
(d+1)(d+2)

, therefore:

1

3
ϵ2|D(s)| K

|V |
≥ 1

3

1

(d+ 1)(d+ 2)

|K|
(d+ 2)(d+ 1)

> 2 ln (2|V |)

⇐⇒ K > 6(d+ 2)2(d+ 1)2 ln (2|V |)

K=C2 log |V |⇐======⇒ C2 >
6(d+ 2)2(d+ 1)2 ln (2|V |)

log |V |

Thus, C2 is not more than a constant.

Therefore, it’s enough to choose C2 as the maximum of these 4 constants at the beginning

of the algorithm.

Lemma 2.7. Any call to find-splitting-edge returns true with probability 1
2d
; hence Algo-

rithm 1 calls find-splitting-edge O(d) times in expectation.

Proof. By lemma 2.3, we know that if we pick a vertex v, uniformly at random, then with

probability 1
d
, an even-edge-separator lies on the path from r to v. We show that if there is

such an even-edge-separator (Definition 2.3) on that path, find-splitting-edge(v, Y, V ) returns

a splitting-edge (Definition 2.4) with probability at least 1
2
, and otherwise returns Null .

It is clear that we either return a splitting-edge or Null when passing through verify-splitting-

edge. We break the probability of returning Null according to the phases. We call a vertex

v ineligible if count(v, V ) < |V |
d+2

or count(v, V ) > |V |(d+1)
d+2

((parent(v), v) is not a splitting-

edge). On the other hand, we call vertex v candidate if after estimating the number of its

descendants: K
d+1
≤ count(v,X) ≤ Kd

d+1
. Let (a, b) be an even-edge-separator on path Y .

Phase 1:

• lines 10,11: By definition 2.3, |V |
d
≤ count(b, V ) ≤ |V |(d−1)

d
. We add {r, v} to S in
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line 6 of the algorithm (the two endpoints of path Y ). Notice that |V |
d
≤ count(b, V ) ≤

count(r, V ) and that count(v, V ) ≤ count(b, V ) ≤ |V |(d−1)
d

. So, by eq. (2.1), with prob-

ability at least 1− 2
|V |2 , count(r,Xr) ≥ K

d+1
and count(v,Xv) ≤ Kd

d+1
, and consequently,

we don’t return Null in lines 10,11 of the algorithm.

• line 12: eq. (2.2) shows that an ineligible node is not a candidate with probability

1 − 1
|V |2 . Thus, by a union bound, none of our candidates is ineligible in line 12 with

probability at least 1− |S|
|V |2 . Moreover, if there exists a candidate s in S, the algorithm

outputs a splitting-edge (parent(s), s) with probability at least 1− 2
|V | , by lemma 2.5.

• lines 15,16: Let us partition S into Sl and Sr (see fig. 2.4), as follows:

Sl = {s ∈ S | count(s, V ) > count(b, V )}, Sr = {s ∈ S | count(s, V ) < count(b, V )}

Then, by definition of b:

∀s ∈ Sl : count(s, V ) > |V |/d, ∀s ∈ Sr : count(s, V ) < |V |(d− 1)/d.

and thus, by eq. (2.1) and a union bound, we have with probability at least 1− |S|
|V |2 :

∀s ∈ Sl : count(s,Xs) ≥ K/(d+ 1), ∀s ∈ Sr : count(s,Xs) ≤ Kd/(d+ 1).

Finally, since S does not contain any candidate nodes (otherwise we would have picked

them in line 12), the above inequalities imply that:

∀s ∈ Sl : count(s,Xs) > Kd/(d+ 1), ∀s ∈ Sr : count(s,Xs) < K/(d+ 1).

Therefore, w ∈ Sl and z ∈ Sr, which implies that the subpath from w to z in Y

must include vertex b. This means that with probability 1 − O( 1
|V |), we either find a

splitting-edge in this phase or pass b to the next phase.
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x x x x x x xx

Figure 2.4: Illustration of the path reduction in Phase 1 of find-splitting-edge. At the end of
this phase, the path Y is trimmed down into the subpath consisting of the nodes between w
and z, which contains b w.h.p.

Now, consider Phase 2:

• line 17: Here, if |Y | > |V |/K, then we have passed through Phase 1. Using lemma 2.4,

we know that since S was a sample of size C1

√
|V | from Y , with probability 1 −

1
|V | the distance between any two consecutive nodes of S in Y was O(|Y | log |V |√

|V |
) ∈

O(
√
|V | log |V |). Thus, the size of path Y after passing through line 15 is at most

O(
√
|V | log |V |). Thus, the probability of returning Null in line 17 is at most 2

|V | .

• line 21: By eq. (2.2), with probability at least 1 − |Y |
|V |2 , no ineligible node is between

candidate set. Besides, for a candidate node s, the algorithm outputs a splitting-edge

(parent(s), s) with probability at least 1− 2
|V | , by lemma 2.5.

• line 22: The probability that we return Null here is equal to the probability that our

candidate set in line 21 is empty. By eq. (2.1), with probability at least 1 − 2
|V |2 ,

b is between candidates at line 21 and candidate set is non-empty. Thus, the total

probability of failing to return a splitting-edge in this phase is at most O( 1
|V |).

Therefore, for |V | greater than the chosen constant g, the probability of returning Null in

the existence of an even-edge-separator is at most O( 1
|V |) ≤ 1/2. Thus, the probability of

returning a splitting-edge in any call to find-splitting-edge is at least 1
2d
.

Lemma 2.8. The subroutine find-splitting-edge(v, Y, V ) has query complexity, Q(n), that is

O(|V |), and round complexity, R(n), that is O(1).
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Proof. The queries done by find-splitting-edge(v, Y, V ), in the worst case, can be broken down

as follows, where m = O(
√
|V |):

Phase 1: A total of O(|V |) queries in O(1) rounds, consisting of:

• O(mK) ∈ O(
√
|V | log |V |) queries in one round for estimating the number of descen-

dants for the m samples.

• O(m2) ∈ O(|V |) queries in one round for sorting the m samples.

• O(|Y |) ∈ O(|V |) queries in a round to find the subpath of Y that is the input for Phase

2.

• O(|V |) queries in O(1) rounds for determining the parent of s (see lemma 2.5).

Phase 2: If we enter this phase, it spends O(|V |) queries in O(1) rounds:

• |Y | ·K ∈ O(|V |) queries in one round to evaluate count(s,Xs) for each s ∈ Y .

• O(|V |) queries in one round to find the number of descendants of node s.

• O(|V |) queries in O(1) rounds to determine the parent of s (see lemma 2.5).

Overall, the above break down amounts to Q(n) ∈ O(n) and R(n) ∈ O(1).

Now, recall theorem 2.1: Given a set, V , of nodes of a rooted tree, T , such as a biological

or digital phylogenetic tree, with degree bounded by a fixed constant, d, we can construct T

using path queries with round complexity, R(n), that is O(log n) and query complexity, Q(n),

that is O(n log n), with high probability.

Proof. The expected query complexityQ(n) of Algorithm 1 is dominated by the two recursive

calls
(
Q
(

n
d+2

)
and Q

(
n(d+1)
d+2

))
and the calls to find-splitting-edge. By lemma 2.7, we call
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find-splitting-edge an expected O(d) times, incurring a cost of O (dn) ∈ O(n) path queries in

O(d) ∈ O(1) rounds (see lemma 2.8). Thus, Q(n) and R(n) are:

Q(n) = Q

(
n

d+ 2

)
+Q

(
n(d+ 1)

d+ 2

)
+O (n) ,

R(n) = max

(
R

(
n

d+ 2

)
, R

(
n(d+ 1)

d+ 2

))
+O(1)

which shows it needs Q(n) ∈ O(n log n) and R(n) ∈ O(log n) in expectation. To prove the

high probability results, note that the main algorithm is a divide-and-conquer algorithm

with two recursive calls per call; hence, it can be modeled with a recursion tree that is a

binary tree, B, with height h = O(log d+2
d+1

n) = O(log n). For any root-to-leaf path in B, the

time taken can modeled as a sum of independent random variables, X = X1+X2+ · · ·+Xh,

where each Xi is the number of calls to find-splitting-edge (each of which uses O(|V |) queries

in O(1) rounds) required before it returns true, which is a geometric random variable with

parameter p = 1
2d
. Thus, by a Chernoff bound for sums of independent geometric random

variables (e.g., see [56, 80]), the probability that X is more than O(d log d+2
d+1

n) is at most

1/nc+1, for any given constant c ≥ 1. The theorem follows, then, by a union bound for the

n root-to-leaf paths in B.

2.3.3 Lower Bound

We establish the following simple lower bound, which extends and corrects lower-bound

proofs of Wang and Honorio [103].

Theorem 2.2. Learning an n-node, degree-d tree requires Ω(dn+n log n) path queries. This

lower bound holds for the worst case of a deterministic algorithm and for the expected value

of a randomized algorithm.

Proof. Consider an n-node, degree-d tree, T , as shown in fig. 2.5, which consists of a root,
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r, with d children, each of which is the root of a chain, Ti, of at least one node rooted at a

child of r. Since a querier, Bob, can determine the root, r, in O(n) queries anyway, let us

assume for the sake of a lower bound that r is known; hence, no additional information is

gained by path queries involving the root. Let us denote the vertices in chain Ti as Vi. In

order to reconstruct T , Bob must determine the nodes in each Vi and must also determine

their order in Ti. For a given path query, path(u, v), say this query is internal if u, v ∈ Vi,

for some i ∈ [1, d], and this query is external otherwise. Note that even if Bob knows the full

structure of T except for a given node, v, he must perform at least d− 1 external queries in

the worst case, for a deterministic algorithm, or Ω(d) external queries in expectation, for a

randomized algorithm, in order to determine the chain, Ti, to which v belongs. Furthermore,

the result of an (internal or external) query, path(u, v), provides no additional information

for a vertex w distinct from u and v regarding the set, Vi, to which w belongs. Thus, Bob

must perform Ω(d) external queries for each vertex v ̸= r, i.e., he must perform Ω(dn)

external queries in total. Moreover, note that the results of external queries involving a

vertex, v, provide no information regarding the location of v in its chain, Ti. Even if Bob

knows all the vertices that comprise each Vi, he must determine the ordering of these vertices

in the chain, Ti, in order to reconstruct T . That is, Bob must sort the vertices in Vi using

a comparison-based algorithm, where each comparison is an internal query involving two

r

V1 V2 V3 V4 V5 V6

Figure 2.5: Illustration of the Ω(dn+n log n) lower bound for path queries in directed rooted
trees (shown for d = 6).
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vertices, u, v ∈ Vi. By well-known sorting lower bounds (which also hold in expectation for

randomized algorithms), e.g., see [56, 37], determining the order of the vertices in each Ti

requires Ω(|Vi| log |Vi|), as one of the chain can be as great as n− d vertices, then he needs

Ω(n log n) internal queries.

corollary 2.2. Algorithm 1 is optimal for bounded-degree trees when asking θ(n) queries per

round.

The query complexity of Algorithm 1 matches the lower bound provided by theorem 2.2

when d is constant. Besides, we need Ω(d+ log n) rounds if we have θ(n) processors; hence,

the round complexity of Algorithm 1 is also optimal.

2.4 Experiments

To assess the practical performance of our method for learning (biological and digital) phy-

logenetic trees from path queries, we performed experiments using both synthetic and real

data to compare our algorithm with the algorithm by Wang and Honorio [103], which is

the best known reconstruction algorithm for phylogenetic trees from path queries. 2 Our

experimental results provide evidence that Algorithm 1 provides significant parallel speedup,

while simultaneously improving the total number of queries.

Synthetic Data.

To perform our extensive experimental analysis on synthetic data, we designed a generator

of a random degree-d trees using the fact that Prüfer sequences [85] provide a bijection

between trees of n vertices and sequences of length n− 2 on labels 1 to n. That is, a labeled

2The complete source code for our experiments, including the implementation of our algorithm and the
algorithms we compared against, is available at github.com/UC-Irvine-Theory/ParallelTreeReconstruction .
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Figure 2.6: Comparing Our Algorithm’s number of rounds (left) and total queries (right)
with Wang and Honorio’s [103], for fixed d = 5 and varying n.

tree T = (V,E) with |V | = n is associated with a unique Prüfer sequence x1, x2, · · · , xn−2,

such that for all 1 ≤ i ≤ n − 2, xi ∈ V and a node of degree k in the tree appears exactly

k− 1 times in the sequence. Therefore, we compiled a data set of trees with various number

of vertices, n, and maximum degree, d by recovering the corresponding tree from a random

Prüfer sequence generated while simultaneously maintaining that each label appears at most

d− 1 times in the sequence and at least 1 label appears exactly d− 1 times.

Since our parallel reconstruction algorithm using path queries is parameterized by a constant,

C2, we ran our algorithm using different values for C2. The constant C2 controls sample size

from V used to estimate the number of descendants of a node. Furthermore, to reduce noise

from randomization, each data-point will be averaged for 3 runs on 10 randomly generated

trees. In fig. 2.6, we compare our algorithm’s rounds and total number of queries with the one

by Wang and Honorio [103], for fixed degree trees d = 5 and varying tree-sizes. These results

provide empirical evidence that our algorithm provides a noticeable speedup in parallel

round complexity while also outperforming the algorithm by Wang and Honorio [103] in

total number of queries.

In fig. 2.7, we compare Algorithm 1 with the one by Wang and Honorio [103] for fixed size

and varying values of d. Again, this supports our theoretical findings that our algorithm
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Figure 2.7: Comparing our algorithm’s number of rounds (left) and total queries (right) with
Wang and Honorio’s [103], for n = 50000 and varying values for d.

Figure 2.8: Change in the total number of rounds (left) and total number of queries (right)
when running our algorithm for varying values of C2 (n = 50000, d = 5).

achieves both a significant parallel speedup and a simultaneous improvement in the number

of total queries.

In fig. 2.8, we study the behavior of Algorithm 1 under different values of C2, so as to

experimentally find the best value for C2. While our high probability analysis requires

C2 ≈ (d + 2)4, fig. 2.8 suggests that we do not need that high probability reassurance in

practice, and we can use smaller sample to reduce the total number of queries.
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Figure 2.9: A scatter plot comparing the number of queries and rounds of our algorithm and
with the one by Wang and Honorio [103] for real-world trees from TreeBase [84]. Since our
algorithm is parallel, we include round complexity to serve as a comparison for the sequential
complexity.

Real Data.

Our experiments on real-world biological phylogenetic trees also confirm the superiority of

our algorithm in terms of performance as compared to the one by Wang and Honorio [103].

We used a dataset of trees from the phylogenetic library TreeBase [84], which includes more

than 100000 taxa. Figure 2.9 summarizes our experimental results, where each data point

corresponds to an average performance of 3 runs on the same tree. Our algorithm is superior

in both queries and rounds for all the values of C2 we tried: C2 ∈ {1, d + 2, (d + 2)2}. The

best performance corresponds to C2 = d+ 2 = 5, which is the one illustrated in fig. 2.9.
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2.5 Conclusion

We have provided an optimal parallel algorithm for learning digital phylogenetic trees using

path queries. Our methods assume that the tree has a maximum degree of some constant d,

which is a reasonable assumption for these trees. Additionally, we provided a lower bound

for this problem, where we showed that there is no non-trivial learning algorithm for learning

directed rooted trees without bounding the maximum degree of the tree. We also compile a

set of experiments to compare our algorithm and the best known prior work, and we showed

that our algorithm not only provides a significant parallel speedup, but it also uses fewer

number of queries in total.
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Chapter 3

Learning Multitrees and Almost-trees

3.1 Introduction

The exact learning of a graph, which is also known as graph reconstruction, is the process of

learning how a graph is connected using a set of queries, each involving a subset of vertices of

the graph, to an all-knowing oracle. In this chapter, we focus on learning a directed acyclic

graph (DAG) using path queries. In particular, for a DAG, G = (V,E), we are given the

vertex set, V , but the edge set, E, is unknown and learning it through a set of path queries

is our goal. A path query, path(u, v), takes two vertices, u and v in V , and returns whether

there is a directed path from u to v in G.

The results of this chapter are motivated by applications in various disciplines of science, such

as biology [99, 79, 75, 97], computer science [24, 44, 27, 45, 46, 54, 70, 82], economics [66, 65],

psychology [81], and sociology [60]. For instance, it can be useful for learning phylogenetic

networks from path queries. Phylogenetic networks capture ancestry relationships between a

group of objects of the same type. For example, in a digital phylogenetic network, an object

may be a multimedia file (a video or an image) [44, 27, 45, 46], a text document[77, 92], or
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a computer virus [54, 82]. In such a network, each node represents an object, and directed

edges show how an object has been manipulated or edited from other objects [10]. In a digital

phylogenetic network, objects are usually archived and we can issue path queries between a

pair of objects (see, e.g., [44]).

Learning a phylogenetic network has several applications. For instance, learning a multi-

media phylogeny can be helpful in different areas such as security, forensics, and copyright

enforcement [44]. Afshar et al. [10] studied learning phylogenetic trees (rooted trees) using

path queries, where each object is the result of a modification of a single parent, as presented

in Chapter 2. Our work extends this scenario to applications where objects can be formed by

merging two or more objects into one, such as image components. In addition, our work also

has applications in biological scenarios that involve hybridization processes in phylogenetic

networks [21].

Another application of our work is to learn the directed acyclic graph (DAG) structure of

a causal Bayesian network (CBN). It is well-known that observational data (collected from

an undisturbed system) is not sufficient for exact learning of the structure, and therefore

interventional data is often used, by forcing some independent variables to take some spe-

cific values through experiments. An interventional path query requires a small number

of experiments, since, (i,j), intervenes the only variable correspondent to i. Therefore,

applying our learning methods (similar to the method by Bello and Honorio, see [24]), can

avoid an exponential number of experiments [73], and it can improve the results of Bello and

Honorio [24] for the types of DAGs that we study.

We measure the efficiency of our methods in terms of the number of vertices, n = |V |, using

these two complexities:

• Query complexity, Q(n): This is the total number of queries that we perform. This

parameter comes from the learning theory [5, 32, 47, 95] and complexity theory [26,
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107].

• Round complexity, R(n): This is the number of rounds that we perform our queries.

The queries performed in a round are in a batch and they may not depend on the

answer of the queries in the same round (but they may depend on the queries issued

in the previous rounds).

3.1.1 Related Work

The problem of exact learning of a graph using a set of queries has been extensively stud-

ied [10, 9, 88, 78, 11, 12, 90, 69, 3, 103, 68, 61, 72, 87]. With regard to previous work on

learning directed graphs using path queries, Wang and Honorio [103] present a sequential

randomized algorithm that takes Q(n) ∈ O(n log2 n) path queries in expectation to learn

rooted trees of maximum degree, d. Their divide and conquer approach is based on the notion

of an even-separator, an edge that divides the tree into two subtrees of size at least n/d. As

explained in Chapter 2, learning a degree-d rooted tree with n nodes requires Ω(nd+n log n)

path queries [10] and we provide a randomized parallel algorithm for the same problem using

Q(n) ∈ O(n log n) queries in R(n) ∈ O(log n) rounds with high probability (w.h.p.)1, which

instead relies on finding a near-separator, an edge that separates the tree into two subtrees

of size at least n/(d + 2), through a “noisy” process that requires noisy estimation of the

number of descendants of a node by sampling. That method, however, relies on the fact the

ancestor set of a vertex in a rooted tree forms a total order. In section 3.4, we extend that

work to learn a rooted spanning tree for a DAG.

Regarding the reconstruction of trees with a specific height, Jagadish and Anindya [68]

present a sequential deterministic algorithm to learn undirected fixed-degree trees of height

h using Q(n) ∈ O(nh log n) separator queries, where a separator query given three vertices

1We say that an event happens with high probability if it occurs with probability at least 1 − 1
nc , for

some constant c ≥ 1.
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a, b, and c, it returns “true” if and only if b is on the path from a to c. Janardhanan and

Reyzin [69] study the problem of learning an almost-tree of height h (a directed rooted tree

with an additional cross-edge), and they present a randomized sequential algorithm using

Q(n) ∈ O(n log3 n+ nh) queries.

A more general form of this problem is studied in terms of sorting the partially ordered

sets (or posets) [28, 31, 43, 52]. Faigle and Turán [52] study the problem of sorting posets

and they provide an algorithm with query complexity of O(wn log n) queries, where n is the

number of elements and w is the width of the poset. Daskalakis et al. [43] give an algorithm

with optimal query complexity of O(n log n+ nw) and a matching lower bound, where each

query given a pair of elements, it returns whether the two are not comparable or which

element is greater than the other. In this problem, the width, w, is defined as the maximum

cardinality antichain of the poset, where an antichain is a subset of mutually incomparable

elements. Note that the width of the tree can be very large even when the maximum degree

of the corresponding DAG is small, for instance, a binary tree can have a width of O(n) with

a maximum degree of 3. Therefore, our results provide an improvement upon those DAGs

with fixed maximum degree and large width.

3.1.2 Our Contributions

In Section 3.3, we present our learning algorithms for multitrees—a DAG with at most one

directed path for any two vertices. We begin, however, by first presenting a deterministic

result for learning directed rooted trees using path queries, giving a sequential deterministic

approach to learn fixed-degree trees of height h, with O(nh) queries, which provides an

improvement over results by Jagadish and Anindya [68]. We then show how to use a tree-

learning method to design an efficient learning method for a multitree with a roots using

Q(n) ∈ O(an log n) queries and R(n) ∈ O(a log n) rounds w.h.p. We finally show how to
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use our tree learning method to design an algorithm with Q(n) ∈ O(n3/2 · log2 n) queries to

learn butterfly networks w.h.p.

In Section 3.4, we introduce a separator theorem for DAGs, which is useful in learning

a spanning-tree of a rooted DAG. Next, we present a parallel algorithm to learn almost-

trees of height h, using O(n log n + nh) path queries in O(log n) parallel rounds w.h.p.

We also provide a lower bound of Ω(n log n + nh) for the worst case query complexity of

a deterministic algorithm or an expected query complexity of a randomized algorithm for

learning fixed-degree almost-trees proving that our algorithm is optimal. Moreover, this

asymptotically-optimal query complexity bound, improves the sequential query complexity

for this problem, since the best known results by Janardhanan and Reyzin [69] achieved a

query complexity of O(n log3 n+ nh) in expectation.

3.2 Preliminaries

For a DAG, G = (V,E), we represent the in-degree and out-degree of vertex v ∈ V with

di(v) and do(v) respectively. Throughout this paper, we assume that an input graph has

maximum degree, d, i.e., for every v ∈ V , di(v) + do(v) ≤ d. A vertex, v, is a root of the

DAG if di(v) = 0. A DAG may have several roots, but we call a DAG rooted if it has only

one root. Note that in a rooted DAG with root r, there is at least one directed path from r

to every v ∈ V .

Definition 3.1. (arborescence) An arborescence is a rooted DAG with root r that has exactly

one path from r to each vertex v ∈ V . It is also referred to as a spanning directed tree at

root r of a directed graph.

We next introduce a multitree, which is a family of DAGs useful in distributed computing [35,

67] that we study in Section 3.3.
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Definition 3.2. (multitree) A multitree is a DAG in which the subgraph reachable from any

vertex induces a tree, that is, it is a DAG with at most one directed path for any pair of

vertices.

We next review the definition of a butterfly network, which is a multitree used in high

speed distributed computing [86, 36, 55] for which we provide efficient learning method in

Section 3.3.

Definition 3.3. (Butterfly network) A butterfly network, also known as depth-k Fast Fourier

Transform (FFT) graph is a DAG recursively defined as F k = (V,E) as follows:

• For k = 0: F 0 is a single vertex, i.e. V = {v} and E = {}.

• Otherwise, suppose F k−1
A = (VA, EA) and F k−1

B = (VB, EB) each having m sources

and m targets (t0, ..., tm−1) ∈ VA and (tm, ..., t2m−1) ∈ VB. Let VC = (v0, v1, ..., v2m−1)

be 2m additional vertices. We have F k = (V,E), where V = VA ∪ VB ∪ VC and

E = EA ∪EB

⋃
0≤i≤m−1(ti, vi)∪ (ti, vi+m)∪ (ti+m, vi)∪ (ti+m, vi+m) (See Figure 3.1 for

illustration).

Definition 3.4. (ancestory) Given a directed acyclic graph, G = (V,E), we say u is a parent

of a vertex v (v is a child of u), if there exists a directed edge (u, v) ∈ E. The ancestor

Figure 3.1: An example of a butterfly network with height 4 (Depth 4), F 4, as a composition
of two F 3 (A and B) and 24 additional vertices, C, in Height 0.
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relationship is a transitive closure of the parent relationship, and descendant relationship is

a transitive closure of child relationship. We denote the descendant (resp. ancestor) set of

vertex v, with D(v), (resp. A(v)). Also, let C(v) denote children of v.

Definition 3.5. A path query in a directed graph, G = (V,E), is a function that takes

two vertices u and v, and returns 1, if there is a directed path from u to v, and returns 0

otherwise. We also let count(s,X) = Σx∈Xpath(s, x).

As Wang and Honorio observed [103], transitive edges in a directed graph are not learnable

by path queries. Thus, it is not possible using path queries to learn all the edges for a

number of directed graph types, including strongly connected graphs and DAGs that are

not equal to their transitive reductions (i.e., graphs that have at least one transitive edge).

Fortunately, transitive edges are not likely in phylogenetic networks due to their derivative

nature, so, we focus on learning DAGs without transitive edges.

Definition 3.6. In a directed graph, G = (V,E), an edge (u, v) ∈ E is called a transitive

edge if there is a directed path from u to v of length greater than 1.

Definition 3.7. (almost-tree) An almost-tree is a rooted DAG resulting from the union of

an arborescence and an additional cross edge. The height of an almost-tree is the length of

its longest directed path.

Note: some researchers define almost-trees to have a constant number of cross edges (see,

e.g., [14, 19]). But allowing more than one cross edge can cause transitive edges; hence,

almost-trees with more than one cross edge are not all learnable using path queries, which

is why we follow Janardhanan and Reyzin [69] to limit almost-trees to have one cross edge.

We next introduce even-separator, which will be used in Section 3.4.

Definition 3.8. (even-separator) Let G = (V,E) be a rooted degree-d DAG. We say that

vertex v ∈ V is an even-separator if |V |
d
≤ count(v, V ) ≤ |V |(d−1)

d
.
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3.3 Learning Multitrees

In this section, we begin by presenting a deterministic algorithm to learn a rooted tree (a

multitree with a single root) of height h, using O(nh) path queries. This forms the building

blocks for the main results of this section, which are an efficient algorithm to learn a multitree

of arbitrary height with a number of roots and an efficient algorithm to learn a butterfly

network.

3.3.1 Rooted Trees

Let T = (V,E, r) be a directed tree rooted at r with maximum degree that is a constant, d,

with vertices, V , and edges, E. At the beginning of any exactly learning algorithm, we only

know V , and n = |V |, and our goal is to learn r, and E by issuing path queries.

To begin with, learning the root of the tree can be deterministically done using O(n) path

queries as suggested in Chapter 2. Recall that our approach is to pick an arbitrary vertex v,

(ii) learning its ancestor set and establishing a total order on them, and (iii) finally applying

a maximum-finding algorithm [34, 93, 100] by simulating comparisons using path queries.

Next, we show how to learn the edges, E. Jagadish and Anindya [68] propose an algorithm

to reconstruct fixed-degree trees of height h using O(nh log n) queries. Their approach is to

find an edge-separator—an edge that splits the tree into two subtrees each having at least

n/d vertices—and then to recursively build the two subtrees. In order to find such an edge,

(i) they pick an arbitrary vertex, v, and learn an arbitrary neighbor of it such as, u, (ii) if

(u, v) is not an edge-separator, they move to the neighboring edge that lies on the direction

of maximum vertex set size. Hence, at each step after performing O(n) queries, they get

one step closer to the edge-separator. Therefore, they learn the edge-separator using O(nh)

queries, and they incur an extra O(log n) factor to build the tree recursively due to their
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edge-separator based recursive approach.

We show that finding an edge-separator for a deterministic algorithm is unnecessary, however.

We instead propose a vertex-separator based learning algorithm. Our learn-short-tree(V, r)

method takes as an input, the vertex set, V , and root vertex, r, and returns edges of the

tree, E. Let {r1, . . . , rd} be a tentative set of children for vertex r initially set to Null , and

for 1 ≤ i ≤ d, let Vi represents the vertex set of the subtree rooted at ri. For 1 ≤ i ≤ d, we

can find child ri, by starting with an arbitrary vertex ri, and looping over v ∈ V to update ri

if for v ̸= r, path(v, ri) = 1. Since, in a rooted tree, an ancestor relationship for ancestor set

of any vertex is a total order, ri will be a child of root r. Once we learn ri, its descendants

are the set of nodes v ∈ V such that path(ri, v) = 1. We then remove Vi from the set of

vertices of V to learn another child of r in the next iteration. It finally returns the union

of edges (r, ri) and edges returned by the recursive calls learn-short-tree(Vi, ri), for 1 ≤ i ≤ d

(see Algorithm 3).

Algorithm 3: Our algorithm to learn trees of height-h

1 Function learn-short-tree(V, r):
2 E ← ∅, V ← V \ {r}
3 for i← 1 to d do
4 ri ← Null , Vi ← ∅
5 for i← 1 to d do
6 if |V | ≥ 1 then
7 Let ri be an arbitrary vertex in V
8 for v ∈ V do
9 if path(v, ri) = 1 then ri ← v

10 for v ∈ V do
11 if path(ri, v) = 1 then Vi ← Vi ∪ {v}
12 V ← V \ Vi

13 E ← E ∪ (r, ri)
14 E ← E ∪ small-height-tree-reconstruction(Vi, ri)

15 return E

The query complexity, Q(n), for learning the tree is as following:
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Q(n) = Σd
i=1Q(|Vi|) +O(n) (3.1)

Since the height of the tree is reduced by at least 1 for each recursive call, Q(n) ∈ O(nh).

Hence, we have the following theorem.

Theorem 3.1. One can deterministically learn a fixed-degree height-h directed rooted tree

using O(nh) path queries.

This, in turn, implies the following theorem (3.2) for rooted trees of arbitrary height by

employing our method learn-short-tree in an algorithm by Jagadish and Andyia [68], which

was introduced for learning undirected trees of large height using separator queries.

Theorem 3.2. One can deterministically learn a fixed-degree directed rooted tree of arbitrary

height using O(n3/2
√
log n) path queries.

Proof. Jagadish and Anindya [68, Section 5.2] provided an algorithm to learn undirected

trees of arbitrary height with separator queries through the following subroutine: Given a

tree T and an arbitrary node set as root r, return a subgraph T ′ such that for any path such

as P , from r to a leaf in T , T ′ contains at least n− h vertices of P . Once they find T ′, they

use a an algorithm to learn trees of short height for the missing parts on each path. They

control h by a controlling parameter, l, where h = n/l. Besides, all the queries to find T ′ are

in the form ancestor queries which can be simply simulated by O(1) path queries. Further,

we can replace their short height tree learning algorithm with our learn-short-tree algorithm.

Their algorithm takes O(nl log n) to learn T ′, and O(nh log n) ∈ O(n
2

l
log n) queries to learn

the missing parts on the paths through their short depth tree learning method. We learn T ′

using O(nl log n) path queries since all of their separator quries are in the form of sep(r, x, y)

where r is the root, by simulating it with path(x, y). Since our learn-short-tree method takes
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O(nh) ∈ O(n2/l) queries, if we set l =
√

n/ log n, this amounts to a method using a total

number of Q(n) ∈ O(n3/2
√
log n) queries to learn trees of arbitrary height.

We now show how to adapt a path-querying algorithm to derive an algorithm for learning an

undirected fixed-degree tree using separator queries. This will establish improvements upon

the results of Jagadish and Anindya [68].

Definition 3.9. (separator query) On an undirected tree T = (V,E), a separator query is a

function, sep : V ×V ×V → {0, 1}, such that sep(a, b, c) = 1 if removing vertex b disconnects

vertex a from vertex c, and sep(a, b, c) = 0 otherwise.

Our separator querying method (learn-undirected-tree) is based on a simple simulation of a

path-query algorithm (learn-rooted-tree), and an observation that we can implement path

queries using separator queries. Given an undirected tree T = (V,E ′), we transform it into a

rooted directed tree T = (V,E, r) by arbitrarily choosing a vertex, r, as the root of the tree.

Then, we orient the edges in E away from r. Given this view, for each path query in our

tree-reconstruction algorithm, we note that path(u, v) = 1 if and only if sep(r, u, v) = 1 (see

Figure 3.2). Finally, we report the edges returned in learn-rooted-tree(V, r) with direction

removed.

Algorithm 4: Learn an undirected rooted tree with separator queries

1 Function learn-undirected-tree(V ):
2 pick a vertex r arbitrarily from V and set it as root.
3 We define the path query path(u, v) according to sep(r, u, v): if sep(r, u, v) = 1,

then path(u, v) = 1; otherwise, path(u, v) = 0.
4 E ← learn-rooted-tree(V, r)
5 E ′ ← edges of E with direction removed
6 return E ′

Theorem 3.3. Let T = (V,E) be a fixed-degree undirected tree. If T has height h, we can

deterministically learn T with O(nh) separator queries, and if it has an arbitrary height, we

can learn it with O(n3/2
√
log n) queries.
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Figure 3.2: The reduction of separator queries (left) to path queries (right). We have that
(i) sep(r, u, v) = 1 ⇐⇒ path(u, v) = 1 and (ii) sep(r, u, w) = 0 ⇐⇒ path(u,w) = 0.

Proof. This follows directly from our results in Subsection 3.3.1, which establish the query

query complexity of learn-rooted-tree, the subroutine used in Algorithm 4 that dominates

the query complexity.

3.3.2 Multitrees of Arbitrary Height

We next provide a parallel algorithm to learn a multitree of arbitrary height with a number

of roots. Recall that Wang and Honorio [103, Theorem 8] prove that learning a multitree

with Ω(n) roots requires Ω(n2) queries. Suppose that G = (V,E) is a multitree with a roots.

We show that we can learn G using Q(n) ∈ O(an log n) queries in R(n) ∈ O(a log n) parallel

rounds w.h.p.

Let us first explain how to learn a root. Our learn-root method learns a root using Q(n) ∈

O(n) queries in R(n) ∈ O(1) rounds w.h.p. Note that in a multitree with more than one

root, the ancestor set of an arbitrary vertex does not necessarily form a total order, so, we

may not directly apply a parallel maximum finding algorithm on the ancestor set to learn a

root.

Our learn-root method takes as input vertex set V , and returns a root of the DAG. It first

learns in parallel, Y , the ancestor set of v (the nodes u ∈ V such that path(u, v) = 1).

While |Y | > m, where m = C1 ∗
√
|V | for some constant C1 fixed in the analysis, it takes

a sample, S, of expected size of m from Y uniformly at random. Then, it performs path
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queries for every pair (a, b) ∈ S × S in parallel to learn a partial order of S, that is, we say

a < b if and only if path(a, b) = 1. Hence, a root of the DAG should be an ancestor of a

minimal element in S. Using this fact, we keep narrowing down Y until |Y | ≤ m, when we

can afford to generate a partial order of Y in Line 11, and return a minimal element of Y

(see Algorithm 5).

Algorithm 5: Our algorithm to find a root in V

Function learn-root(V ):

1 m = C1 ∗
√
|V |

2 Pick an arbitrary vertex v ∈ V
3 for each u ∈ V do in parallel
4 Perform query path(u, v) to find ancestor set Y
5 while |Y | > m do
6 S ← a random sample of expected size m from Y
7 for (a, b) ∈ S × S do in parallel

Perform query path(a, b)
8 Pick a vertex y ∈ S such that for all a ∈ S: path(a, y) == 0
9 for a ∈ Y do in parallel

Perform query path(a, y) to find ancestors of y, Y ′

10 Y ← Y ′

11 for (a, b) ∈ Y × Y do in parallel
Perform query path(a, b)

12 y ← a vertex in Y such that for all a ∈ Y : path(a, y) == 0
13 return y

Before providing the anlaysis of our efficient learn-root method, let us present Lemma 3.1,

which is an important lemma throughout our analysis, as it extends Lemma 2.4 to directed

acyclic graphs.

Lemma 3.1. Let G = (V,E) be a DAG, and let Y be the set of vertices formed by the union

of at most c directed (not necessarily disjoint) paths, where c ≤ |V | and |Y | > m = C1

√
|V |.

If we take a sample, S, of m elements from Y , then with probability 1 − 1
|V |2 , for each of

these c paths such as P , every two consecutive nodes of S in the sorted order of P are within

distance O(|Y | log |V |/
√
|V |) from each other in P .

Proof. Since we pick our sample S independently and uniformly at random, some nodes of
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Y may be picked more than once, and each vertex will be picked with probability p = m
|Y | =

C1·
√

|V |
|Y | . Let P be the set of vertices of an arbitrary path among these c paths. Divide P

into consecutive sections of size, s = |Y | log |V |√
|V |

. The last section on P can have any length

from 1 to |Y | log |V |√
|V |

. Let R be the set of vertices of an arbitrary section of path P (any section

except the last one). We have that expected size of |R ∩ S|, E[|R ∩ S|] = s · p = C1 log |V |.

Since we pick our sample independently, using standard Chernoff bound for any constant

C1 > 8 ln 2, we have that Pr[|R ∩ S| = 0] < 1/|V |4. Using a union bound, with probability

at least 1− c/|V |3, our sample S will pick at least one node from all sections except the last

section of all paths. Therefore, if c ≤ |V |, with probability at least 1 − 1
|V |2 , the distance

between any two consecutive nodes on a path in our sample is at most 2s.

Lemma 3.2. Let G = (V,E) be a DAG, and suppose that roots have at most c ∈ O(n1/2−ϵ)

for constant 0 < ϵ < 1/2 paths (not necessarily disjoint) in total to vertex v, then, learn-

root(V ) outputs a root with probability at least 1− 1
|V | , with Q(n) ∈ O(n) and R(n) ∈ O(1).

Proof. The correctness of the learn-rootmethod relies on the fact that if Y is a set of ancestors

of vertex v, then for vertex r, a root of the network, and for all y ∈ Y , we have: path(y, r) = 0.

Using Lemma 3.1 and a union bound, after at most 1/ϵ iterations of the While loop, with

probability at least 1 − 1/ϵ
|V |2 , the size of |Y | will be O(m). Hence, we will be able to find

a root using the queries performed in Line 11. Note that this Las Vegas algorithm always

returns a root correctly. We can simply derive a Monte Carlo algorithm by replacing the

while loop with a for loop of two iterations.

Therefore, the query complexity of the algorithm is as follows w.h.p:

• We have O(|V |) queries in 1 round to find ancestors of v.

• Then, we have 1/ϵ iterations of the while loop, each having O(m2) +O(|Y |) ∈ O(|V |)

queries in 1/ϵ rounds.
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• Finally, we have O(m2) queries performed in 1 round in Line 11.

Overall, this amounts to Q(n) ∈ O(n), R(n) ∈ O(1) w.h.p.

Since in a multitree with a ∈ O(n1/2−ϵ) roots (for 0 < ϵ < 1/2), each root has at most one

path to a given vertex v, we have at most a ∈ O(n1/2−ϵ) directed paths in total from roots to

an arbitrary vertex v. Therefore, we can apply Lemma 3.2 to learn a root w.h.p. Note that

if a /∈ O(n1/2−ϵ), as an alternative, we can learn a root w.h.p. using O(n log n) queries with

R(n) ∈ O(log n) rounds by (i) picking an arbitrary vertex v ∈ V and learning its ancestors,

A(v)∩V in parallel (ii) replacing path queries with inverse-path queries (inverse-path(u, v) = 1

if and only if v has a directed path to u), (ii) and applying the rooted tree learning method,

Algorithm 1, to learn the tree with inverse direction to v. Note that any of the leaves of the

inverse tree rooted at v is a root of the multitree.

Our multitree learning algorithm works by repetitively learning a root, r, from the set of

candidate roots, R (R = V at the beginning). Then, it learns a tree rooted at r by calling

the rooted tree learning, Algorithm 1. Finally, it removes the set of vertices of the tree from

R to perform another iteration of the algorithm so long as |R| > 0. We give the details of

the algorithm below.

1. Let R be the set of candidate roots for the multitree initialized with V .

2. Let r ← learn-root(R).

3. Issue queries in parallel, path(r, v) for all v ∈ V to learn descendants, D(r).

4. Learn the tree rooted at r by calling learn-rooted-tree(r,D(r)).

5. Let R = R \D(r), and if |R| > 0 go to step 2.

Theorem 3.4 analyzes the complexity of our multitree learning algorithm.
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Theorem 3.4. One can learn a multitree with a roots using Q(n) ∈ O(an log n) path queries

in R(n) ∈ O(a log n) parallel rounds w.h.p.

Proof. The query complexity and the round complexity of our multitree learning method is

dominated by the calls to Algorithm 1, which takes Q(n) ∈ O(n log n) queries in R(n) ∈

O(log n) parallel rounds w.h.p. Hence, using a union bound and by adjusting the sampling

constants for Algorithm 1 we can establish the high probability bounds.

3.3.3 Butterfly Networks

Next, we provide an algorithm to learn a butterfly network. Suppose that F h = (V,E) is

a butterfly network with height h (i.e., a depth-h FFT graph, see definition 3.3). We show

that we can learn F h using Q(n) ∈ O(23h/2h2) path queries with high probability. Note that

in a butterfly networks of height h, the number of nodes will be n = 2h · (h+ 1). Also, note

that the graph has a symmetry property, that is, all leaves are reachable from the root, and

all roots are reachable from the leaves if we reverse the directions of the edges, and that each

node but the leaves has exactly two children, and each node but the roots have exactly two

parents, and so on. Due to this symmetry property, we can apply learn-short-tree but with

inverse path query (inverse-path(u, v) = 1 if and only if v has a directed path to u) to find

the tree with inverse direction to a leaf.

Our algorithm first learns all the roots and all the leaves of the graph. We first perform

a sequential search to find an arbitrary root of the network, r. Note that we can learn r

by picking an arbitrary vertex x and looping over all the vertices and updating x to y if

path(y, x) = 1. After learning its descendants, D(r), we make a call to our learn-short-tree

method to build the tree rooted at r, which enables us to learn all the leaves, L. Then, we

pick an arbitrary leaf, l ∈ L, and after learning its ancestors, A(l), we call the learn-short-tree

method (with inverse path query) to learn the tree with inverse direction to l, which enables
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us to learn all the roots, R. We then take two sample subsets, S, and T , of expected size

O(2h/2h) from R, and L respectively, and uniformly at random. We will show that the union

of the edges of trees rooted at r for all r ∈ S and the inverse trees rooted at l for all l ∈ T

includes all the edges of the network w.h.p. We give the details of our algorithm below.

1. Learn a root, r, using a sequential search.

2. Perform path queries to learn descendant set, D(r), of r.

3. Call learn-short-tree(r,D(r)) method to learn the leaves of the network, L.

4. Let l ∈ L be an arbitrary leaf in the network, then perform path queries to learn the

ancestors of l, A(l).

5. Call learn-short-tree(l, A(l)) with inverse path query definition to learn the roots of the

network, R.

6. Pick a sample S of size c·2h/2h from R, and a sample T of size c·2h/2h from L uniformly

at random for a constant c > 0.

7. Perform queries to learn descendant set, D(s), for every s ∈ S, and to learn ancestor

set A(t), for every t ∈ T .

8. Call learn-short-tree(s,D(s)) to learn the tree rooted at s for all s ∈ S.

9. Call learn-short-tree(t, A(t)) using inverse reverse path query to learn the tree rooted

at t for all t ∈ T .

10. Return the union of all the edges learned.

Theorem 3.5. One can learn a butterfly network of height, h, using Q(n) ∈ O(23h/2h2) path

queries with high probability.
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Proof. The query complexity of the algorithm is dominated by O(2h/2h) times the running

time of our learn-short-tree method, which takes O(2hh) queries for each tree. Consider a

directed edge from vertex x at height k to vertex y at height k − 1 in the network. If

k ≤ h/2, then x has at least 2⌊h/2⌋ ancestors in the root, that is, |A(x) ∩ R| ≥ 2⌊h/2⌋. Since

our sample, S, has an expected size of 2h/2 · ch, the expected size of |S ∩A(x) ∩R| ≥ ch/2.

Using a standard Chernoff bound, the probability, Pr[|S ∩ A(x) ∩ R| = 0] ≤ e−ch/4. Hence,

for large enough c, this probability is less than 1/22h. Therefore, we will be able to learn

edge (x, y) through a tree rooted at s ∈ S. Similarly, we can show that if k > h/2, then y

has at least 2⌊h/2⌋ descendants in the leaves, that is, |D(y) ∩ L| ≥ 2⌊h/2⌋. Since, our sample

T , has an expected size of 2h/2 · ch, the expected size of |T ∩ D(y) ∩ L| ≥ ch/2. Using a

standard Chernoff bound, the probability, Pr[|T ∩D(y)∩L| = 0] ≤ e−ch/4. Hence, for large

enough c, this probability is less than 1/22h. Therefore, we will be able to learn edge (x, y)

through a tree inversely rooted at t ∈ T in this case. A union bound establishes the high

probability.

3.4 Parallel Learning of Almost-trees

Let G = (V,E) be an almost-tree of height h. We learn G with Q(n) ∈ O(n log n + nh)

path queries in R(n) ∈ O(log n) rounds w.h.p. Note that we can learn the root of an

almost-tree by Algorithm 5, and given that the root has at most 2 paths to any vertex, it

will take Q(n) ∈ O(n) queries and R(n) ∈ O(1) w.h.p. by Lemma 3.2. We then learn a

spanning rooted tree for it, and finally we learn the cross-edge. We will also prove that our

algorithm is optimal by showing that any randomized algorithm needs an expected number

of Ω(n log n+ nh).
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3.4.1 Learning an Arborescence in a DAG

Our parallel algorithm learns an arborescence, a spanning directed rooted tree, of the graph

with a divide and conquer approach based on our separator theorem, which is an extension

of Lemma 2.2 for DAGs.

Theorem 3.6. Every degree-d rooted DAG, G = (V,E), has an even-separator (see Defini-

tion 3.8).

Proof. We prove through a iterative process that there exists a vertex v such that |V |
d
≤

|D(v)| ≤ |V |·(d−1)
d

. Let r be the root of the DAG. We have that |D(r)| = |V |. Since r has

at most d children and each v ∈ V is a descendent of at least one of the children of r, r has

a child x, such that D(x) ≥ |V |/d. If D(x) ≤ |V |·(d−1)
d

, x is an even-separator. Otherwise,

since do(x) ≤ d− 1, x has a child, y, such that |D(y)| ≥ |V |/d. If |D(y)| ≤ |V |·(d−1)
d

, y is an

even-separator. Otherwise, we can repeat this iterative procedure with a child of y having

maximum number of descendants. Since, |D(y)| < |D(x)|, and a directed path in a DAG

ends at vertices of out-degree 0 (with no descendants), this iterative procedure will return

an even-separator at some point.

Next, we introduce Lemma 3.3 which shows that for fixed-degree rooted DAGs, if we pick

a vertex v uniformly at random, there is an even separator in A(v), ancestor set of v, with

probability depending on d.

Lemma 3.3. Let G = (V,E) be a degree-d DAG with root r, and let v be a vertex chosen

uniformly at random from v. Let Y be the ancestor set for v in V . Then, with probability at

least 1
d
, there is an even-separator in Y .

Proof. By Theorem 3.6, G has an even-separator, e. Since |D(e)| ≥ |V |
d
, with probability at

least 1
d
, v will be one of the descendants of e.
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Although a degree-d rooted DAG has an even-separator, checking if a vertex is an even-

separator requires a lot of queries for exact calculation of the number of descendants. Thus,

we use a more relaxed version of the separator, which we call near-separator, for our divide

and conquer algorithm.

Definition 3.10. Let G = (V,E) be a rooted degree-d DAG. We say that vertex v ∈ V is a

near-separator if |V |
d+2
≤ |D(v)| ≤ |V |(d+1)

d+2
.

Note that every even-separator is also a near-separator. We show if an even-separator exists

among A(v) for an arbitrary vertex v, then we can locate a near-separator among A(v) w.h.p.

Incidentally, we used a similar divide and conquer approach to learn directed rooted trees in

Chapter 2, but our approach relied on the fact that there is exactly one path from root to

every vertex of the tree. We will show how to meet the challenge of having multiple paths

to a vertex from the root in learning an arborescence for a rooted DAG.

Our learn-spanning-tree method takes as input vertex set, V , of a DAG rooted at r, and

returns the edges, E, of an arborescence of it. In particular, it enters a repeating while loop

to learn a near-separator by (i) picking a random vertex v ∈ V , (ii) learning its ancestors,

Y = A(v) ∩ V , (iii) and checking if Y has a near-separator, w, by calling learn-separator

method, which we describe next. Once learn-separator returns a vertex, w, we split V into

V1 = D(w) ∩ V and V2 = V \ V1 given that path(w, z) = 1 if and only if z ∈ V1. If

|V |
d
≤ |V1| ≤ |V |(d−1)

d
, we verify w is a near-separator. If w is a near separator, then it calls

learn-parent method, to learn a parent, u, for w. Finally, it makes two recursive calls to learn

a spanning tree rooted at w for vertex set V1, and a spanning tree rooted at r with vertex set

V2 (see Algorithm 6). Note that our learn-parent(v, V ) method is similar to our learn-root(V )

method except that it passes closest nodes to v to the next iteration rather than the farthest

nodes.

55



Algorithm 6: learn a spanning tree in a DAG

Function learn-spanning-tree(V, r):
1 E ← ∅
2 if |V | ≤ g then // g is a chosen constant

3 return edges found by a quadratic brute-force algorithm
4 while true do
5 Pick a vertex v ∈ V uniformly at random
6 for z ∈ V do in parallel

Perform query path(z, v) to find Y = A(v) ∩ V
7 w ← learn-separator(v, Y, V, r)
8 for z ∈ V do in parallel

Perform query path(w, z)
9 split V into V1, V2 using query results

10 if w ̸= Null and |V |
d+2
≤ |V1| ≤ |V |(d+1)

d+2
then

11 u← learn-parent(w, V )
12 E ← E ∪ {(u,w)}
13 parallel do
14 E ← E ∪ learn-spanning-tree(V1, w)
15 E ← E ∪ learn-spanning-tree(V2, r)

16 return E

Next, we show how to adapt an algorithm to learn a near-separator for DAGs by extending

Algorithm 2. Our learn-separator method takes as input vertex v, its ancestors, Y , vertex set

V of a DAG rooted at r, and returns w.h.p. a near-separator among vertices of Y provided

that there is an even-separator in Y . If |Y | is too large (|Y | > |V |/K), then it enters Phase

1. The goal of this phase is to remove the nodes that are unlikely to be a separator in

order to pass a smaller set of candidate separator to Phase 2. It chooses a random sample,

S, of expected size m = C1

√
|V |, where C1 > 0 is a fixed constant. It adds {v, r} to the

sample S. It then estimates |D(s) ∩ V | for each s ∈ S, using a random sample, Xs, of size

K = O(log |V |) from V by issuing path queries. If all of the estimates, count(s,Xs), are

smaller than K
d+1

, we return Null , as we argue that in this case the nodes in Y do not have

enough descendants to act as a separator. Similarly, If all of the estimates, are greater than

Kd
d+1

, we return Null , as we show that in this case the nodes in Y have too many descendants

to act as a separator. If one of these estimates for a vertex s lies in the range of [ K
d+1

, Kd
d+1

], we

return it as a near-separator. Otherwise, we filter the set of Y by removing the nodes that
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are unlikely to be a separator through a call to filter-separator method, which we present

next. Then, we enter Phase 2, where for every s ∈ Y , we take a random sample Xs of

expected size of O(log|V |) from V to estimate |D(s) ∩ V |. If one of these estimates for a

vertex s lies in the range of [ K
d+1

, Kd
d+1

], we return it as a near-separator. We will show later

that the output is a near-separator w.h.p (see Algorithm 7).

Algorithm 7: For a vertex v, find a separator among Y = A(v) ∩ V

Function learn-separator(v, Y, V, r):

1 m = C1

√
|V |, K = C2 log |V |

Phase 1:
2 if |Y | > |V |/K then
3 S ← subset of m random elements from Y
4 S ← S ∪ {v, r}
5 for each s ∈ S do in parallel
6 Xs ← subset of K random elements from V
7 Perform queries to find count(s,Xs)

8 if ∀s ∈ S : count(s,Xs) <
K
d+1

then return Null

9 if ∀s ∈ S : count(s,Xs) >
Kd
d+1

then return Null

10 if ∃s ∈ S : K
d+1
≤ count(s,Xs) ≤ Kd

d+1
then return s

11 Y ← filter-separator(S, Y, V )

Phase 2:
12 for each s ∈ Y do in parallel
13 Xs ← subset of K random elements from V
14 Perform queries to find count(s,Xs)

15 if ∃s ∈ Y s.t. K
d+1
≤ count(s,Xs) ≤ Kd

d+1
then return s

16 return Null

Next, let us explain our filter-separator method, whose purpose is to remove some of the

vertices in Y that are unlikely to be a separator to shrink the size of Y . We first establish

a partial order on elements of S by issuing path queries in parallel. Since there are at most

c = 2 directed paths from root to vertex v, for path 1 ≤ i ≤ c, let li ∈ S be the oldest node

on path i having count(li, Xli) <
K
d+1

(resp. gi ∈ S be the youngest node on path i having

count(gi, Xgi) >
Kd
d+1

). We then perform queries to remove ancestors of gi, and descendants

of li from Y . We will prove later that this filter reduces |Y | considerably without filtering

an even-separator. We will give the details of this method in Algorithm 8.
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Algorithm 8: Filter out the vertices unlikely to be a separator

Function filter-separator(S, Y, V ):
1 for each {a, b} ∈ S do in parallel
2 perform query path(a, b)
3 Let P1, P2, . . . , Pc be the c paths from r to v.

4 For 1 ≤ i ≤ c : let li ∈ (S ∩ Pi) such that count(li, Xli) <
K
d+1

, and there exists no

b ∈ (S ∩ A(li)) where count(b,Xb) <
K
d+1

.

5 For 1 ≤ i ≤ c : let gi ∈ (S ∩ Pi) such that count(gi, Xgi) >
K·d
d+1

, and there exists

no b ∈ (S ∩D(gi)) where count(b,Xb) >
K·d
d+1

.

6 for 1 ≤ i ≤ c and v ∈ V do in parallel
7 perform query path(v, gi) to find (A(gi) ∩ V ).
8 Remove (A(gi) ∩ V ) from Y .
9 perform query path(li, v) to find (D(li) ∩ V ).

10 Remove (D(li) ∩ V ) from Y .

11 return Y

Lemma 3.4 shows that our filter-separator method efficiently in parallel eliminates the nodes

that are unlikely to act as a separator.

Lemma 3.4. Let G = (V,E) be a DAG rooted at r, with at most c directed (not necessarily

disjoint) paths from r to vertex v, and let Y = A(v) ∩ V , and let S be a random sample

of expected size m that includes v, and r as well. The call to filter-separator(S, Y, V ) in

our learn-separator method returns a set of size O(c · |Y | log |V |/
√
|V |), and If Y has an

even-separator, the returned set includes an even-separator with probability at least 1− |S|+1
|V |2 .

Proof. We first prove that the size of the set returned by our filter-separator method is

O(c·|Y | log |V |/
√
|V |). We run Line 11 of our learn-separator method only if we do not return

in Lines 8, 9, and 10; hence, for every vertex s ∈ S, we should have that count(s,Xs) >
Kd
d+1

or count(s,Xs) <
K
d+1

and there should be nodes {x, y} ⊆ S such that count(x,Xx) >
Kd
d+1

and count(y,Xy) <
K
d+1

.

Consider an arbitrary path, Pi, among these c paths from r to v. We argue that filter-

separator returns at most O(|Y | log |V |/
√
|V |) vertices of Pi. By Lemma 3.1, with probability

at least 1 − 1
|V |2 , the distance between any two consecutive vertices of Pi ∩ S is at most
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O(|Y | log |V |/
√
|V |), and if |Pi| > 4|Y | log |V |/

√
|V |, then |Pi ∩ S| ≥ 4. Recall that li ∈

(Pi ∩ S) was the oldest node having count(li, Xli) <
K
d+1

(there is no node b ∈ (S ∩ A(li))

having count(b,Xb) < K
d+1

). Also, recall that gi ∈ (Pi ∩ S) was the youngest node having

count(gi, Xgi) >
Kd
d+1

(there is no node b ∈ (S ∩D(gi)) having count(b,Xb) >
Kd
d+1

). Since we

remove ancestors of gi, and descendants of li from Pi, our filter-separator algorithm returns at

most vertices between two consecutive vertices of Pi∩S, having a size of O(|Y | log |V |/
√
|V |).

Since, we have at most c paths, therefore the size of the set returned by this algorithm is at

most O(c · |Y | log |V |/
√
|V |).

Let e be an even-separator in Y . Next, we prove that the returned set includes e. As we

showed inn Chapter 2, there exists a constant C2 > 0, as used in Line 1 of our learn-separator

algorithm such that the following probability bound hold:


Pr

(
count(s,Xs) ≥ K

d+1

)
≥ 1− 1

|V |2 if count(s, V ) ≥ |V |
d
,

Pr
(
count(s,Xs) ≤ K d

d+1

)
≥ 1− 1

|V |2 if count(s, V ) ≤ |V |d−1
d
,

(3.2)


Pr

(
count(s,Xs) <

K
d+1

)
≥ 1− 1

|V |2 if count(s, V ) < |V |
d+2

,

Pr
(
count(s,Xs) > K d

d+1

)
≥ 1− 1

|V |2 if count(s, V ) > |V |d+1
d+2

(3.3)

Let s ∈ S be an arbitrary ancestor of e. Hence, count(s, V ) ≥ count(e, V ) ≥ |V |
d
. By

Equation 3.2, with probability at least 1 − 1
|V |2 , count(s,Xs) ≥ K

d+1
. Hence, s cannot be

equal with li, for 1 ≤ i ≤ c, and therefore, we do not remove descendants of s. Similarly, for

an arbitrary descendant, s ∈ S, of e, count(s, V ) ≤ count(e, V ) ≤ |V |(d−1)
d

. By Equation 3.2,

with probability at least 1− 1
|V |2 , count(s,Xs) ≤ Kd

d+1
. Hence, s cannot be equal with gi, for

1 ≤ i ≤ c, and therefore, we do not remove ancestors of s. Therefore, using a union bound,

with probability at least 1− |S|
|V |2 , we do not remove e from Y .
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All together, using a union bound with probability at least 1 − |S|+1
|V |2 , the call to our filter-

separator in Line 11 of our learn-separator algorithm returns a set of size O(c·|Y | log |V |/
√
|V |)

without filtering an even-separator.

Lemma 3.5 establishes the fact that our learn-separator finds w.h.p. a near-separator among

ancestors A(v) ∩ V , if there is an even-separator in A(v) ∩ V .

Lemma 3.5. Let G = (V,E) be a DAG rooted at r, with at most c directed (not necessarily

disjoint) paths from r to vertex v, and let Y = A(v) ∩ V . If Y has an even-separator, then

our learn-separator method returns a near-separator w.h.p.

Proof. We will show that the probability of returning Null or returning a vertex that is not a

near-separator is at most 1
|V | . Let e ∈ Y be an even-separator. We evaluate this probability

according to different lines of the algorithm.

• Lines 8, 9: Since e is an even-separator, we have |V |
d
≤ count(e, V ) ≤ |V |(d−1)

d
. On

the other hand, as r ∈ A(v) we have that count(r, V ) ≥ count(e, V ) ≥ |V |
d
. Also,

since v ∈ D(e), we can establish that count(v, V ) ≤ count(e, V ) ≤ |V |(d−1)
d

. Hence,

by Equation 3.2 and a union bound, with probability at least 1 − 2
|V |2 , we have that

count(r,Xr) ≥ K
d+1

, and count(v,Xv) ≤ Kd
d+1

, and therefore we do not return Null in

Lines 8, 9.

• Line 10: Consider a vertex s ∈ S with count(s, V ) < |V |
d+2

. By Equation 3.3, with

probability at least 1 − 1
|V |2 , count(s,Xs) < K

d+1
, and therefore, s is not picked in

Line 10 as a near-separator. Similarly, for vertex s ∈ S with count(s, V ) > |V |(d+1)
d+2

, by

Equation 3.3, with probability at least 1− 1
|V |2 , count(s,Xs) >

Kd
d+1

, indicating that we

do not pick s as a near-separator Line 10. Hence, using a union bound with probability

at least 1− |S|
|V |2 , the returned vertex in Line 10 is a near-separator.
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• Line 15: Recall that in Lemma 3.4, we proved that with probability at least 1− |S|+1
|V |2 , our

call to filter-separator method in Line 11 of our learn-separator algorithm returns a set

including an even-separator, e, and the set size of O

(
c · |Y | log |V |√

|V |

)
∈ O(

√
|V | log |V |).

Using an argument similar to the one for Line 10, we can show that with probability

at least 1− O(
√

|V | log |V |)
|V |2 , if we return a vertex in Line 15, it will be near-separator.

• Line 16: Note that the set returned by filter-separator method includes e. By Equa-

tion 3.2, with probability at least 1 − 2
|V |2 ,

K
d+1
≤ count(e,Xe) ≤ Kd

d+1
in Line 15, and

therefore, we do not get to run Line 16.

Therefore, using a union bound, we can show that if Y has an even separator, with probability

at least 1 − 2+|S|+|S|+1+O(
√

|V | log |V |)+2

|V |2 ≥ 1 − 1
|V | , our learn-separator method returns a near-

separator.

Lemma 3.6. Let G = (V,E) be a DAG rooted at r, with at most c directed (not necessarily

disjoint) paths from r to vertex v. Then, our learn-separator(v, Y, V, r) method, takes Q(n) ∈

O(c|V |) queries in R(n) ∈ O(1) rounds.

Proof. • In phase 1, it takes O(mK) ∈ o(|V |) queries in 1 round to estimate the number

of descendants for sample S.

• The call to filter-separator in phase 1 takes m2 queries in one round to derive a partial

order for S, and since there are at most c paths from r to v, it takes O(c · |V |) in one

round to remove nodes from Y .

• In Phase 2, it takes O(|Y |K) ∈ O(|V |) queries in 1 round to estimate the number of

descendants for all nodes of Y .
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Theorem 3.7. Suppose G = (V,E) is a rooted DAG with |V | = n, and maximum constant

degree, d, with at most constant, c directed (not necessarily disjoint) paths from root, r, to

each vertex. Our learn-spanning-tree algorithm learns an arborescence of G using Q(n) ∈

O(n log n) and R(n) ∈ O(log n) w.h.p.

Proof. By Lemma 3.6, each call to learn-separator method takes at most O(c|V |) ∈ O(|V |)

queries in O(1) rounds, and using Lemma 3.3 and Lemma 3.5, it returns a near-separator

with probability at least 1
d
·
(
1− 1

|V |

)
. Then, it learns an edge through a call to learn-parent

method using O(|V |) queries in O(1) rounds with probability at least 1− 1/|V |. Hence, for

|V | ≥ 4d, using a union bound, with probability at least 1
2d
, we have that our near-separator

splits the DAG with vertices V into two DAGs of size at least |V |
d+2

. Hence, we have

Q(n) = Q

(
n

d+ 2

)
+Q

(
n · (d+ 1)

d+ 2

)
+O(n)

R(n) = R

(
n

d+ 2

)
+R

(
n · (d+ 1)

d+ 2

)
+O(1)

Therefore, we have Q(n) ∈ O(n log n) and R(n) ∈ O(log n) in expectation. We can also use

a Chernoff bound for sum of the independent geometric random variables (see [56, 80]) to

prove the bounds with high probability similar to the work done in Theorem 2.1.

3.4.2 Learning a Cross-edge

Next, we will show that a cross-edge can be learnt using O(nh) queries in just 2 parallel

rounds for an almost-tree of height h. Our learn-cross-edge algorithm takes as input vertices

V and edges E of an arborescence of a almost-tree, and returns the cross-edge from the

source vertex, s, to the destination vertex, t. In this algorithm, we refer to D(v) for a vertex

v as the set of descendants of v according to E (the only edges learned by the arborescence).
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Algorithm 9: lean a cross-edge for an almost tree

Function learn-cross-edge(V,E):
1 for v ∈ V do
2 for c ∈ C(v) do
3 for t ∈ (D(V ) \D(c)) do in parallel
4 Perform query path(c, t)

5 Let c be the only node and let t be the node with maximum height having
path(c, t) = 1

6 for s ∈ D(c) do in parallel
7 Perform query path(s, t)
8 Let s be the node with minimum height having path(s, t) = 1.
9 return (s, t)

We will show later that there exists a vertex, c, whose parent is vertex, v, such that the

cross-edge has to be from a source vertex s ∈ D(c) to a destination vertex t ∈ (D(v)\D(c)).

In particular, this algorithm first learns t and c with O(nh) queries in 1 parallel round. Note

that t ∈ (D(v) \D(c)) is a node with maximum height having path(c, t) = 1. Once it learns

t and c, then it learns source s, where s ∈ D(c) is the node with minimum height satisfying

path(s, t) = 1, using O(n) queries in 1 round. We give the details in Algorithm 9.

The following lemma shows that Algorithm 9 correctly learns the cross-edge using O(nh)

queries in just 2 rounds.

Lemma 3.7. Given an arborescence with vertex set V , and edge set, E, of an almost-tree,

Algorithm 9 learns the cross-edge using O(nh) queries in 2 rounds.

Proof. Suppose that the cross-edge is from a vertex s to to a vertex t. Let v be the least

common ancestor of s and t in the arborescence, and let c be a child of v on the path from

v to s. Since t ∈ (D(v) \D(c)), we have that path(c, t) = 1 in Line 4. Note that since there

is only one cross-edge, there will be exactly one node such as c satisfying path(c, t) = 1.

Note that in Line 4 we can also learn t, which is the node with maximum height satisfying

path(c, t) = 1. Finally, we just do a parallel search in the descendant set of c to learn s in

Line 7.
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We charge each path(c, t) query in Line 4 to the vertex v. Since each vertex has at most

d children the number of queries associated with vertex v will be at most O(|D(v)| · d).

Hence, using a double counting argument and the fact that each vertex is a descendant of

O(h) vertices, the sum of the queries performed Line 4 will be, Σv∈VO(|D(v)| · d) = O(nh).

Finally, we need O(n) queries 1 round to learn s in Line 7.

Theorem 3.8. Given vertices, V , of an almost-tree, we can learn root, r, and the edges, E,

using Q(n) ∈ O(n log n+ nh) path queries, and R(n) ∈ O(log n) w.h.p.

Proof. Note that in almost-trees there are at most c = 2 paths from root r to each vertex.

Therefore, by Lemma 3.2, we can learn root of the graph using O(n) queries in O(1) rounds

with probability at least 1− 1
|V | . Then, by Theorem 3.7, we can learn a spanning tree of the

graph using O(n log n) queries in O(log n) rounds with probability at least 1− 1
|V | . Finally,

by Lemma 3.7 we can deterministically learn a cross-edge using O(nh) queries in just 2

rounds.

3.4.3 Lower bound

The following lower bound improves the one by Janardhanan and Reyzin [69] and proves

that our algorithm to learn almost-trees in optimal.

Theorem 3.9. Let G be a a degree-d almost-tree of height h with n vertices. Learning G

takes Ω(n log n+ nh) queries. This lower bound holds for both worst case of a deterministic

algorithm and for an expected cost of a randomized algorithm.

Proof. We use the same graph as the one used by Janardhanan and Reyzin [69], but we

improve their bound using an information-theoretic argument. Let G be an almost-tree of
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Figure 3.3: An example of a complete 3-ary tree attached to the last level of a caterpillar
graph of height Θ(h).

height h consisting of a caterpillar graph with height Θ(h), and a complete d-ary tree with

Ω(n) leaves attached to the last level of it. If there is a cross-edge from one of the leaves of

the caterpillar to one of the leaves of the d-ary tree, it takes Ω(nh) queries involving a leaf of

the caterpillar and a leaf of the d-ary tree. Suppose that a querier, Bob, knows the internal

nodes of the d-ary, and he wants to know that for each leaf l of the d-ary, what is the parent

of l in the d-ary tree. If there are m leaves for the d-ary tree, the number of possible d-ary

trees will be at least m!
(d!)m/d . Therofore, using an information-theoretic lower bound, we need

Ω
(
log

(
m!

(d!)m/d

))
bit of information to be able to learn the parent of the leaves of d-ary tree.

Since the queries involving a leaf of the caterpillar and a leaf of the d-ary tree do not provide

any information about how the d-ary tree is built, it takes Ω(n log n) queries to learn the

d-ary tree.
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3.5 Conclusion

In this chapter, we extended the results of Chapter 2 to other directed acyclic graphs.

In particular, we provided efficient algorithms for learning multitrees, butterfly networks,

and almost-trees using path queries. While our almost-tree learning algorithm provides an

optimal solution for almost-trees with only one additional cross-edge, one research direction

for future work is to study efficient algorithms for learning an almost-tree with constant

number of cross-edges. On the other hand, some of the functionalities that we provided in

this chapter may be used for learning other almost-trees. For instance, our learn-spanning-

tree can efficiently learn a spanning tree for an almost-tree as long as there are at most c

directed path from root to any vertex.
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Chapter 4

Learning Connected Graphs

4.1 Introduction

Network mapping involves inferring the topology of a communication network, such as the

Internet, from queries, e.g., see Figure 4.1 and [50, 109]. A prominent technique for network

mapping is active probing using the Unix traceroute command to perform queries that

reveal routing-path information, e.g., see [50, 63, 109].

We formulate the network mapping problem as follows. Suppose we are given access to a

subset, U ⊆ V , of the vertices of a connected, undirected, unweighted graph, G = (V,E), so

that the distance, δ(u, v), between two vertices, u and v, in G is defined as the number of

edges on a shortest path joining u and v in G. The n vertices in U are known, but the set

of edges, E, is unknown. The subset U represents vantage point nodes from which we may

issue the following type of queries:

• kth-hop(k, u, v): return the vertex, w, that is the kth vertex on a shortest path from u

to v in G. If k ≥ δ(u, v), then return v.
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Figure 4.1: Partial map of the Internet circa 2005. Image by The Opte Project, unchanged
and licensed under the Creative Commons Attribution 2.5 Generic license.

Note that for u, v ∈ U , kth-hop(k, u, v) returns vertices in a single shortest path from u to

v. Shortest paths in G are not necessarily unique, however. So, for example, if δ(u, v) =

δ(u,w)+δ(w, v), it is not necessarily the case that kth-hop(δ(u,w), u, v) = w. In the network

mapping problem, we are interested in using kth-hop queries to learn the edges of the induced

shortest-path graph, H = (U, Ẽ), such that there is an edge (u, v) ∈ Ẽ, for u, v ∈ U , if and

only if no kth-hop(k, u, v) query would return a vertex w ∈ U other than v, that is, kth-

hop(k, u, v) would return vertices of a shortest path from u to v that does not include any

other vertex in U . Thus, H is a weighted, connected, undirected graph such that each edge

(u, v) in H has weight δ(u, v).

Our motivation for focusing on kth-hop queries is that they form the “inner loop” of how

traceroute works by default. In particular, by default traceroute works by sending a

series of packets in a network from a source, u, to a destination, v, with the packets having

increasing time-to-live (TTL) values, up to an upper bound for the diameter, diam(G), of G,

which traceroute typically sets to 30 or 64 by default depending on the underlying operating

system. The TTL field in a packet is decremented with each hop it traverses and when it

reaches 1, then that node sends an ICMP message to the source address (with message

including the node’s address), e.g., see [2, 1]. Thus, the traceroute tool can be viewed as

first performing a kth-hop(1, u, v) query, then a kth-hop(2, u, v) query, and so on, until getting
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a response from the vertex v. In fact, one can use options with the traceroute command

to issue a kth-hop query directly, e.g., to find the 5th hop from a node to example.com, one

could use the command, “traceroute -m 5 -M 5 example.com”.

Our formulation of the network mapping problem abstracts away certain system issues. In

particular, we are implicitly assuming that messages in G are routed along shortest paths,

which is a widely used setting assumed by the prior work [4, 53, 40]. An important system

issue that we do not abstract away, however, is that only vertices in U ⊆ V may issue queries.

Indeed, there is some interesting prior work regarding the sampling biases introduced by

only being able to issue queries from a subset, U , of the set of vertices, V , in G. For

example, Achlioptas, Clauset, Kempe, and Moore [4] show that traceroute sampling1 finds

power-law degree distributions in both ∆-regular and Poisson-distributed random graphs,

even though these underlying graphs do not themselves have power-law degree distributions,

which is a statistical finding in experiments by Lakhina, Byers, Crovella, and Xie [76].

Maciej, Markopoulou, and Patrick [74] study ways to correct for this bias when samping

large graphs. Further, Zhang, Kolaczyk, and Spencer [110] and Flaxman and Vera [53]

study ways to correct for this bias for estimating degree distributions. Interestingly, Barrat,

Alvarez-Hamelin, Dall’Asta, Vázquez, and Vespignani [20] provide an analysis that power

laws still exist in the Internet graph in spite of the traceroute sampling bias, which these

authors show is related to betweenness (see also [40]).

In spite of this interesting prior work concerning the sampling biases inherent in performing

traceroute queries only from the nodes in the subset, U , we are not familiar with any prior

work on efficient algorithms for solving the network mapping problem. We focus on two

complexity measures for a network mapping algorithm, A, in terms of n = |U |:

• Q(n): the query complexity of A. This is the total number of kth-hop queries issued.

1Traceroute sampling samples the network graph as the union of paths that packets traverse in performing
traceroute queries from a subset of the nodes in a network.
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This complexity measure comes from learning theory (e.g., see [6, 33, 48, 94]) and

complexity theory (where it is also known as “decision-tree complexity,” e.g., see [108,

25]).

• R(n): the round complexity of A. This is the number of rounds of querying performed

by A, where the queries issued in a round are given in a batch such that any query

issued in a round may not depend on the response to any other query in that round

(but each query may depend on results of queries from previous rounds).

4.1.1 Prior Related Work

As mentioned above, we are not aware of prior algorithmic work on network mapping. If

we analyze the algorithm used in existing mapping systems that use active probing, this

amounts to a brute-force quadratic algorithm implemented by cooperating nodes of the

network, which perform a traceroute to every other known node in the network, e.g.,

see [50, 49, 64]. Viewed combinatorially, this algorithm has query complexity, Q(n), that is

O(diam(G) · n2), and round complexity, R(n), that is O(diam(G)), for kth-hop queries.

The network mapping problem is related to graph reconstruction, e.g., see [71, 78, 3, 22, 91,

15, 16, 17, 23, 18, 29, 57, 58, 59, 87, 105, 61, 72, 41, 96, 9, 104, 33, 10, 89, 13, 8]. In this

problem, one is given a connected unweighted graph, G = (V,E), for which V is known and

goal is to discover E through queries, such as:

• distance(u, v): return the distance, δ(u, v), between u to v in G.

• shortest-path(u, v): return the vertices (in order) in a shortest path from u to v in G.

There is also work on other types of queries, including vertex-betweenness queries [3]; queries

returning whether a given subset of vertices induce a given edge [23, 16, 15, 29, 17, 18];
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queries returning the number of edges induced by a given subset of vertices [58, 57, 59, 33];

queries returning all shortest paths from a given node to all other nodes [22, 91]; queries

returning the distance between two leaves in a phylogenetic tree [9, 10, 105, 61, 72, 87]; and

queries returning whether a given vertex is an ancestor of another given vertex in a rooted

tree [104, 9, 10].

There are a number of important differences between the network mapping problem and

graph reconstruction, however. Most significantly, the graph reconstruction problem assumes

queries can be performed for any vertices in V , whereas in the network mapping problem

we may only issue kth-hop queries for nodes in the subset U ⊆ V . In addition, even if we

restrict the network mapping problem to the case where U = V , previous work on graph

reconstruction has not considered kth-hop queries, which, as we mentioned above, form the

“inner-loop” for how traceroute works and are distinct from distance and shortest-path

queries. For example, it doesn’t seem possible to simulate a kth-hop query with fewer than

Θ(n) distance queries, while a distance query can be simulated with O(log diam(G)) kth-hop

queries via binary search. Also, although it is trivial to simulate a kth-hop query with a single

shortest-path query, it takes Θ(diam(G)) kth-hop queries to simulate a single shortest-path

query. Thus, kth-hop queries are strictly weaker than shortest-path queries while being better

at capturing the true message complexity of the traceroute command.

Another difference between the network mapping problem and graph reconstruction is that

previous work on graph reconstruction has mostly focused on how to sequentially recon-

struct the graph, G, whereas the network mapping problem is inherently parallel, due to the

motivation from mapping real-world networks, where each node is a computer. In terms of

previous work on graph reconstruction in parallel, Mathieu and Zhou [78] recently provided

a simple algorithm to reconstruct a connected, unweighted graph G, using an expected num-

ber of Õ(N5/3) distance queries in 2 rounds.2 They also show that their algorithm takes an

2The notation Õ(f(N)) is equivalent with O(f(N) · polylog(f(N))).
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expected number of Õ(N) distance queries to reconstruct a random ∆-regular graphs.

The most relevant prior work on graph reconstruction, however, is by Kannan, Mathieu,

and Zhou [71], who show how to reconstruct a connected, unweighted graph, G, using an

expected number of O(∆3N3/2 log2N log logN) distance queries, or an expected number of

N1+O(τ(N)) shortest-path queries, where N = |V | and τ(N) =
√

(log logN + log∆)/ logN ,

which is o(1) when ∆, the maximum degree of G, is N o(1). They also show that verifying a

given set of edges can be done using O(N1+O(τ(N))) expected distance queries.

4.1.2 Our Results

A preliminary announcement of some of this chapter, using distance queries for graph recon-

struction, where queries can be performed for any vertices in V , was presented in [11].

In Section 4.2, we introduce a new technique that may be of independent interest, where we

provide a new parallel implementation of a well-known graph clustering technique of Thorup

and Zwick [98] with round complexity of O(1), while their original implementation implies

an expected round complexity of O(log n). In doing so, we introduce a parameter that

allows us to trade off parallel time and cluster size. Moreover, we show that our complexity

bounds hold with high probability,3 whereas Thorup and Zwick proved their complexity

bounds only in expectation. In Section 4.3, we will use this new construction to compute

a graph-theoretic Voronoi diagram in our network mapping algorithm. On the other hand,

our graph clustering technique can be applied to other problems, such as that studied by

Honiden, Houle, and Sommer [62] for balancing graph-theoretic Voronoi diagrams, to reduce

the number of centers to O(s) from O(s log n).

In Section 4.3, we provide the first non-trivial algorithmic results for the network mapping

3We say an event holds with high probability (w.h.p.) if it occurs with probability at least 1 − 1/nc, for
some constant c ≥ 1.
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problem. Our query complexities and round complexities are characterized in terms of

n = |U | and some interesting parameters that capture the sampling coverage provided by the

set U . For example, in addition to characterizing complexities in terms of ∆, the maximum

degree of the graph, H, we introduce a distance coverage parameter, δmax, which is the

maximum weight for an edge in H, and a nearby-vertices parameter, µ, which is an upper

bound on the number of vertices within a distance of 2δmax of any given vertex v ∈ U . As we

show, these parameters are required for the sake of efficiency, for we show that without these

parameters the network mapping problem has a quadratic query-complexity lower bound.

For example, under reasonable assumptions regarding these parameters, we are the first to

give a constant-round network-mapping algorithm with query complexity better than the

trivial brute-force algorithm.

In Section 4.4, we introduce a greedy approach for network mapping that is based on parallel

greedy approximate set cover, which allows us to achieve a near-quasilinear query complexity

(when ∆ is no(1)). As with a related sequential greedy graph reconstruction result of Kannan,

Mathieu, and Zhou [71], our query and round complexity bounds are parameterized in terms

of the best sequential query complexity for verifying the edges of a graph using distance

queries (without knowing the exact value of this query complexity). Further, for small

values of the parameters, δmax and ∆, our greedy approach uses a near-quasilinear number

of kth-hop queries, which are strictly weaker than the shortest-path queries used by Kannan,

Mathieu, and Zhou. We summarize our results in Table 4.1.

Table 4.1: Our w.h.p. bounds for the network mapping problem, where ϵ denotes a fixed
constant, 0 < ϵ < 1/2, n = |U | and ∆, δmax, µ, and τ(·) are as defined above.

R(n) Q(n)

O(1) O(δmax µn3/2+ϵ)

O(log n · log diam(G)) O(µn3/2 log3/2 n · log diam(G))

if U ⊂ V : O(∆n) diam(G) · n1+O(τ(n))

if U = V : O(∆n log n) n1+O(τ(n))
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4.2 Parallel Graph Clustering

Thorup and Zwick [98] introduced a graph clustering technique in presenting a stretch4 3

network routing scheme. We begin by describing our parallel graph clustering algorithm,

which may be of independent interest, as it provides a parameterized parallel extension of

the one by Thorup and Zwick [98]. Also, whereas Thorup and Zwick establish their bounds

in expectation, we establish ours with high probability. In Section 4.3, we apply our parallel

graph clustering algorithm in creating a graph-theoretic Voronoi diagram for our network

mapping algorithm.

We begin with some review from Thorup and Zwick [98]. Let G = (V,E) be a connected,

undirected n-vertex graph, and let δ(u, v) denote the distance between vertices u and v in G.

In this section, we allow G to be weighted, where δ(u, v) is the sum of weights on a shortest

path (lowest weight path) from u to v, but in our algorithms for parallel network mapping,

we assume G is unweighted, in which case δ(u, v) is the number of edges on a shortest path

from u to v. For a subset A ⊆ V , let δ(A, v) = mina∈A δ(a, v), and, for vertices w, v ∈ V , let

CA(w) be the cluster of w and BA(v) be the bunch of v with respect to A, defined as follows:

CA(w) = {v ∈ V | δ(w, v) < δ(A, v)} and BA(v) = {w ∈ V | δ(w, v) < δ(A, v)}.

Note that if w ∈ A, then CA(w) = ∅. Also, observe that bunches and clusters are “inverses”

of each other, in that v ∈ CA(w) if and only if w ∈ BA(v). In addition, notice that clusters

and bunches can only shrink as we add vertices to A; that is, if A′ ⊆ A, then CA(w) ⊆ CA′(w)

and BA(v) ⊆ BA′(v), for all v and w in V .

Now, let β ∈ [4, n), be a “parallelism” parameter and let s ∈ [4 lnn, n) be a “size” parameter.

Define a subset, A ⊆ V , to be a set of (β, s)-balanced centers if |CA(w)| ≤ βn/s, for all w ∈ V .

4Routing Stretch is the worst ratio between the length of a path on which a message is routed and the
length of the shortest path in the network from the source to the destination.
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Algorithm 10: parallel-centers(V, s, β):

1 A← ∅, W ← V
2 while |W | > 0 do
3 A′ ← Sample(W, s) // a random sample of expected size s (or W if s ≥ |W |)
4 A← A ∪ A′

5 for w ∈ W do in parallel
6 CA(w)← {v ∈ V : δ(w, v) < δ(A, v)}
7 W ← {w ∈ W : |CA(w)| > βn/s}
8 return A

Thorup and Zwick [98] give a sequential algorithm for finding a set of (4, s)-balanced centers

of expected size O(s log n). In Algorithm 10, we give a parallel algorithm for finding a set of

(β, s)-balanced centers of size O(s logβ n) in O(logβ n) rounds w.h.p. Thus, the parameter β

allows one to trade off parallel time and cluster size.

Our algorithm (Algorithm 10) takes a graph G = (V,E) as input and initializes A, the

eventual output of the algorithm, to be empty, and W , the set of nodes v ∈ V where

|CA(v)| > βn/s, to be V . Then, we iteratively add Sample(W, s) to A, and replace W with

vertices w ∈ W such that |CA(w)| > βn/s, in parallel, where the function, Sample(W, s),

returns W if |W | ≤ s and, otherwise, returns a set of elements from W such that each

element in W is selected independently at random with probability s/|W |. We continue in

this way until W = ∅.

Since the size of a cluster, |CA(w)|, does not increase as we add more vertices to A, the set

A returned by our algorithm is a set of (β, s)-balanced centers. Also, the Sample function

returns a sample of size at most 2s with probability at least 1 − e−s/3, which holds with

high probability across all iterations when s ≥ 4 lnn, by a standard Chernoff bound, e.g.,

see [80, p. 69]. Incidentally, Thorup and Zwick use the same Sample function, but don’t

bound its maximum size as we do. This high-probability upper bound for the sample size

is not sufficient to achieve a high-probability bound, however, for the entire parallel graph

clustering algorithm.
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To that end, we define a parameter, α, as follows:

α =


2 if β ≤ ((4/3)e)4

(4/3)eβ1/2 otherwise

where e ≈ 2.71828 is Euler’s number. This definition of α is made so that we may achieve

high probability bounds for a range of β values.

Let Wi denote the set W at the beginning of iteration i, let A′
i denote the set A′ that was

added in iteration i, and let Ai denote the set A in this iteration, including the set, A′
i, i.e.,

Ai = Ai−1 ∪ A′
i, for i = 1, 2, . . ., where A0 = ∅. Say that iteration i is “bad” if the following

inequality holds:

∑
w∈Wi

|CA′
i
(w)| > αn|Wi|

s
,

and that otherwise it is “good”. Note that, since Wi is a given for iteration i, whether

iteration i is good or bad depends only on A′
i.

Lemma 4.1 (Thorup-Zwick [98], Lemma 3.2). Let W ⊆ V , let 1 ≤ s ≤ n, and let A′ ←

Sample(W, s). Then, for every v ∈ V , E[ |BA′(v) ∩W | ] ≤ |W |/s.

This implies the following:

E

[ ∑
w∈Wi

|CA′
i
(w)|

]
= E

[∑
v∈V

|BA′
i
(v) ∩Wi|

]
≤ n|Wi|

s
.

Therefore, by Markov’s inequality, an iteration is bad with probability at most 1/α.

Let Wi+1 denote the set of vertices, W , whose clusters have size at least βn/s at the end of

a good iteration i. As Wi+1 ⊆ Wi, and CAi
(w) ⊆ CA′

i
(w), for all w ∈ V , in a good iteration
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we have:

βn|Wi+1|
s

≤
∑
w∈Wi

|CAi
(w)| ≤

∑
w∈Wi

|CA′
i
(w)| ≤ αn|Wi|

s
;

hence, |Wi+1| ≤ (α/β)|Wi| in a good iteration. Thus, the number of good iterations of our

algorithm is L = O(log(β/α) n) = O(logβ n), for either choice of α. We wish to show that the

number of bad iterations is O(L) w.h.p.

Since Wi is a given for iteration i, whether iteration i is good or bad depends only on A′
i;

therefore, an iteration is good independent of whether any other iteration is good or bad,

so, for the sake of analysis, consider a set of c0L iterations (i.e., padding out with “dummy”

iterations if necessary) where c0 ≥ 4 is a constant chosen below and each iteration is bad

independently with probability 1/α. Let X denote the number of bad iterations in this

set. So E[X] = c0L/α; hence, the probability that over 3/4 of our iterations are bad can

be bounded as p = Pr(X > (3/4)c0L) = Pr(X > (3/4)α · E[X]). Thus, at least L of our

iterations are good with probability at least 1− p.

Case 1: α = 2. In this case, β is O(1); hence, L is Θ(logβ n) = Θ(log n), since β ≥ 4.

Futher, Pr(X > (3/4)α ·E[X]) = Pr(X > (3/2)·E[X]), and, by a standard Chernoff bound,5

e.g., see [80, p. 69],

Pr(X > (3/2) · E[X]) ≤ e−E[X]/12 = e−c0L/24.

Thus, choosing c0 so that c0L/24 ≥ 2 lnn, we will have more than (3/4)c0L bad iterations

with probability at most 1/n2.

Case 2: α = (4/3)eβ1/2. In this case, (α/β) ≤ β−1/4; hence, L is O(logβ n). Further, we

have that Pr(X > (3/4)c0L) = Pr(X > (3/4)α · E[X]) = Pr(X > eβ1/2 · E[X]), and, by a

5Pr(X ≥ (1 + δ) · E[X]) ≤ e−E[X]·δ2/3, for 0 < δ ≤ 1.
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non-standard Chernoff bound,6 e.g., see [80, p. 70],

Pr(X > eβ1/2 · E[X]) ≤
(

e

eβ1/2

)(3/4)c0L

= β −(3/8)c0L.

Thus, by choosing c0 so that (3/8)c0L ≥ 2 logβ n, we will have more than (3/4)c0L bad

iterations with probability at most 1/n2.

Therefore, we have the following.

Lemma 4.2. The number of good and bad iterations in Algorithm 10 is O(logβ n) w.h.p.

This gives us the following:

Theorem 4.1. Given an undirected, connected graph, G = (V,E), we can find a set, A, of

(β, s)-balanced centers of size O(s logβ n) in O(logβ n) parallel rounds w.h.p.

For example, if β = 4, then A is constructed to have size O(s log n) in O(log n) rounds; if

β = nϵ, for constant 0 < ϵ < 1/2, then A is constructed to have size O(s) in O(1) rounds.

4.3 Our Fast Parallel Network Mapping Algorithms

In this section, we provide our fast parallel network mapping algorithms for a connected,

undirected, unweighted network, G = (V,E), given a subset U ⊆ V from which we may

perform kth-hop queries. We denote the size of U by n and the size of V by N . Let H be

the graph induced by the shortest paths in G between pairs of vertices in U . That is, H

has vertex set U and there is an edge (u, v) in H, for u, v ∈ U , if the shortest path between

u and v in G determined by kth-hop queries contains no other vertex in U besides u and

v. The weight of each edge (u, v) in H is the distance, δ(u, v), between u and v in G. The

6Pr(X ≥ (1 + δ) · E[X]) ≤ (e/(1 + δ))(1+δ)·E[X].

78



goal of network mapping is to determine the edges of H (which can then be used to easily

determine the vertices in G in a shortest path corresponding to each edge (u, v) in H in a

single round of δ(u, v) kth-hop queries). We assume we know the value of δmax, which is the

weight of a maximum-weight edge in H. For example, if U = V , then δmax = 1. In the worst

case, δmax is equal to the diameter of G, but in real-world network mapping applications,

δmax is likely to be a constant.

We perform all the queries needed in our parallel network mapping algorithms in a subrou-

tine, Distances(v,W ), which determines the distance, δ(v, w), for a given v ∈ U and every

other w ∈ W ⊆ U . We describe two possible implementations for Distances(v,W ), which

we choose between depending on our desired goals. In our first implementation, we per-

form a simple binary search using kth-hop(k, v, w) queries to determine δ(v, w), for each w.

This requires O(log diam(G)) rounds and a total of O(|W | log diam(G)) kth-hop queries, and

this implementation doesn’t require any assumptions about W . Note that we assume that

we know diam(G), and if this is not the case, we can instead perform a doubling binary

search with the same query complexity. In our second implementation, we perform δmax kth-

hop(k, w, v) queries in parallel, for each w, for k = 1 to δmax. This implementation requires a

single round of O(δmax |W |) kth-hop queries, and it requires that v ∈ W , and the nodes in W

induce a connected subgraph of H that contains the shortest path in H from each w in W to

v, and that we are only interested in finding the edges of this subgraph. This set of queries

finds all the edges of a breadth-first search (BFS) tree, Bv, rooted at v, in the induced graph,

H, since a shortest path from w to v is also a shortest path from v to w, and a subpath of

any shortest path is a shortest path for its endpoints. Thus, in this second implementation,

we can determine δ(v, w), for each w ∈ U , from Bv, by summing the weights of the edges

from v to w in Bv (which doesn’t require any additional queries). This gives us the following

lemma.

Lemma 4.3. Distances(v,W ) can be implemented in O(log diam(G)) rounds using a total of
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O(|W | log diam(G)) kth-hop queries. Alternatively, if v ∈ W , and the subgraph of H induced

by W is connected and we are interested only in finding the edges of this subgraph, then

Distances(v,W ) can be implemented in 1 round with O(δmax |W |) kth-hop queries.

Let the cluster of vertex w with respect to centers A be CA(w) = {v ∈ U | δ(w, v) < δ(A, v)}.

The key idea of our parallel network mapping algorithm is to first find a set, A, of (β, s)-

balanced centers, using our parallel algorithm from the previous section, and then use this

set of centers to compute a graph-theoretic Voronoi diagram [51, 62] for G, from which

we may efficiently then perform a brute-force querying step for each Voronoi region. This

approach is similar in spirit to the one by Kannan, Mathieu, Zhou [71, Section 2], with some

key important differences: i) the restriction of our queries to the vantage point U ⊆ V and

the parameters capturing sampling coverage of set U , ii) the usage of kth-hop queries, and

iii) our parallel graph clustering that allows us to trade off between round complexity and

query complexity.

The initial center-finding step builds a set, A, of size O(s logβ n) such that each vertex in U

has a cluster with respect to A of size at most βn/s. One of the challenges in implementing

this algorithm efficiently in parallel using kth-hop queries is that we need to determine cluster

sizes for all vertices in U in each iteration, which would take too many queries to compute

exactly. So, rather than compute such sizes exactly, we instead build a global random set, R,

which we use to approximate the size of each cluster. We give the details in Algorithm 11.

Lemma 4.4. Our estimated-parallel-centers algorithm constructs a set, A, of (3β, s)-balanced

centers of size O(s logβ n). Suppose Distances(r, U) executes in R(n) rounds and Q(n) kth-

hop queries. Then estimated-parallel-centers algorithm executes in O(R(n) logβ n) rounds and

O(Q(n)(s/β) log n logβ n) kth-hop queries, w.h.p.

Proof. Recall that the estimated-parallel-centers algorithm uses a global random sample set,

R, for estimating cluster sizes, where R is a random subset of U of size T = c1(s/β) log n.
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Algorithm 11: Our parallel querying algorithm, estimated-parallel-centers(U, s, β),
for finding a set of (β, s)-balanced centers A.

1 A← ∅, W ← U
2 T ← c1(s/β) log n // c1 is a constant set in the analysis
3 while |W | > 0 do
4 A′ ← Sample(W, s)
5 A← A ∪ A′

6 R← a random subset with v ∈ U chosen independently with probability T/n
7 for each r ∈ R do in parallel
8 Distances(r, U)
9 for w ∈ W do in parallel

10 S(w)← {v ∈ R : δ(w, v) < δ(A, v)} // S(w) = CA(w) ∩R
11 W ← {w ∈ W : |S(w)| > 2βT/s} // that is, |S(w)|(n/T ) > 2βn/s

12 return A

Recall that, for each vertex w ∈ W , we defined S(w) such that S(w) = R ∩ CA(w). Thus,

E[|S(w)|] = |CA(w)|(T/n). We are interested in showing that w.h.p. this sample of CA(w) is

giving neither an over-estimate nor an under-estimate for the size of CA(w), which we define

respectively as follows:

• Over-estimate event : |CA(w)| ≤ βn/s, but |S(w)| > 2βT/s. In this case, we would be

including w in W even though its cluster size is sufficiently small.

• Under-estimate event : |CA(w)| > 3βn/s, but |S(w)| ≤ 2βT/s. In this case, we would

be excluding w from W even though its cluster size is big.

Let us consider each of these types of events in turn.

Over-estimate event. We wish to bound the probability that |CA(w)| ≤ βn/s but |S(w)| >

2βT/s, where T = c1(s/β) log n. LetX denote the sum of |CA(w)| indicator random variables

for counting the members of CA(w) ∩ R, i.e., where each variable is 1 independently with

81



probability T/n. Thus, E[X] = E[|S(w)|] = |CA(w)|(T/n). So

Pr(|S(w)| > 2βT/s) = Pr(X > 2βT/s) = Pr

(
X >

2βn

s|CA(w)|
· E[X]

)
= Pr(X > (1 + δ) · E[X]),

where

δ =

(
2βn

s|CA(w)|
− 1

)
> 1.

In addition,

δ · E[X] =

(
2βn

s|CA(w)|
− 1

)
· |CA(w)|T

n
=

2βT

s
− |CA(w)|T

n

≥ 2βT

s
− βT

s
=

βT

s
= c1 log n.

Thus, by a standard Chernoff bound,7 and the fact that δ > 1,

Pr(X ≥ (1 + δ) · E[X]) ≤ e−δ2·E[X]/(2+δ) ≤ e−δ·E[X]/3 ≤ e−(c1 logn)/3 ≤ 1

n3
,

for c1 ≥ 9 ln 2 ≈ 6.24.

Under-estimate event. We wish to bound the probability that |CA(w)| > 3βn/s but

|S(w)| ≤ 2βT/s, where T = c1(s/β) log n. Let X denote the sum of |CA(w)| indicator

random variables for counting the members of CA(w) ∩ R, i.e., where each variable is 1

independently with probability T/n. Thus, E[X] = E[|S(w)|] = |CA(w)|(T/n) > 3c1 log n.

7Pr(X ≥ (1 + δ) · E[X]) ≤ e−δ2·E[X]/(2+δ), for δ > 0, e.g., see https://en.wikipedia.org/wiki/

Chernoff_bound.
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So

Pr(|S(w)| ≤ 2βT/s) = Pr(X ≤ 2βT/s)

= Pr

(
X ≤ 2βn

s|CA(w)|
· E[X]

)
≤ Pr(X ≤ (2/3) · E[X]).

Thus, by a standard Chernoff bound,8 e.g., see [80, p. 71],

Pr(|S(w)| ≤ 2βT/s) ≤ e−(3c1 logn)/18 ≤ 1

n3
,

when c1 ≥ 18 ln 2 ≈ 12.48.

Of course, R is the same random sampling set for all our samples, S(w), for w ∈ W .

Nevertheless, by a union bound, the above analysis shows that R causes an over-estimate

event or an under-estimate event, for some S(w), with probability at most 1/n2.

By the bound on over-estimate events, we have shown that w.h.p. every cluster with size

over βn/s is included in W in any given iteration of our estimated-parallel-centers algorithm.

In addition, by the bound on under-estimate events, we have shown that w.h.p. every vertex,

w, that we exclude from W has a cluster size of at most 3βn/s. Thus, using essentially the

same analysis as we gave for the proofs of theorem 4.1 and lemma 4.2, and noting that each

iteration of our estimated-parallel-centers algorithm has round complexity O(R(n)) and query

complexity O(Q(n)(s/β) log n), where R(n) and Q(n) are the respective round and query

complexities for the Distances algorithm, we establish the lemma.

8Pr(X ≤ (1− δ) · E[X]) ≤ e−δ2·E[X]/2, for 0 < δ < 1.
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Now that we have defined and analyzed the function estimated-parallel-centers(U, s, β), let us

next turn to our parallel algorithm for mapping a connected, undirected graph, G = (V,E),

given a subset, U ⊆ V , from which we can perform kth-hop queries. This algorithm takes as

input the vertex set U , and outputs, Ẽ, the set of edges of the induced graph, H, defined by

the vertex set U and the shortest paths in G returned by kth-hop queries.

Let A ⊆ U be a set of centers, which in our network mapping algorithm will come from a

call to our estimated-parallel-centers(U, s, β) algorithm, but a graph-theoretic Voronoi diagram

can be defined for any weighted graph and any set of centers. Given a center, a ∈ A, define

the Voronoi cell, VorA(a), for a in H as VorA(a) = {v ∈ U : δ(a, v) ≤ δ(A\{a}, v)}. The

graph-theoretic Voronoi diagram for A in U consists of the union of Voronoi cells, VorA(a),

for each center, a ∈ A. We say that an edge (v, w) ∈ Ẽ is an interior edge if v, w ∈ VorA(a),

for some center a ∈ A, and it is a boundary edge if v ∈ VorA(a) and w ∈ VorA(b), where

a ̸= b. If we were to perform a set of kth-hop queries for every pair of vertices in a Voronoi

cell, then we are guaranteed to discover every internal edge in VorA(a), but we will miss

boundary edges going between two Voronoi cells. Thus, we need to “branch out” a little bit

from the vertices of VorA(a) in order to discover all the boundary edges. To facilitate this,

for any center, a ∈ A, let N2δmax(a) be the set of “nearby” vertices in H, that is, vertices

that are within a distance of 2δmax of a. Formally,

N2δmax(a) = {v ∈ U : δ(a, v) ≤ 2δmax}.

We assume we know µ, the maximum size of N2δmax(a), for any a ∈ A. Of course, µ < n.

The following lemma shows that it is sufficient to consider these nearby neighbors, for each

center a ∈ A, in order to cover all the edges in H, including interior edges and boundary

edges. (See also Figure 4.2.)

We give the details of our network mapping algorithm in Algorithm 12. Through a call to
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w2

w1

a
CA(w2)

CA(w1)

≤ 2δmax

Figure 4.2: This figure represents a partial structure of our Voronoi Diagram. Blue vertices
represent centers from A. The circle centered at a ∈ A represents the vertices of distance at
most 2δmax from a. We use clusters of nearby vertices of a to discover boundary edges. For
simplicity, we draw only two clusters for two arbitrary nodes w1, w2 ∈ N2δmax(a).

estimated-parallel-centers(U, s, β), we find a set of (O(β), s)-balanced centers, A. Next, we

build a BFS tree from each vertex a ∈ A to be able to identify nodes in N2δmax(a). Then,

our mapping algorithm, map, constructs graph-theoretic Voronoi diagram for the centers in

A, and then “branches out” from each center a ∈ A by considering the nodes in N2δmax(a)

and the clusters defined by nodes in N2δmax(a). Finally, after having done this Voronoi

decomposition, our algorithm performs exhaustive searches in each cluster in parallel. This

part of the algorithm uses a method, Exhaustive-Query(W ), which finds all the edges of H

between vertices in W by calling Distances(v,W ), for each v ∈ W .

Algorithm 12: Parallel network mapping using kth-hop queries

1 Function map(U):
2 A← estimated-parallel-centers(U, s, β)
3 for each a ∈ A do in parallel
4 Distances(a, U) // gives us N2δmax(a) as well
5 for each a ∈ A do in parallel
6 Ea ← Exhaustive-Query(N2δmax(a))
7 for b ∈ N2δmax(a) do in parallel
8 Distances(b, U)
9 CA(b)← {v ∈ U : δ(b, v) < δ(A, v)}

10 Ea,b ← Exhaustive-Query(CA(b))

11 return
⋃

a∈A

(
Ea ∪

⋃
b∈N2δmax (a)

Ea,b

)

The following lemmas establish the correctness and performance complexities for our network

mapping algorithm.

Lemma 4.5. Let (u, v) be an edge in H. Then there exists a center, a ∈ A, such that u and
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v are both in N2δmax(a) or both in CA(b), for some b ∈ N2δmax(a).

Proof. Let (u, v) be an edge in H, and note that, by definition, δ(u, v) ≤ δmax. Assume,

without loss of generality, that δ(A, u) ≤ δ(A, v). Also, let a be a vertex in A such that

δ(a, u) = δ(A, u). If δ(a, u) ≤ δmax, then both u and v are in N2δmax(a), by the triangle

inequality. So, suppose δ(a, u) > δmax. Let b be a vertex in U on a shortest path from a to u

such that δmax < δ(a, b) ≤ 2δmax. Note that b must exist, since no edge in H has weight more

than δmax (it is possible that b = u). Further, b is in N2δmax(a) and δ(a, u) = δ(a, b)+ δ(b, u).

Also, δ(b, u) < δ(a, u) = δ(A, u); hence, u is in CA(b).

By the triangle inequality, and the above observations,

δ(b, v) ≤ δ(b, u) + δ(u, v)

≤ δ(b, u) + δmax

= δ(a, u)− δ(a, b) + δmax

< δ(a, u)− δmax + δmax

= δ(a, u)

= δ(A, u).

Therefore, δ(b, v) < δ(A, v); hence, v is also in CA(b).

Lemma 4.6. If Distances(v,W ) executes in R(|W |) rounds using Q(|W |) kth-hop queries,

then Algorithm 12 uses O(Q(n)(s/β) log n logβ n+µ(Q(n)+(βn/s)Q(βn/s))s logβ n) queries

in O(R(n) logβ n) rounds, w.h.p., where µ = maxa∈A |N2δmax(a)|.

Proof. By lemma 4.4, estimated-parallel-centers(U, s, β) executes in O(R(n) logβ n) rounds

and O(Q(n)(s/β) log n logβ n) kth-hop queries, and returns a set of (3β, s)-balanced centers

of size O(s logβ n), w.h.p. The parallel Distances calls in line 4 thus executes in O(R(n))
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rounds using O(Q(n)s logβ n) kth-hop queries, w.h.p., and the calls to Exhaustive-Query in

line 6 execute in O(R(µ)) rounds using a total of O(µQ(µ)s logβ n) kth-hop queries, but

these bounds are dominated by the Distances calls in line 8, all of which execute in O(R(n))

rounds using O(µQ(n)s logβ n) kth-hop queries, w.h.p. Finally, the calls to Exhaustive-Query

in line 10 execute in O(R(βn/s)) rounds using O(µ(βn/s)Q(βn/s)s logβ n) kth-hop queries,

w.h.p.

Plugging in our derived bounds for Distances, we get the following theorem.

Theorem 4.2. Given a connected graph, G = (V,E), and subset, U ⊆ V , one can map

the n-vertex induced shortest-path graph, H, with respect to G and U in O(1) rounds using

O(δmax µn3/2+ϵ) kth-hop queries, for constant 0 < ϵ < 1/2, w.h.p. Alternatively, one can

map H in O(log n · log diam(G)) rounds using O(µn3/2 log3/2 n · log diam(G)) queries, w.h.p.

Proof. For the first result, set β = nϵ and s = n1/2+ϵ, and let us use the implementation

of Distances that executes in 1 round using O(δmax n) kth-hop queries from lemma 4.3. For

the second result, set β = 4 and s = (n/ log n)1/2 and let us use the implementation of

Distances that executes in O(log diam(G)) rounds using O(n log diam(G)) kth-hop queries

from lemma 4.3. The bounds follow by lemma 4.6.

For example, depending on the values of δmax and µ, the above theorem establishes an im-

provement over the brute-force querying algorithm for solving the parallel network mapping

problem in O(1) rounds. The following theorem shows that bounding the parameters δmax

and µ is needed in order to do better than a quadratic number of kth-hop queries.

Theorem 4.3. There is an infinite family of n-vertex graphs, G, such that mapping the

induced shortest-path graph, H, for a set, U , of O(n) vertices requires Ω(n2) kth-hop queries,

when µ is Θ(n) and δmax is Θ(log n), even if G has maximum degree 3.
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Proof. Let G be the graph of a complete binary tree with n nodes and let U be the set of

leaves of G. Thus, the distance in H between any node, v, in the left subtree of G, and a

node, w, in the right subtree of G, is 2 log n. Thus, δmax = 2 log n and µ is Θ(n). Now, let G′

be G plus a single path in G of length (2 log n)− 1 between two vertices, v and w, in U such

that v is in the left subtree of G and w is in the right subtree of G. Thus, there is an edge

with weight (2 log n)− 1 joining v and w in the induced shortest-path graph, H ′, for G′, and

otherwise H ′ has the same edge set as H. But there are Ω(n2) such possible pairs and the

only way to discover the edge (v, w) in H is to perform a kth-hop(k, v, w) query. Any other

type of kth-hop query cannot distinguish between H and H ′.

4.4 A Greedy Network Mapping Algorithm

Kannan, Methieu, and Zhou [71] introduce a proof technique that sequentially uses a veri-

fication algorithm for unweighted graphs as an oracle for issuing shortest-path queries in a

greedy graph reconstruction algorithm. In this section, we show how to adapt this proof

technique to a parallel setting and apply it to map the weighted graph, H. For example, our

algorithm uses kth-hop queries and provides parallelism according to a parameter, 1 ≤ p < n.

Our greedy algorithm is based on performing steps of the classic greedy set cover algorithm in

parallel batches. Recall that in this problem, one is given a collection of sets, S1, S2, . . . , Sm,

whose union is the universe U , and the goal is to find a smallest sub-collection of sets whose

union is U , that is, a sub-collection that covers U . The greedy algorithm repeatedly chooses

the set covering the maximum number of uncovered items in U , and this results in a number

of sets that is at most an O(log n) factor more than optimum [38].

Let f(n,∆) be the query complexity of the best sequential algorithm for the problem of

graph verification for any connected unweighted graph of n vertices and maximum degree
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∆ via distance queries, that is, for determining whether an unknown graph, G = (V,E), is

equal to a given graph, Ĝ = (V, Ê). For example, Kannan, Methieu, and Zhou [71] show

that f(n,∆) is n1+O(τ(n)), where τ(n) =
√

(log log n+ log∆)/ log n. The function, f(n,∆),

is used only in our analysis, where we show that, given a parallelism parameter, 1 ≤ p < n,

our parallel network mapping algorithm can be tuned to have the desired query complexity,

Q(n), and round complexity, R(n).

The distance queries in an unweighted graph verification algorithm perform two functions—

confirming that edges in Ê are actually in E and confirming that edges not in Ê are also

not in E, that is, confirming every (u, v) /∈ Ê is not in E. To that latter end, let δ̂h(u, v)

denote the hop-count (number of edges) distance between u and v based on the edges in

Ê, and let Êc denote the set of non-edges in Ĝ, that is, the set of pairs, (u, v), such that

u ̸= v and (u, v) /∈ Ê. Similarly, let Ec denote the set of non-edges in G. For any set of

tentative edges, Ê, define the following set for each pair of vertices, (u, v) ∈ Êc: Su,v(Ê) ={
(x, y) ∈ Êc | δ̂h(u, x) + δ̂h(y, v) + 1 < δ̂h(u, v)

}
.

Kannan, Methieu, and Zhou [71] prove the following two lemmas.

Lemma 4.7. Suppose Ê ⊆ E. For any (u, v) ∈ Êc, if δh(u, v) = δ̂h(u, v), where δh(u, v)

denotes the hop-count distance between u and v in G, then Su,v(Ê) ⊆ Ec, that is, each pair

in Su,v(Ê) is a non-edge in G.

Lemma 4.8. If a set of distance queries, T , verifies that every non-edge of Ĝ is a non-edge

of G, then ∪(u,v)∈T Su,v(Ê) = Êc.

We present our parallel greedy algorithm for mapping H = (U, Ẽ) in G = (V,E), for when

U ⊂ V , that is, we incrementally build our tentative edge set Ê ⊆ Ẽ:

1. We initialize a set of tentative edges, Ê, to a spanning tree of H by calling kth-

hop(k, v, u) from every vertex, v ∈ U , to an arbitrarily chosen vertex, u ∈ U , for
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k = 1, . . . , diam(G), in parallel. We initialize a set of confirmed non-edges ofH, F ← ∅.

Note that we always maintain that F ⊆ Êc. This requires 1 round of O(diam(G)n)

kth-hop queries.

2. We compute all the Su,v(Ê) sets, for pairs (u, v) ∈ Êc, which requires no queries.

3. We perform p steps of the greedy set-cover algorithm applied to the sets, Su,v(Ê)\F ,

with the goal of covering the remaining pairs, in Êc\F , in a greedy fashion, which also

requires no queries. Let {(u1, v1), (u2, v2), . . . , (up, vp)} denote the vertex pairs for the

Su,v(Ê) sets chosen by these greedy steps.

4. We perform kth-hop(k, ui, vi) queries, for k = 1, . . . , diam(G), in parallel, to determine

the actual hop-count distance, δh(ui, vi), between ui and vi in H, for each i = 1, 2, . . . , p

in parallel. This step requires O(1) rounds of O(p · diam(G)) kth-hop queries in total.

5. For each i such that δh(ui, vi) = δ̂h(ui, vi), we add all the pairs in Sui,vi(Ê) to F . If

F = Êc, then we are done, by lemma 4.8.

6. Otherwise, if F ̸= Êc and δh(ui, vi) = δ̂h(ui, vi), for all i = 1, 2, . . . , p, then we repeat

the above process, performing another p steps of greedy set cover, looping back to

Step 3.

7. If, on the other hand, F ̸= Êc and δh(ui, vi) < δ̂h(ui, vi), for some i, then there must be

at least one edge on a shortest path from ui to vi that is in Ẽ and not yet in Ê. In this

case, we add all such edges (which were discovered when we performed the diam(G)

kth-hop(k, ui, vi) queries) to Ê, and repeat the above greedy searching for this updated

set, Ê, of candidate edges, returning to Step 2.

For the case when U = V , we modify our algorithm to be the following (note that in this

case, hop-count distance and graph distance are the same):
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1. We initialize a set of tentative edges, Ê, to a spanning tree of H by calling kth-

hop(1, v, u) from every vertex, v ∈ U , to an arbitrarily chosen vertex, u ∈ U . We

initialize a set of confirmed non-edges, F ← ∅. This requires 1 round of O(n) kth-hop

queries.

2. We compute all the Su,v(Ê) sets, for pairs (u, v) ∈ Êc, which requires no queries.

3. We perform p steps of the greedy set-cover algorithm applied to the sets, Su,v(Ê)\F ,

with the goal of covering the remaining pairs, in Êc\F , in a greedy fashion, which also

requires no queries. Let {(u1, v1), (u2, v2), . . . , (up, vp)} denote the vertex pairs for the

Su,v(Ê) sets chosen by these greedy steps.

4. We perform a binary search using kth-hop queries to determine the actual distance,

δ(ui, vi), between ui and vi in H, for each i = 1, 2, . . . , p in parallel. This step requires

O(log n) rounds of O(p log n) kth-hop queries in total.

5. For each i such that δ(ui, vi) = δ̂(ui, vi), we add all the pairs in Sui,vi(Ê) to F . If

F = Êc, then we are done, by lemma 4.8.

6. Otherwise, if F ̸= Êc and δ(ui, vi) = δ̂(ui, vi), for all i = 1, 2, . . . , p, then we repeat

the above process, performing another p steps of greedy set cover, repeating a loop

returning to Step 3.

7. If, on the other hand, F ̸= Êc and δ(ui, vi) < δ̂(ui, vi), for some i, then there must be

at least one edge on a shortest path from ui to vi that is in E and not yet in Ê. In this

case, we perform a binary search, described below, to find at least one such an edge,

add all such edges to Ê, and repeat the above greedy searching for this updated set,

Ê, of candidate edges, returning to Step 2. This step requires O(log n) rounds of at

most O(p log n) kth-hop queries in total.

Before we give our analysis, let us describe the details for the binary search to find an undis-
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covered edge when δ(ui, vi) < δ̂(ui, vi), for some i. We begin with a query, kth-hop(k, ui, vi),

where k = ⌊δ(ui, vi)/2⌋, and let w denote the returned vertex. So, δ(ui, w) = k and

δ(w, vi) = δ(ui, vi) − k. Since δ(ui, vi) < δ̂(ui, vi), we know that δ(ui, w) < δ̂(ui, w) or

δ(w, vi) < δ̂(w, vi). Thus, we recursively search for one of these until we discover a new edge

not in Ê, which must exist, since δ(ui, vi) < δ̂(ui, vi).

This gives us the following result.

Theorem 4.4. Let f(n,∆) be the query complexity of an optimal sequential algorithm for

graph verification for any unweighted connected graph with n vertices and maximum degree

∆ using distance queries. Then, for 1 ≤ p < n, our parallel network mapping algorithm has

kth-hop query complexity, Q(n) ∈ O((∆np + f(n,∆) log n)diam(G)) and round complexity,

R(n) ∈ O((∆n + (f(n,∆)/p) log n)), if U ⊂ V , or Q(n) ∈ O((∆np + f(n,∆) log n) log n)

and round complexity, R(n) ∈ O((∆n+ (f(n,∆)/p) log n) log n), if U = V .

Proof. Building a spanning tree of H is a one-time expense taking O(n · diam(G)) kth-hop

queries and a round complexity of O(1) (step 1), for the case when U ⊂ V , or O(n) queries

with a round complexity of O(1) (step 1), for the case when U = V . Each iteration of

our greedy algorithm takes O(p · diam(G)) kth-hop queries with a round complexity of O(1)

(step 4), for the case when U ⊂ V , or O(p log n) kth-hop queries with a round complexity of

O(log n) (step 4 and step 7), for the case when U = V .

In the case when δh(ui, vi) < δ̂h(ui, vi), for some i ∈ [1, p], we discover at least one new

edge—let us charge the queries for this iteration to this edge. Thus, the total number of kth-

hop queries due to this case is O(∆np · diam(G)), with O(∆n) rounds, for the U ⊂ V case,

or O(∆np log n), with O(∆n log n) rounds, for the U = V case. So, let us consider the case

when δh(ui, vi) = δ̂h(ui, vi), for all i ∈ [1, p], which we call a “completely-greedy” iteration.

We will provide an upper bound for the number of such iterations. Recall that in step 3, for

the case when U ⊂ V (similarly in step 3, for the case when U = V ) we performed p steps
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of greedy set-cover algorithm applied to the sets, Su,v(Ê)\F , with the goal of covering the

remaining pairs, in Êc\F without additional queries. Let Fi denote the set of (x, y) pairs

covered by the i-th step of this greedy set-cover algorithm, for i = 1, 2, . . . , p. Thus,

|F1| ≥ |F2| ≥ · · · ≥ |Fp|,

and at the moment we chose the subset Fi it was the largest subset covering the uncovered

pairs in Ui = Êc\(
⋃i−1

j=1 Fj∪F ). The optimal sequential graph verification algorithm performs

f(n,∆) distance queries and confirms all the pairs in Êc. Thus, in particular, this optimal

algorithm must perform queries that cover Ui as a part of its f(n,∆) queries; hence, because

Fi is the subset for a distance query that covers the largest number of pairs in Ui, and the

average number of pairs in Ui covered by any distance query of the optimal algorithm is at

least |Ui|/f(n,∆), we have that

|Fi| ≥
|Ui|

f(n,∆)
.

Thus, in any iteration of our algorithm, since we perform p greedy steps, the size of the

remaining pairs in Êc\F is reduced by a multiplicative factor of

(
1− 1

f(n,∆)

)p

≤ e−p/f(n,∆).

Therefore, since Êc ≤ n(n − 1) and by the end of our algorithm we cover every pair in Êc,

the total number of completely-greedy iterations, g, can be bounded above by the smallest

value of g such that

e−(p/f(n,∆))g < n−2;

hence, the total number of completely-greedy iterations, g, is at most O((f(n,∆)/p) log n).
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Note that the set Êc is potentially growing during our algorithm, with completely-greedy

iterations possibly interspersed with iterations that discover new edges in Ẽ. Nevertheless,

the above analysis still holds, because (1) the function, f(n,∆) is a uniform bound for

any connected graph with n nodes and maximum degree ∆, and (2) each time we (greedily)

confirm that δ̂(u, v) = δ(u, v) for a set, Su,v(Ê), all the pairs in Su,v(Ê) are, in fact, non-edges

in Ẽc. The claimed complexity bounds follow then, since each completely-greedy iteration

requires O(p · diam(G)) kth-hop queries with round complexity O(1), for the U ⊂ V case, or

O(p log n) kth-hop queries with round complexity O(log n), for the U = V case.

Thus, setting p to be nO(τ(n)) gives us the following.

corollary 4.1. One can solve the network mapping problem with query complexity, Q(n),

that is diam(G) · n1+O(τ(n)) and round complexity, R(n), that is O(∆n), if U ⊂ V , or with

Q(n) that is n1+O(τ(n)) and round complexity, R(n), that is O(∆n log n), if U = V .

This query complexity is within an no(1) factor of optimal when ∆ is no(1), by the following

simple lower bound.

Theorem 4.5. Solving the network mapping problem for an n-vertex graph, G, with maxi-

mum degree, ∆, requires Ω(∆n) kth-hop queries, even if H has only n edges.

Proof. Let H be a caterpillar (i.e., a tree where every leaf is at distance 1 from a vertex on

a central path), such that every internal node has degree ∆. Choose any pair, u and v, of

sibling leaves and connect them with an edge. The only way to discover the edge, (u, v), is to

perform a kth-hop(k, u, v) query, for k ≥ 1. Thus, in expectation, any graph reconstruction

algorithm must perform a query for over half of the pairs of siblings in H, that is, at least

Ω((n/∆)∆2) = Ω(∆n) queries, in order to discover all the edges of H.
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4.5 Conclusion

We have given efficient algorithms for solving the network mapping problem in parallel.

Such algorithms show the effectiveness of kth-hop queries, even though they are weaker than

shortest-path queries. Our methods assume knowledge of δmax and µ, but this assumption

can be relaxed at the expense of increasing the round complexity by an O(log n) factor, while

keeping the query complexity unchanged, by using our algorithm as a blackbox to perform a

doubling search for the values of these parameters. Our methods also assume kth-hop(k, u, v)

remains same in the algorithm, which is a reasonable assumption in static routing. In our

network mapping formulation, we abstracted away some system issues such that when the

TTL field of a packet reaches 1, the node sends an ICMP message to the source address;

however, in the real Internet, some nodes may have their ICMP responses switched off.

Therefore, a direction to extend this work would be to design algorithms addressing such

system issues.

We have also given new, parallel implementations for graph clustering, which provide trade-

offs between the number of center vertices and the sizes of clusters. Even for sequential

algorithms, this result may prove useful for applications where minimizing the number of

center points is a primary optimization goal. For instance, one can apply our construction to

the problems studied by Honiden et al. [62] for balancing graph-theoretic Voronoi diagrams

to shave a O(log n) factor of the number of centers. It seems likely, therefore, that this result

will have other applications as well.
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