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Efficient urban landscape irrigation management is critical in California and depends 

on the reliable estimation of soil hydraulic properties and reference evapotranspiration 

(ETo). Direct measurements of these properties are time-consuming, challenging, and often 

expensive. Therefore, it is desirable to estimate indirectly using readily available data. The 

ET-based smart irrigation controllers used for landscape irrigation often rely on 

temperature-based ETo models; thus, a comprehensive evaluation of these models across 

climate regions is required in California. Furthermore, studies are needed to evaluate the 

response of turfgrass to soil moisture sensor (SMS) based deficit irrigation treatments and 

assess the efficacy of smart controller for autonomous irrigation scheduling in semi-arid 

conditions of California. 

This dissertation addresses the first two challenges by developing artificial neural 

network (ANN) based models for accurate estimations of soil hydraulic properties and ETo. 
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For the first time, we utilized an international high resolution dataset measure by 

evaporation methods using HYPROPTM (Hydraulic Property Analyzer, Meter Group Inc., 

USA) to develop the pseudo-continuous neural network PTF (PCNN-PTF) models. We 

assessed the accuracy and reliability of the PCNN-PTF approach for estimating the soil 

water retention curve (SWRC) and soil hydraulic conductivity curve (SHCC) The best 

performing PCNN-PTF shoed root mean square error (RMSE) of 0.043 cm3 cm−3 for 

SWRC, and RMSE of 0.520 for SHCC estimation. The subsequent study evaluated eight 

temperature-based empirical ETo models and four ANN models for ETo estimation in 

California. A total of 101 active California Irrigation Management Information System 

(CIMIS) weather stations were selected for this study, with more than 725,000 data points 

expanding from 1985 to 2019. The ANN model outperformed the widely used Hargreaves 

and Samani (HSa) model using the same input variables (i.e., air temperature and 

extraterrestrial solar radiation) with 11% lesser RMSE.  

Lastly, a three-year (2019–20121) irrigation research trial was conducted to evaluate 

the response of bermudagrass to soil moisture sensor (SMS) based deficit irrigation 

treatments and assess the smart controller for autonomous irrigation scheduling using 

recycled water. By the end of the research period, turfgrass quality was below the 

acceptable NDVI of 0.5, suggesting that bermudagrass generally does not perform well 

when deficit-irrigated with recycled water in a long-term basis in semi-arid climate. Further 

investigation is needed to substantiate SMS-based autonomous deficit irrigation scheduling 

when recycled water is used. 
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Chapter 1. Introduction 

1.1 Motivation and Background 

Irrigation demand is a significant component of total water use in the urban sector in 

California. About 50% of water dedicated to urban water use goes toward landscape 

irrigation (California Water Plan Update, 2013), which could be up to 90% (Cooley and 

Gleick, 2009) during summer months in southwestern US. This is due to the high 

evapotranspiration (ET) demand and low precipitation in summer not sufficient to provide 

landscapes with enough water needed to achieve the level of aesthetic appearance that is 

desired by home and business owners. However, urban landscape irrigation is important 

for maintaining urban landscapes and is considered valuable in planning processes in many 

urban areas. 

Reducing the urban water use has gained increased attention considering the limiting 

freshwater resources, projected increase in extreme wet and dry seasons (Swain et al., 

2018), urbanization (Alig et al., 2004), and semi-arid climate of the state. Water supplies 

for Southern California are projected to diminish as a result of more extreme hydrological 

events in southwestern US (Pagán et al., 2016). The projected rise in population of 

Southern California from what is already the highest in the state (“CSDO,” 2020), calls for 

new approaches to outdoor urban water conservation that can alleviate pressure on limited 

water resources. Turfgrass, considered the largest irrigated crop in the US (Milesi et al., 

2005), forms a major component of the landscapes planted in recreational fields, golf 

courses, and public parks. A study by (Litvak et al., 2017) done in city of Los Angeles 

showed that the irrigated turfgrass contributed for 64–84% of total urban landscape ET. On 
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the other hand, turfgrasses also have benefits such soil carbon (C) sequestration (Milesi et 

al., 2005), mitigation of the urban heat island effect (Shashua-Bar et al., 2009), and 

enhanced infiltration (Harivandi et al., 2009). To alleviate pressure on the limiting 

freshwater resources, studies are needed to develop efficient irrigation practices for 

nontraditional water resources such as recycled water to understand how irrigation 

management with these resources impacts landscape quality and soil health (Assouline et 

al., 2015). 

Advancements in irrigation technologies have led to opportunities in affordable and 

efficient irrigation scheduling by adoption of smart controllers. Homeowners are likely to 

prefer smart irrigation controllers to conventional automated systems because of potential 

savings on annual water bills (Khachatryan et al., 2019). Irrigation-scheduling requires 

calculating soil water balance through a comprehensive system of soil and crop monitoring 

system, to make real time irrigation management decisions. The objective is to determine 

the precise amount and timing of this irrigation to replace soil moisture to a desired level 

while maintaining optimum yield or quality of the crop (Dane et al., 2006). Fulfilling the 

ET demand using soil moisture sensors (SMSs) requires selection of a lower threshold 

value to which the soil is allowed to dry before the next irrigation event, typically called 

management allowed depletion (MAD), and an upper threshold (field capacity) beyond 

which no irrigation is required, as depicted in Figure 1.1. Smart irrigation controllers (SICs) 

receive feedback from an onsite weather (ET) or SMS, and thus can be broadly classified 

into two categories – SMS-based and ET-based SICs (Dukes, 2012). Since SICs make 

irrigation decisions based on the real-time measurements of soil water with an SMS and/or 
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by calculating a soil water balance with feedback from weather sensor(s), accurate 

information about soil hydraulic properties and reference evapotranspiration (ETo) is 

essential. Accurate estimation of soil hydraulic properties remains a critical component of 

efficient irrigation management in urban settings mainly because direct measurement of 

these properties is time-consuming and expensive. Furthermore, new developments in 

machine-learning techniques hold great potential to unlock the value of big data for 

irrigated agriculture (Adeyemi et al., 2017). Research is needed in semi-arid regions 

towards use of smart controllers and their potential to save freshwater resources. 

 

Figure 1.1. Illustration of soil water balance in a semi-arid urban landscape assuming no 

runoff and deep percolation. 
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Estimating Soil Hydraulic Properties using Pseudo-Continuous Pedotransfer 

Functions (PC-PTFs) 

The primary soil hydraulic properties include the soil water retention and hydraulic 

conductivity curves (SWRC and SHCC) that define the volumetric water content’s 

nonlinear relationships with the soil tension and the soil hydraulic conductivity, 

respectively. Direct measurements of soil hydraulic properties in the field and laboratory 

can be tedious, laborious, and often expensive due to their significant inherent spatial 

variability. Therefore, pedotransfer functions (PTFs) are often developed and used to 

indirectly estimate these properties by establishing empirical relationships based on the 

readily available soil properties such as soil texture, bulk density (BD), and soil organic 

matter content (SOM) (Bouma, 1989). Pedotransfer functions (PTFs) are statistical tools 

used in soil science to estimate soil hydraulic properties, mainly the soil water retention 

curve (SWRC), based on the easily collected basic soil properties, available from most 

regional and national databases (Vereecken et al., 2010). The pseudo-continuous neural 

network PTF (PCNN-PTF) (Haghverdi et al., 2012) was introduced as an alternative 

approach for continuous estimation of the SWRC at any desired water retention. PCNN-

PTF utilizes machine learning techniques to estimate the shape of the SWRC based on 

actual measured data points, unlike parametric PTFs, where the curvature is dictated by the 

selected soil hydraulic equation. 

Schindler and Müller (2017) published a soil hydraulic international dataset using the 

Evaporation method and HYPROPTM (Hydraulic Property Analyzer, Meter Group Inc., 

USA) system, and is becoming the standard approach of measuring soil hydraulic 
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properties in the laboratory. No PCNN-PTF has been developed to estimate the SWRC and 

SHCC using high-resolution international data measured in this dataset. Using an 

international dataset to develop PTFs have potential to provide generalized estimations in 

regions of the world where availability of soil hydraulic datasets is limited. 

Reference Evapotranspiration (ETo) 

Evapotranspiration (ET) is well recognized as the demand for water that different 

crops require for optimal development and is the sum of vaporization by the combined 

processes of evaporation and transpiration. Reference ET (ETo) is the rate at which soil 

water is converted to water vapor for a defined reference crop (generally cool-season grass 

or alfalfa) under given atmospheric conditions. The FAO-56 Penman-Monteith is the 

accepted standard method to estimate the reference evapotranspiration, ETo (Allen et al., 

2005). However, it requires a wide range of accurate meteorological data such as 

temperature, humidity, solar radiation, and wind speed. Therefore, its implementation in 

data scare situations such as landscape irrigation management in urban areas is challenging 

and limited. 

ET-based controllers saw an average of 20 percent irrigation reduction compared to 

homes with homeowner-scheduled irrigation (Devitt et al., 2008) in Las Vegas, Nevada, 

and resulted in 24 percent less water application compared to a typical residential landscape 

irrigated with a timer-based controller in Southern California (Bijoor et al., 2014). 

Additionally, a study conducted on St. Augustine turfgrass showed an average irrigation 

savings of 43 percent in the summer compared to homeowner-scheduled irrigation, with 

no reduction in turfgrass quality ((Davis et al., 2009). Similarly, other studies have shown 
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the water conservation potential of the ET based smart irrigation controllers (Davis & 

Dukes, 2010; Davis et al., 2009). However, water savings were found to be less pronounced 

under sustained dry conditions (Cardenas-Lailhacar et al., 2010; Grabow et al., 2012) when 

using ET based irrigation scheduling. The ET-based smart irrigation controllers used for 

landscape irrigation often rely on temperature-based ETo models; thus, a comprehensive 

evaluation of these models across climate regions is required in California. Furthermore, 

the ability of ANN temperature based models to provide generalized estimations of ETo in 

semi-arid regions needs to be evaluated. 

Soil Moisture sensor based Irrigation Scheduling using recycled water 

Using recycled water for irrigating urban landscapes is a promising solution to 

alleviate the pressure on freshwater resources compared to other alternatives such as 

seawater desalination and imported surface waters. Opportunities for increasing the use of 

recycled water to irrigate urban landscapes exist as the proportion of total recycled urban 

water use in southern California varied from 26% in Santa Ana, 38% for Los Angeles to 

94% for the San Diego region in 2015 (SWRCB, 2015). 

SMS based smart irrigation controllers have shown significant water saving potential 

(Blonquist et al., 2006; Cardenas-Lailhacar and Dukes, 2012; Cardenas et al., 2021; Qualls 

et al., 2001). For example, under relatively dry conditions, SMS-based irrigation 

controllers reduced irrigation by 11-53 percent compared to a time-based schedule 

(McCready et al., 2009). However, previous studies have mostly focused on the 

implementation of smart landscape irrigation technologies that used potable water. High 

concentrations of the salt present in recycled water could negatively impact plant growth 
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and soil health (Gonçalves et al., 2007; Qian and Mecham, 2005). This problem is 

particularly important in arid and semi-arid climates of Southern California, where low 

precipitation in some years may not adequately leach soluble salts from the root zone. 

Being a conservative constituent, salts will accumulate over time in the crop root zone if 

water supply is insufficient to provide leaching of salts (Ayers and Westcot, 1985). 

1.2. Research Objectives 

This research has several major objectives: (I) to develop PCNN-PTFs for SWRC and 

SHCC estimations by utilizing the abovementioned international (Schindler and Müller, 

2017) and Turkish (Haghverdi et al., 2018) data sets measured via HYPROP. The 

HYPROP system works based on the extended evaporation method (Schindler et al., 

2010a, 2010b) it has several advantages over the traditional equilibrium methods (i.e., 

pressure plate extractors and sandbox apparatus). The accuracy and reliability of the PCNN-

PTFs, developed with four combinations of the input attributes including soil texture (i.e., 

percentages of sand, silt, and clay; SSC), BD, and SOM, was also evaluated. This is 

discussed in more detail in chapters 2 and 3. 

(II) In Chapter 4, we used long-term daily CIMIS (California Irrigation Management 

Information System) ETo data across the state of California to evaluate the performance of 

eight temperature-based empirical ETo models, to develop and evaluate the accuracy of 

artificial neural network (ANN) based ETo models using different sets of input data. 

(III) In chapter 5, a turfgrass plot study was conducted in Orange County, CA to 

determine the impact of different deficit irrigation strategies with recycled water on hybrid 

bermudagrass quality under in, and on soil salinity (ECe), sodium adsorption ratio (SAR), 
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and soil infiltration rate. While efforts are needed to conserve water, homeowners still 

value high-quality turf and landscapes. Therefore, it is important that effectiveness in 

maintaining turf quality be included in any evaluation of the water conservation potential 

of smart irrigation controllers. Performance of an SMS-based smart irrigation controller 

for efficient automatic recycled water irrigation management while maintaining an 

optimum quality of hybrid bermudagrass was evaluated in this chapter. 
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Chapter 2. Developing Pseudo Continuous Pedotransfer Functions for 

International Soils Measured with the Evaporation Method and the HYPROP 

System: I. The Soil Water Retention Curve 

Abstract 

Direct measurements of soil hydraulic properties are time-consuming, challenging, 

and often expensive. Therefore, their indirect estimation via pedotransfer functions (PTFs) 

based on easily collected properties like soil texture, bulk density, and organic matter 

content is desirable. This study was carried out to assess the accuracy of the pseudo 

continuous neural network PTF (PCNN-PTF) approach for estimating the soil water 

retention curve of 153 international soils (a total of 12,654 measured water retention pairs) 

measured via the evaporation method. In addition, an independent data set from Turkey 

(79 soil samples with 7729 measured data pairs) was used to evaluate the reliability of the 

PCNN-PTF. The best PCNN-PTF showed high accuracy (root mean square error (RMSE) = 

0.043 cm3 cm−3) and reliability (RMSE = 0.061 cm3 cm−3). When Turkish soil samples 

were incorporated into the training data set, the performance of the PCNN-PTF was 

enhanced by 33%. Therefore, to further improve the performance of the PCNN-PTF for new 

regions, we recommend the incorporation of local soils, when available, into the 

international data sets and developing new sets of PCNN-PTFs. 

2.1 Introduction 

Pedotransfer functions (PTFs) are statistical tools used in soil science to estimate soil 

hydraulic properties, mainly the soil water retention curve (SWRC), based on the easily 

collected basic soil properties, available from most regional and national databases 
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(Vereecken et al., 2010). The field-scale applications of the water flow and solute transport 

models, and calculations of soil available water content, a widely used parameter in 

agronomic models, is greatly facilitated by the development of PTFs. The SWRC provides 

critical information about the soil moisture dynamics (“movement”, “flow” and 

“transport”) in unsaturated soils and has a wide range of applications including estimation 

of field capacity and soil available water (Githinji et al., 2009), hydraulic conductivity (van 

Genuchten, 1980), horizontal and vertical infiltration (Prevedello and Armindo, 2016), and 

modeling-related problems in porous media (Gallipoli et al., 2003; Ghaffaripour et al., 

2019). 

Point PTFs (Gupta and Larson, 1979; Haghverdi et al., 2012; Pachepsky et al., 1996; 

Rawls et al., 1982) estimate soil moisture at specific points of the SWRC, such as field 

capacity or wilting point. Parametric PTFs (Børgesen and Schaap, 2005; Haghverdi et al., 

2020b; Minasny et al., 1999; Wösten and van Genuchten, 1988) estimate the parameters of 

a soil hydraulic function that describes the water retention across a wide range of pressure 

heads. Parametric PTFs are more prevalent because of their continuous representation of 

SWRC and their ability to provide soil hydraulic parameter estimates for use in 

hydrological models. Developing parametric PTFs involves fitting a soil hydraulic model 

to individual water-retention points and subsequently estimating the parameters of that 

model using basic soil properties. The widely used parametric PTFs such as Rosetta 

(Schaap et al., 2001; Zhang and Schaap, 2017) and Neuro-m (Minasny and McBratney, 

2002) use artificial neural networks (NNs) to estimate the parameters of the van Genuchten 
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water retention model (van Genuchten, 1980), which are then used to estimate the entire 

SWRC. 

The pseudo-continuous NN PTF (PCNN-PTF) (Haghverdi et al., 2012) was introduced 

as an alternative approach for continuous estimation of the SWRC at any desired water 

retention. PCNN-PTF utilizes statistical data mining techniques to estimate the shape of the 

SWRC based on actual measured data points, unlike parametric PTFs, where the curvature 

is dictated by the selected soil hydraulic equation. Haghverdi et al. (2018, 2015, 2014) and 

Nguyen et al. (Nguyen et al., 2017) reported high accuracy for the pseudo-continuous 

pedotransfer function (PC-PTF) approach and showed that it could provide similar and in 

some cases better performance than parametric PTFs mainly as it generates continuous 

water retention estimations without the use of any soil hydraulic equations. 

In a recent study, Haghverdi et al. (2018) used HYPROP (Hydraulic Property 

Analyzer, Meter Group Inc., Pullman, WA, USA) automated evaporation-based benchtop 

laboratory system to generate a high-resolution water retention data set and subsequently 

developed water retention PCNN-PTFs. They reported promising results and concluded that 

more attention should be given to the development of PCNN-PTFs using HYPROP data for 

SWRC estimations. The HYPROP system works based on the extended evaporation 

method (Schindler et al., 2010a, 2010b) and is becoming the standard approach of 

measuring soil hydraulic properties in the laboratory since it has several advantages over 

the traditional equilibrium methods (i.e., pressure plate extractors and sandbox apparatus). 

First, it generates high-resolution water retention data (approximately 100 water retention 

data points in the 0–100 kPa range), which is of particular importance when developing 
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data-driven PTFs such as PCNN-PTFs. In addition, depending on the soil type, it can 

generate WRC in wet and intermediate ranges in a few days versus months using traditional 

equilibrium based methods (Schelle et al., 2013). In this study, only the drying path data 

were used since HYPROP measurements are taken during natural evaporation-based 

drying of undisturbed soil samples. 

Haghverdi et al. (2018) utilized a Turkish data set to develop their PCNN-PTFs, and no 

study has been done to evaluate the performance of PCNN-PTFs using a more 

comprehensive international data set from evaporation experiments. Recently, Schindler 

and Müller (2017) published a high-resolution soil hydraulic international data set using 

the evaporation method and HYPROP system, making it possible to evaluate the efficacy 

of PCNN-PTFs for estimations of the SWRC with a large data set—the main objective of 

this study. The empirical nature of PTFs typically restricts their use to a specific region and 

any extrapolation must be preceded by validation of the PTFs (Patil and Singh, 2016). In 

practice, however, PTFs are applied to soils different than their development data sets since 

sufficient data to derive new PTFs are lacking in many regions around the world. 

Therefore, when developing new international PTFs, it is crucial to evaluate both the 

accuracy (testing) and reliability (validation) of the models (Haghverdi et al., 2012; Patil 

and Singh, 2016; Vereecken et al., 2010; Wösten et al., 2001). The accuracy, typically, 

shows the performance of PTF for a randomly selected subset of the development data set 

that was not used to derive the PTF. The reliability, however, indicates the performance of 

PTF beyond their statistical training limits and their geographical training area for data sets 

independent from the ones used to develop the PTF. Consequently, the specific objectives 
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of this paper are to (I) develop water retention PCNN-PTFs by utilizing the international 

data set from evaporation experiments, (II) evaluate the accuracy and reliability of the 

PCNN-PTFs using the international data set from evaporation experiments and an 

independent Turkish data set and (III) determine whether incorporating the Turkish soils 

into the development data set improves the reliability of the PTFs. 

2.2 Materials and Methods 

2.2.1 Soil Data Sets 

Two data sets were used in this study to develop PCNN-PTFs and evaluate their 

accuracy and reliability. The primary data set was published by Schindler and Müller 

(Schindler and Müller, 2017), hereafter referred to as the international data set, consisting 

of 173 soils from 71 sites collected from over the world (Figure 2.1). The international data 

set contains measurements of water retention, unsaturated hydraulic conductivity, and 

several basic soil properties, including textural data, organic matter content (SOM), and 

dry bulk density (BD) (Schindler and Müller, 2017). The hydraulic properties for the 

samples collected before 2007 (n = 40) had been measured using the evaporation method 

(Schindler, 1980). A short, saturated soil column was placed on a balance and was exposed 

to evaporation while the water loss per volume and tension (measured with tensiometers 

placed at two depths) were monitored. For the samples collected after 2008 (n = 133), the 

water retention data were determined with the extended evaporation method (EEM) using 

the HYPROP system. Schindler et al. (2010a, 2010b) extended the measurement range of 

the evaporation method up close to the wilting point by utilizing improved tensiometers, 

maximal degassing of the tensiometers, and by considering the air-entry pressure of the 
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tensiometer’s porous ceramic cup as an additional tension measurement. For more 

information about the HYPROP system, readers are referred to Schindler et al. (2016). The 

second data set (referred to as the Turkish data set) consisted of 79 repacked samples with 

7729 hydraulic measured water retention data pairs using the HYPROP system. The 

samples were collected from areas surrounding Ankara and Anamur, Turkey. The SOM 

was estimated from measured soil organic carbon content using the modified method of 

Walkley and Black (Jackson, 2005). Soil texture (percentages of soil separates, including 

sand, silt, and clay) was measured using the hydrometer method (Gee and Bauder, 1986). 

For more details about the soil data set and the laboratory procedures, readers are referred 

to Haghverdi et al. (2020a). 

 

Figure 2.1. Number and origin of the undisturbed soil core samples for the international 

data set used in this study to develop pedotransfer functions. 

The characteristics of the soils are shown in Table 2.1. The water retention data and 

the soil textural classification of the samples from the data sets used in this study are shown 
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in Figure 2.2. After screening the international data set, a subset of samples with water 

retention information (i.e., 153 soils with 12,654 total water retention data pairs) was 

selected for this study. The majority of the soil samples in the data set were from arable 

lands. However, samples were also collected from other land use types such as urban land, 

grassland, forests, fallow lands and riverbanks. These samples were collected from 

multiple soil horizons at depths ranging from surface to 310 cm (Schindler and Müller, 

2017). The soil textural data were log-linear transformed to convert 63 µm silt-sand particle 

size limit used in the original data set to 50 µm silt-sand limit to match the USDA soil 

textural classification system. The most dominant texture in the international data set was 

silt loam constituting 79 soil samples (51.6% of the data set) followed by loam consisting 

of 19 samples (12.4% of the data set). The measured volumetric water content (VWC) 

ranged from 0.05 to 0.79 cm3 cm−3 with an average of 0.38 cm3 cm−3. The logarithmic 

transformation of soil tension in cm of water (pF values) ranged from −0.9 to 4.3, with an 

average value of 2.0. The most dominant texture in the Turkish data set was clay 

constituting 38 soil samples (48.1% of the data set) followed by sandy loam consisting of 

13 soil samples (16.5% of the data set). The measured water retention points of the Turkish 

data set ranged from full saturation (set to pF -2) to pF 3.9, with an average pF value of 

1.8. The measured VWC varied between 0.05 and 0.69, with an average VWC value of 

0.47 cm3 cm−3. 

  



19 

 

Table 2.1. Characteristics of soils from both international and Turkish data sets used in 

this study to develop and test pseudo continuous neural network pedotransfer functions 

(PCNN-PTFs). 

 International data set Turkish dataset 

Attribute Mean Range SD Mean Range SD 

Clay (%) 19.9 0.0–60.0 12.4 34.1 9.4–62.2 15.0 

Silt (%) 56.7 0.2–86.8 17.2 30.7 5.2–57.6 8.7 

Sand (%) 23.5 3.9–99.8  17.4 35.3 6.0–84.0 17.4 

Bulk density (g cm−3) 1.33 0.55–1.69 0.23 0.98 
0.69–

1.33 
0.14 

Organic matter content (%) 3.0 0.00–12.0 2.5 1.2 0.0–3.1 0.6 

 

  

(a) (b) 

Figure 2.2. Soil water retention data pairs (a), and soil textural distribution for the data sets 

used in this study (b). Red points depict the international data set from evaporation 

experiments (Schindler and Müller, 2017) and blue points represent the Turkish data set 

(Haghverdi et al., 2020a, 2018, 2014). 

2.2.2. ANN PC-PTFs Development 

We developed a three-layer feed-forward perceptron NN model using MATLAB 

R2017a (Mathworks, 2017). The transfer functions were the “hyperbolic tangent sigmoid” 

and “linear” for the hidden and the output layers, respectively. The Levenberg–Marquardt 
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algorithm (Marquardt, 1963) was used for training the network. The maximum epoch (one 

cycle of a complete presentation of the training data set through the learning process) was 

set to 1000. The best weights were loaded automatically for testing. 

Figure 2.3 illustrates the modeling workflow. Soil samples were randomly partitioned 

into five folds such that 80% of the data were used for the development of the PCNN-PTFs 

and 20% as the test set. The development data set was further divided into 100 training and 

cross-validation subsets using a bootstrapping technique (random sampling with 

replacement). Each training subset was expected to have roughly 63% of the development 

soils (Hastie et al., 2009). The remaining development soils were used as a cross-validation 

subset. To eliminate the possibility of over-training, training was terminated when the root 

mean square error (RMSE) of the cross-validation subset either began to increase or 

showed no improvement. This process was repeated five times leaving aside a different 

fold as test such that all samples in the data set were used as a test set. The number of 

neurons of the hidden layer was iteratively changed from 1 to 14 to find the optimum 

topology of the models. 
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Figure 2.3. Development workflow of the pseudo continuous neural network pedotransfer 

functions (PCNN-PTFs) for the soil water retention curve (SWRC) estimations. 

The outputs of the 100 PCNN-PTFs with optimum topology were averaged to obtain 

the water retention estimations. We then post-processed the raw outputs to make sure they 

are physically meaningful and water content does not increase as moving from the wet to 

the dry part of the SWRC. The computational cost of developing data-driven models 

becomes important when big data sets with a wide range of attributes are used. The data 

sets used for the development of PTFs (including the high-resolution evaporation-based 

data sets used in this study) are of relatively small size. Therefore, the computational cost 

of training PCNN-PTFs is negligible and not discussed in this paper. 

2.2.3. Modeling Scenarios 

We evaluated the accuracy of the PCNN-PTFs (developed using the international data 

set) with four combinations of the input attributes, including soil texture (i.e., percentages 

of sand, silt, and clay; SSC), BD, and SOM (Table 2.2). Using the logarithmic 

transformation of soil tension (pF) as an extra input predictor enables PCNN-PTFs to 
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estimate VWC at any desired soil tension. The VWC is the output parameter corresponding 

to the input pF value. We estimated the water retention of Turkish soil samples to assess 

the reliability of the PCNN-PTFs derived using the international data set. In addition, we 

developed new sets of PTFs after incorporating the Turkish soils into the training data set 

to determine whether including regional data into the international data set improves the 

reliability of the PTFs for that particular region. 

Table 2.2. Combinations of input attributes (scenarios) that were used in this study to 

develop the pseudo continuous neural network pedotransfer functions (PCNN-PTFs). 

Model Input Attributes 

1 SSC, BD, SOM, pF 

2 SSC, pF 

3 SSC, BD, pF 

4 SSC, SOM, pF 
SSC: sand, silt, and clay percentages (%), BD: bulk density (cm3 cm−3), SOM: soil organic matter 

content (%), pF: the logarithmic transformation of soil tension in cm of water. 

2.2.4. Model Evaluation 

The root mean square error (RMSE, Equation (1)), mean absolute error (MAE, 

Equation (2)), mean bias error (MBE, Equation (3)), and correlation coefficient (R, 

Equation (4)) were calculated to evaluate the performance of PCNN-PTFs: 

𝑅𝑀𝑆𝐸 = √
1

𝑛
∑(𝐸𝑖 −𝑀𝑖)2
𝑛

𝑖=1

 (1) 

𝑀𝐴𝐸 =
1

𝑛
∑|𝐸𝑖 −𝑀𝑖|

𝑛

𝑖=1

 (2) 

𝑀𝐵𝐸 =
1

𝑛
∑(𝐸𝑖 −𝑀𝑖)

𝑛

𝑖=1

 (3) 
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𝑅 =
∑ (𝐸𝑖 − 𝐸̅)(𝑀𝑖 − 𝑀̅)

𝑛

𝑖=1

∑ (𝐸𝑖 − 𝐸̅)2∑ (𝑀𝑖 − 𝑀̅)2
𝑛

𝑖=1

𝑛

𝑖=1

 (4) 

where, E and M are the estimated and measured VWC (cm3 cm−3), respectively, 𝐸̅ and 𝑀̅ 

are the mean estimated and measured VWC (cm3 cm−3) and n is the total number of 

measured water retention points for each modeling scenario. In addition, the statistics were 

calculated separately for dominant soil textures and at the wet (pF ≤ 2), intermediate (2 < 

pF ≤ 3), and dry ranges (pF > 3) of the SWRC. These pF ranges were considered since a 

pF value of 2 (water potential of −9.8 kPa) is close to field capacity, the upper limit of 

available water content (Al Majou et al., 2008), and pF values greater than 3 are considered 

as dry ranges (Vereecken et al., 2010). 

2.2.5. Domain of the Pedotransfer Functions 

In most studies, the independent data set for validation of PTFs is typically described 

geographically or using the summary statistics of the data sets. We used the following 

approach to quantify the independence of the validation data set from the training set. We 

used Mahalanobis distance (d, Equation (5)) to evaluate which samples of the training and 

validation data sets belonged to the domain of applicability of the PCNN-PTF (Model 1 with 

SSC, BD, and SOM as inputs) (Tranter et al., 2009). 

where A is the inverse of the training (international) data variance–covariance matrix, 

x is the individual data points in the validation data matrix, and y is the mean of the training 

(international) data set. 

𝑑 = √(𝑥 − 𝑦)𝑇𝐴(𝑥 − 𝑦) (5) 
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The means and covariance matrix of the predictor variables of the international data 

set (SSC, BD, SOM) were computed in order to calculate the Mahalanobis distance of all 

training points to the centroid of the training data set. Then, we computed the cut-off 

distance delineating the domain of the PTF as the 97.5% percentile of the cumulative χ2 

distribution of the squared Mahalanobis distances (Rousseeuw and van Zomeren, 1990; 

Tranter et al., 2009). The Mahalanobis distance to the centroid of the training data set for 

all the samples of the Turkish (validation) data was computed to check if these points were 

within the domain of the training data set. 

2.3. Results 

2.3.1. Importance of the Input Predictors 

Figure 2.4 illustrates the scatterplots of measured versus estimated VWC values and 

Table 2.3 summarizes the performance statistics for the PCNN-PTFs developed and tested 

using different combinations of input predictors. Overall, all models showed acceptable 

performance, which is also demonstrated by the well-scattered data clouds (around 1:1 

reference line) for all the models. 

When the international data set was used for training and testing, Model 1 (inputs: 

SSC, BD, organic matter (SOM), pF) showed the best performance with an RMSE of 0.046 

cm3 cm−3 (MAE of 0.035 cm3 cm−3) followed by Model 3 (inputs: SSC, BD, pF) with an 

RMSE of 0.047 cm3 cm−3 (MAE of 0.036 cm3 cm−3). Model 2, with only the soil textural 

components as input predictors, showed the lowest accuracy with an RMSE of 0.056 cm3 

cm−3 (MAE of 0.045 cm3 cm−3). The low MBE values varying between 0.000 and 0.002 
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cm3 cm−3 indicated no substantial over or underestimation. The R values were high for all 

the models ranging from 0.837 to 0.896, illustrating a good correlation between the 

measured and estimated VWC values. 

 
Figure 2.4. Scatterplots of the measured versus estimated volumetric water content (VWC) 

via PCNN-PTFs when the international data set was used to train and test the models (top), 

and for the Turkish soil samples when Turkish data set was not used for training (middle) 

and when Turkish data set was incorporated into the training data set (bottom). 

When the international data set was used for training and testing, Model 1 (inputs: 

SSC, BD, organic matter (SOM), pF) showed the best performance with an RMSE of 0.046 

cm3 cm−3 (MAE of 0.035 cm3 cm−3) followed by Model 3 (inputs: SSC, BD, pF) with an 

RMSE of 0.047 cm3 cm−3 (MAE of 0.036 cm3 cm−3). Model 2, with only the soil textural 

components as input predictors, showed the lowest accuracy with an RMSE of 0.056 cm3 

cm−3 (MAE of 0.045 cm3 cm−3). The low MBE values varying between 0.000 and 0.002 
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cm3 cm−3 indicated no substantial over or underestimation. The R values were high for all 

the models ranging from 0.837 to 0.896, illustrating a good correlation between the 

measured and estimated VWC values. 

Table 2.3. Comparison between the performance of the PCNN-PTFs trained using different 

data sets to estimate the volumetric water content (cm3 cm−3) of the international and 

Turkish soil samples. 

 Training & Test: I Training: I; Validation: T Training: I + T; Test: T 

M RMSE MAE MBE R RMSE MAE MBE R RMSE MAE MBE R 

1 0.046 0.035 0.002 0.896 0.061 0.051 −0.003 0.871 0.044 0.035 −0.002 0.934 

2 0.056 0.045 0.001 0.837 0.081 0.066 0.010 0.778 0.049 0.039 −0.006 0.918 

3 0.047 0.036 0.001 0.891 0.064 0.053 0.001 0.861 0.043 0.035 −0.002 0.937 

4 0.051 0.040 0.000 0.867 0.092 0.078 −0.060 0.829 0.050 0.040 −0.012 0.917 

M: Model, RMSE: Root mean square error (cm3 cm−3), MAE: mean absolute error (cm3 cm−3), 

MBE: mean biased error (cm3 cm−3), R: correlation coefficient. I: international data set, T: Turkish 

data set. 

When the Turkish data set was used as a validation set, Model 1 (inputs: SSC, BD, 

OM, pF) showed the best performance with an RMSE of 0.061 cm3 cm−3 (MAE of 0.051 

cm3 cm−3) followed by Model 3 (inputs: SSC, BD) with an RMSE of 0.064 cm3 cm−3 (MAE 

of 0.053 cm3 cm−3). Model 4 (inputs: SSC, OM), showed the lowest performance with 

RMSE of 0.092 cm3 cm−3 (MAE of 0.078 cm3 cm−3). Model 4, with an MBE of −0.060 

cm3 cm−3, showed a tendency to underestimate the VWC, which is also depicted in Figure 

2.4. The R values ranged from 0.778 to 0.871 with the lowest R observed for Model 2 and 

comparable values for the other models. 

When the Turkish data set was incorporated into training and used as a test, Model 3 

(inputs: SSC, BD) showed the best performance with an RMSE of 0.043 cm3 cm−3 (MAE 
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of 0.035 cm3 cm−3) followed by Model 1 (inputs: SSC, BD, OM) with an RMSE of 0.044 

cm3 cm−3 (MAE of 0.035 cm3 cm−3). Model 4 (inputs: SSC, OM), showed the lowest 

accuracy with an RMSE of 0.050 cm3 cm−3 (MAE of 0.040 cm3 cm−3). The low MBE 

values ranging from −0.012 to −0.002 cm3 cm−3 indicated no sign of systematic bias in any 

of the models. The R values were high for all the models ranging from 0.917 to 0.937, 

showing a good correlation between the measured and estimated VWC values. 

2.3.2. Performance across Soil Textures 

Table 2.4 summarizes the performance of the best performing model (i.e., Model 1 

with SSC, BD, and OM as inputs) across dominant textures (textures constituting more 

than 10% percent of the data set) developed and tested using the international data set. The 

smallest error (RMSE: 0.04 cm3 cm−3; MAE: 0.028 cm3 cm−3) values belonged to silt clay 

loam and the greatest error belonged to clay loam (RMSE 0.052 cm3 cm−3; MAE 0.038 

cm3 cm−3). The other textures (i.e., silt loam, loam, and sandy loam) showed similar 

performance with MAE varying from 0.033 to 0.034 cm3 cm−3. The MBE values of 0.016 

and −0.016 cm3 cm−3 suggested a slight tendency for over and underestimation for silty 

clay loam and clay loam textures, respectively. MBE values were negligible (close to zero) 

for other soil textures. The correlation coefficient values ranged from 0.824 to 0.935 among 

the textures with the greatest value observed for loam and lowest for sandy loam. 

Table 2.5 shows the performance of the best performing model (i.e., Model 1 with 

SSC, BD, and OM as inputs) for the most dominant soil textures of the Turkish data set 

constituting roughly 92 percent of the data set.  
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Table 2.4. Soil texture-based performance of the PCNN-PTFs (inputs: SSC, BD, OM, pF) 

developed and tested using the international data set to estimate the volumetric water 

content (cm3 cm−3). 

 Silt Loam Loam Silty Clay Loam Clay Loam Sandy Loam 

RMSE 0.043 0.042 0.04 0.052 0.043 

MAE 0.034 0.033 0.028 0.038 0.033 

MBE 0.002 0.004 0.016 −0.016 0.009 

R 0.888 0.935 0.824 0.926 0.882 

RMSE: Root mean square error (cm3 cm−3), MAE: mean absolute error (cm3 cm−3), MBE: mean biased error 

(cm3 cm−3), R: correlation coefficient. 

Table 2.5. Soil texture based performance of the PCNN-PTFs (Model 1 with SSC, BD, 

SOM, and pF as inputs) developed using the international data set and the international 

plus Turkish data sets to estimate the volumetric water content (cm3 cm−3) of the Turkish 

soil samples. 

 Training: International Training: International + Turkish 

 C SL CL L C SL CL L 

RMSE 0.060 0.069 0.052 0.060 0.039 0.047 0.044 0.042 

MAE 0.052 0.055 0.042 0.048 0.032 0.037 0.035 0.034 

MBE −0.006 0.032 −0.019 −0.009 −0.001 0.001 −0.001 −0.004 

R 0.879 0.813 0.905 0.820 0.938 0.895 0.910 0.907 

RMSE: Root mean square error (cm3 cm−3), MAE: mean absolute error (cm3 cm−3), MBE: mean biased error 

(cm3 cm−3), R: correlation coefficient. C: Clay, SL: Sandy Loam, CL: Clay loam, L: Loam. 

When the Turkish data set was only used as a validation set, the lowest RMSE (0.052 

cm3 cm−3) and MAE (0.042 cm3 cm−3) values belonged to clay loam, whereas sandy loam 

showed the highest values (RMSE = 0.069; MAE = 0.055). MBE values of −0.019 and 

0.032 indicated slight underestimation and moderate overestimation for clay loam and 

sandy loam soil textures, respectively. The correlation coefficient varied from 0.813 for 

sandy loam to 0.905 for clay loam soil textures. When the Turkish soils were incorporated 

into the training phase, lowest RMSE (0.039 cm3 cm−3) and MAE (0.032 cm3 cm−3) 

belonged to clay, whereas the highest values were observed for sandy loam with RMSE 
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and MAE of 0.047 and 0.037 cm3 cm−3, respectively. MBE values were close to zero (from 

−0.001 to 0.001), indicating no systematic bias for any of the models. The lowest and 

highest R values ranging from 0.895 to 0.938 were observed for sandy loam and clay 

textures, respectively. 

2.3.3. Performance at the Wet, Intermediate and Dry Parts of the SWRC 

Table 2.6 shows the performance of the best performing PCNN-PTF (i.e., model 1 with 

SSC, BD, and OM as inputs) in wet (pF ≤ 2), intermediate (2 < pF ≤ 3) and dry (pF > 3) 

parts of the SWRC. When the international data set was used for training and testing, the 

lowest RMSE (0.041 cm3 cm−3) and MAE (0.031 cm3 cm−3) values were observed in the 

wet range of the SWRC. The intermediate range of the SWRC showed a relatively higher 

error with RMSE and MAE values of 0.05 and 0.039 cm3 cm−3, respectively. The relatively 

higher and lower performances at the wet and intermediate parts were also evident by the 

R values of 0.868 and 0.733, respectively. MBE range of −0.008 to 0.007 suggested no 

bias for any of the models. 

When the Turkish data set is used as a validation set, the lowest RMSE (0.061 cm3 

cm−3) and MAE (0.05 cm3 cm−3) belonged to the wet range while the highest RMSE and 

MAE of 0.066 and 0.059 cm3 cm−3, respectively, belonged to the dry range of the SWRC. 

Underestimation of the VWC was observed in the wet range as indicated by the negative 

MBE (−0.018 cm3 cm−3) while overestimation was evident in intermediate (MBE: 0.021 

cm3 cm−3) and dry parts (MBE: 0.058 cm3 cm−3) of the SWRC. The R values varied from 

0.661 to 0.902, with the lowest and highest values belonging to the intermediate and dry 

ranges, respectively. 
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Table 2.6. Performance of the PCNN-PTFs (inputs: SSC, BD, OM, and pF as) developed 

using the international data set and the international plus Turkish data sets to estimate the 

volumetric water content (cm3 cm−3) at wet (pF ≤ 2) intermediate (2 < pF ≤ 3) and dry (pF 

>3) parts of the SWRC. 

 Training and Test: I 
Training: I; Validation: 

T 
Training: I + T; Test: T 

 Wet Mid Dry Wet Mid Dry Wet Mid Dry 

RMSE 0.041 0.050 0.043 0.061 0.062 0.066 0.041 0.049 0.037 

MAE 0.031 0.039 0.034 0.050 0.052 0.059 0.032 0.039 0.028 

MBE −0.001 0.007 −0.008 −0.018 0.021 0.058 −0.003 0.000 0.015 

R 0.868 0.733 0.790 0.713 0.661 0.902 0.866 0.778 0.883 

RMSE: Root mean square error (cm3 cm−3), MAE: mean absolute error (cm3 cm−3), MBE: mean biased error 

(cm3 cm−3), R: correlation coefficient. I: International data set, T: Turkish data set. 

When the Turkish soils were incorporated into the training phase, lowest RMSE (0.037 

cm3 cm−3) and MAE (0.028 cm3 cm−3) values were observed in the dry range and highest 

values of 0.049 and 0.039 cm3 cm−3, respectively, belonged to the intermediate range. MBE 

value of 0.015 cm3 cm−3 suggested a tendency to overestimate VWC in the dry range. R 

values ranged from 0.778 to 0.883 and were higher and comparable in the wet and dry 

ranges, whereas the intermediate range showed the lowest correlation. 

2.4. Discussion 

2.4.1. Accuracy and Reliability of the Developed PTFs 

Table 2.7 summarizes the performance of already published PC-PTFs and PTFs 

developed in this study. The accuracy of previous PC-PTFs developed to estimate water 

retention range from RMSE of 0.027 to 0.159 cm3 cm−3, while the reliability ranges from 

RMSE of 0.036 to 0.088 cm3 cm−3 (Table 2.7). As shown in Table 2.3, the high accuracy 

of PCNN-PTF developed in this study (RMSE = 0.046 cm3 cm−3) puts it in a good 

performance rank among already published PC-PTFs. Therefore, PCNN-PTF is a reliable 

approach for developing accurate water retention models using international data from 
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evaporation experiments. The PCNN-PTF developed by Haghverdi et al.(2018) was the only 

other PTF that was based on a data set with soil water retention points measured with the 

extended evaporation method, using the Turkish data set. Other studies used data sets 

where the soil water retention pairs were collected using equilibrium-based methods (i.e., 

pressure plate/sandbox). Not all the studies used a totally independent data set for 

validation except Haghverdi et al. (2012), whereas the validation data set in our study was 

independent of the international PTF-development data set.  
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Table 2.7. Comparison of the pseudo-continuous pedotransfer functions (PC-PTFs) 

developed in the literature to the PCNN-PTF developed in this study. 

SVM: support vector machine, MLR: multiple linear regression, NN: artificial neural network, k-NN: k-

nearest neighbor, SSC: sand, silt, and clay percentages (%), BD: bulk density (cm3 cm-3), SOM: soil organic 

matter content (%), OC: organic carbon content (%), SA: percentage of stable aggregates, IWC: initial water 

content (cm3 cm-3). 

Study Method Modeling Inputs Origin, no.  
RMSE (cm3 

cm−3) 

  Approach  Samples/Datapoints Test Validation 

(Haghverdi 

et al., 2012) 

Iranian data from 

pressure plate and 

Australian data set 

using various 

equilibrium-based 

methods 

NN SSC 

(Traing and Test- 122 

soil samples from Iran) 

(772 soil samples for 

training from Australia, 

Validation- Iran) 

0.029 0.037 

   SSC, BD - 0.028 0.037 

   SSC, OC - 0.028 0.036 

   
SSC, BD, 

OC 
- 0.027 0.036 

(Haghverdi 

et al., 2014) 

sandbox/pressure 

plate 
NN 

SSC, BD, 

SOM 

Turkey, 135 soil samples 

x 8 SWR points 
0.047 - 

    

Belgium, (69 soil 

samples x 8 to 10 SWR 

points) 

0.040 - 

  SVM 
SSC, BD, 

SOM 
Turkey 0.054  

    Belgium 0.069  

(Moreira De 

Melo and 

Pedrollo, 

2015) 

different 

equilibrium-based 

methods (Pressure 

based, hanging 

water, tensiometer, 

and sand-box) 

NN 

SSC, 

particle 

density, 

total 

porosity, 

BD 

UNSODA, (137 soil 

samples for training and 

51 for validation) 

 0.088 

(Nguyen et 

al., 2017) 

sand-boxes and 

pressure chambers 
NN 

SSC, BD, 

OC 

Vietnamese Mekong 

Delta, (1280 data points 

for training, 232 

validation) 

0.044 0.052 

  MLR  - 0.056 0.066 

  SVM  - 0.036 0.068 

  k-NN  - 0.056 0.050 

(Haghverdi 

et al., 2018) 
evaporation NN SSC 

Turkey, (81 soil samples) 

 
0.129  

   SSC, BD - 0.080  

   
SSC, 

SOM 
- 0.159  

   SSC, SA - 0.107  

   

SSC, SA, 

BD, 

SOM 

- 0.061  

   

SSC, BD, 

OM, SA, 

IWC 

- 0.033  



33 

 

The analysis of the Mahalanobis distances revealed that only eight soil samples from 

the validation data were below the cut-off limit (Figure 2.5), indicating that the two data 

sets used in this study were independent with a slight overlap. Despite the difference 

between the data sets, the PCNN-PTF showed high reliability with an RMSE equal to 0.061 

cm3 cm−3 (Table 2.3). An RMSE of 0.043 cm3 cm−3 was further achieved when Turkish 

data was included in the training of the PCNN-PTF. Therefore, incorporation of local 

HYPROP data sets, if available, and retraining the PCNN-PTF is recommended to further 

enhance the performance of the model for new regions. The ability of NNs to mimic the 

inputs–outputs relationship of the complex soil water system (Pachepsky and Schaap, 

2004) can explain the adequate performance of PCNN-PTFs in both training and validation 

phases. 
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Figure 2.5. The domain of the developed PCNN-PTFs using Mahalanobis distance, 

indicating that the two data sets were independent with a slight overlap since only 8 Turkish 

soil samples (highlighted in red) fell below the cut-off limit (y-axis for Turkish data set is 

on an exponential scale). 

Several studies have recommended the use of local data set to develop PTFs instead 

of using larger data sets (McBratney et al., 2002; Nemes et al., 2003). Inconsistencies in 

the measurement techniques used in large data sets can introduce unexplained variance and 

negatively impact the performance of PTFs (Vereecken et al., 2010). The international data 

set used in our study contains soil samples collected on the continental scale, yet PTFs 

performed satisfactorily across modeling scenarios. This is in part because all 

measurements for both development and test data sets were done using the evaporation or 

extended evaporation methods. We recommend using the HYPROP system as a benchmark 

laboratory approach to maintain consistency in measurement techniques when adding local 
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samples to the international data set used in this study to develop new PCNN-PTFs in the 

future. 

2.4.2. Importance of Input Variables 

Various studies have found that the addition of more input variables to the models did 

not necessarily result in better performance of the PTFs (Nemes et al., 2006; Schaap et al., 

2004). The best performance in our study was observed for Model 1 using all the input 

predictors (SSC, BD, SOM) with RMSE of 0.046 cm3 cm−3 for the test and RMSE of 0.061 

cm3 cm−3 for the validation sets. However, Model 3 also resulted in a comparable 

performance when using SSC and BD as inputs. Moreover, Model 3 was the best 

performing with RMSE of 0.043 cm3 cm−3 when the Turkish data set was incorporated in 

the training set, which agrees with the results reported by Patil et al. (2013). Minasny and 

McBratney (2002) also found that adding BD improved the performance of the neuro-m 

model compared to using just the textural constituents. Moreover, the inclusion of BD as 

the input variable along with the soil texture resulted in better performance in both Neuro-

m and Rosetta 3 PTFs to estimate water retention (Minasny and McBratney, 2002; Zhang 

and Schaap, 2017). 

Including SOM as an input predictor did not improve the performance of the PCNN-

PTF in our study. Zacharias and Wessolek (2007) and Børgesen et al. (2008) also reported 

that SOM does not contribute to the model performance. Minasny and McBratney (2018) 

conducted a meta-analysis to conclude that an increase in the SOM only resulted in a small 

increase in the soil water content. Haghverdi et al. (2018) mentioned that the insignificant 

impact of SOM in their study could be due to its low concentration and narrow range in 
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most of the Turkish soil samples, which concur with the findings of our study despite 

having a larger range of SOM in the international data set. 

While comparing to other PC-PTFs in literature, RMSE of 0.088 cm3 cm−3 was 

observed by PCNN-PTF of Moreira De Melo and Pedrollo (2015) using additional inputs 

such as particle density and porosity along with soil texture and bulk density. An accuracy 

with RMSE of 0.033 cm3 cm−3 was observed by Haghverdi et al. (2018) when information 

about stable aggregates and initial water content was included in the training along with 

other inputs including SSC, BD, and SOM. Although adding more input predictors, if 

available, could enhance the performance of PTFs, our results indicate soil texture (SSC) 

and bulk density (BD) as the essential inputs required to develop accurate PCNN-PTFs using 

evaporation data. These properties are also easily collected and are available in most data 

sets; thus, we recommended them to be included in future SWRC measurement campaigns 

using the HYPROP system. 

2.4.3. Performance across Textural Classes and Tension Ranges 

Generally, we observed that having more data points (due to having more soil samples) 

per textural classes in the training set improved the performance for that class (Figure 2.6). 

Khlosi et al. (2008) provided error statistics for 11 textural classes and found that the PTFs 

performed well in the relatively coarse-textured soils compared to heavy-textured soils. 

They observed better PTF performance for textural classes with somewhat larger sample 

size. Schaap et al. (1998) reported a relatively lower RMSE for the sandy loam and clay 

loam soil, which contributed 34% of their data set. 
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Figure 2.6. Relationship between the number of data points for each textural class and the 

accuracy of the best performing PCNN-PTF (Model 3 with SSC, BD, and pF as inputs) 

when both international and Turkish data sets were used to develop the models. 

For the international data set, silt loam was the dominant textural class followed by 

silty clay loam, and both showed a high agreement with the fitted curves. For the Turkish 

data set, clay as the dominant class shows a high agreement with the fitted curves compared 

to textural classes with lower data percentage share. Similar results were reported by 

(Schaap and Leij (1998) and Cornelis et al. (2001). Thus, it is possible to predict the SWRC 

accurately if enough data points are available for the soil texture in the training set 

(Haghverdi et al., 2014; Vereecken et al., 2010). 

The best performance of the PCNN-PTF was observed in the wet region of the SWRC 

for the test and validation sets, while the lowest accuracy was observed in the dry region 

for the validation data set, which concurs with the performance of parametric PTFs of 

Khlosi et al. (2008) and Børgesen and Schaap (2005). However, when Turkish data was 

included in the training of the models, the dry region had the best performance while the 

intermediate part showed a lower accuracy. Nonetheless, an improvement of 61%, 73%, 

and 49% in RMSE was observed in the wet, intermediate, and dry regions, respectively, 
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after incorporating Turkish data into training. Schaap et al. (2001) and Twarakavi et al. 

(2009) reported overestimation of soil water retention close to saturation (pF < 0.5) and 

between pF of 0.5 to 1, and underestimation beyond pF of 1.5, which is in contrast to what 

we observed in our study. This is, in part, attributed to the fact that the training data set 

used by Schaap et al. (2001) and Twarakavi et al. (2009) consisted of samples collected 

from several studies with a wide range of approaches used to measure water retention. 

Moreover, these studies developed parametric PTFs which means the shape of the curve 

was governed by the van Genuchten water retention model (van Genuchten, 1980). 

However, the PCNN-PTF developed in our study learns the SWRC’s shape from the 

measured water retention data without using any soil hydraulic model. 

2.5. Conclusions 

Literature suggests that PTFs developed from small local data sets perform better as 

compared to larger general sets of data (Nemes et al., 2003). However, in many parts of 

the world, there is a lack of soil hydraulic data to derive PTFs for accurate SWRC 

estimations. Most of the large data sets (e.g., UNSODA (Nemes et al., 2001), and HYPRES 

(Wösten et al., 1999) used in the past to develop international PTFs typically consist of 

smaller data sets with a wide range of measurement techniques applied to measure soil 

hydraulic properties. Having a PTF trained on an international data set with soil hydraulic 

properties measured with the same technique minimizes the inconsistency in the data set 

caused by variabilities in measurement techniques. We used an international data set from 

evaporation experiments (Schindler and Müller, 2017) to evaluate the accuracy and 

reliability of the PCNN-PTF approach to estimate the SWRC. Evaporation based 
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measurement of water retention offers the advantage of producing a quasi-continuous 

description of the retention function in the tensiometric moisture range, i.e., up to pF 3. In 

practice, HYPROP measurements lead to roughly ten times more data points compared to 

the traditional method via sandbox/pressure plate instruments. We found that a neural 

network-based PC-PTF can provide accurate and reliable estimation of the SWRC. 

Moreover, the reliability was further improved by including the local data into the training 

of PCNN-PTF. Therefore, we recommend retraining the models after incorporating local 

HYPROP data sets (if available) to enhance the performance of the PCNN-PTFs developed 

in this study in different regions around the world. 
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Chapter 3. Developing Pseudo Continuous Pedotransfer Functions for 

International Soils Measured with the Evaporation Method and the HYPROP 

System: II. The Soil Hydraulic Conductivity Curve 

Abstract: 

Direct measurement of unsaturated hydraulic parameters is costly and time-

consuming. Pedotransfer functions (PTFs) are typically developed to estimate soil 

hydraulic properties from readily available soil attributes. For the first time, in this study, 

we developed PTFs to estimate the soil hydraulic conductivity (log(K)) directly from 

measured data. We adopted the pseudo continuous neural network PTF (PCNN-PTF) 

approach and assessed its accuracy and reliability using two independent data sets with 

hydraulic conductivity measured via the evaporation method. The primary data set 

contained 150 international soils (6963 measured data pairs), and the second dataset 

consisted of 79 repacked Turkish soil samples (1340 measured data pairs). Four models 

with different combinations of the input attributes, including soil texture (sand, silt, clay), 

bulk density (BD), and organic matter content (SOM), were developed. The best 

performing international (root mean square error, RMSE = 0.520) and local (RMSE = 

0.317) PTFs only had soil texture information as inputs when developed and tested using 

the same data set to estimate log(K). However, adding BD and SOM as input parameters 

increased the reliability of the international PCNN-PTFs when the Turkish data set was used 

as the test data set. We observed an overall improvement in the performance of PTFs with 

the increasing number of data points per soil textural class. The PCNN-PTFs consistently 

performed high across tension ranges when developed and tested using the international 
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data set. Incorporating the Turkish data set into PTF development substantially improved 

the accuracy of the PTFs (on average close to 60% reduction in RMSE). Consequently, we 

recommend integrating local HYPROPTM (Hydraulic Property Analyzer, Meter Group 

Inc., USA) data sets into the international data set used in this study and retraining the 

PCNN-PTFs to enhance their performance for that specific region. 

3.1. Introduction 

Direct measurements of soil hydraulic properties in the field and laboratory can be 

tedious, laborious, and often expensive due to their significant inherent spatial variability. 

Therefore, pedotransfer functions (PTFs) are often developed and used to indirectly 

estimate these properties by establishing empirical relationships based on the readily 

available soil properties such as soil texture, bulk density (BD), and soil organic matter 

content (SOM) (Bouma, 1989). The primary soil hydraulic properties include the soil water 

retention and hydraulic conductivity curves (SWRC and SHCC) that define the volumetric 

water content’s nonlinear relationships with the soil tension and the soil hydraulic 

conductivity, respectively. The hydraulic conductivity decreases as the volumetric water 

content decreases because of a reduction in the cross-sectional area of water flow and 

increased tortuosity and drag forces (Assouline and Or, 2013; Vereecken et al., 2016). 

The experimental determination of the SHCC is more complicated than the SWRC. 

Therefore, the SHCC is often derived from the SWRC and saturated hydraulic conductivity 

(Ks) information. A popular four-parameter expression developed by van Genuchten 

(1980) is widely used for SWRC parametrization, which coupled with Mualem-van 

Genuchten model (Mualem, 1976; van Genuchten, 1980) is often used for SHCC 
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parametrization using the Ks as a scaling factor. The SHCC can also be described by 

Gardner’s empirical expression (Gardner, 1958), which in some cases works similarly or 

even better than the Mualem-van Genuchten model (Schaap and Leij, 1998). 

The PTFs are mainly developed to only estimate Ks (point PTF) and parameters of the 

van Genuchten water retention model (parametric PTF), which are subsequently used for 

estimating the SHCC using the abovementioned approach (Børgesen et al., 2008; 

Parasuraman et al., 2006; Schaap et al., 1998; Weynants et al., 2009). For example, Schaap 

and Leij (2000) used PTF-based SWRC parameters of van Genuchten equation to estimate 

the SHCC. They observed that the best results are obtained when the parameters Ks and L 

(a term for the interaction between pore size and tortuosity) were flexible and not fixed as 

is the case in the classical Mualem–van Genuchten model. PTFs estimating unsaturated 

hydraulic conductivity at specific moisture tensions also exist (e.g., Moosavi and 

Sepaskhah (2012). However, little is known about the development and application of 

PTFs to directly estimate the SHCC (Wagner et al., 2001). 

Multiple sources of error interact in a complicated manner when PTF-driven SWRC 

and Ks are used to estimate the SHCC. The first type of error is associated with estimating 

the parameters of the van Genuchten model and Ks using parametric and point PTFs, 

respectively. The second type of error is related to the Mualem–van Genuchten 

parameterization of the SWRC and SHCC, which is often fitted only using a few water 

retention data pairs measured by equilibrium approaches. The SHCC estimations via 

Mualem-van Genuchten model can result in poor performance near saturation because of 

the inability to account for water flow through macropores (Bormann and Klaassen, 2008; 
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Niemann and Rovey, 2009; Weynants et al., 2009). Furthermore, Ks is a highly variable 

soil hydraulic property dependent upon the pore geometry at the scale of interest (Niemann 

and Rovey, 2009) and seasonal variability (Bormann and Klaassen, 2008). Significant 

variabilities in Ks estimations might occur when using different PTFs modeling approaches 

(Baroni et al., 2010) and measurement techniques (Fodor et al., 2011), ultimately reflected 

in the SHCC estimations. 

The pseudo-continuous PTF (PC-PTF) was introduced by Haghverdi et al. (2012) as 

a PTF development strategy for continuous estimation of the SWRC using machine 

learning approaches such as artificial neural networks (NN) and support vector machines 

(Haghverdi et al., 2014). Using high resolution measured data is recommended for 

developing robust PC-PTFs since PC-PTF learns the shape of the SWRC directly from the 

actual measured water retention data (Haghverdi et al., 2014). 

Schindler and Müller (2017) published a soil hydraulic international dataset using the 

Evaporation method and HYPROPTM (Hydraulic Property Analyzer, Meter Group Inc., 

USA) system. The HYPROP system (Figure 3.1) is an automated evaporation-based 

benchtop laboratory system that works based on the extended evaporation method 

(Schindler et al., 2010a, 2010b). The HYPROP has a relatively fast measurement cycle and 

provides high resolution reliable simultaneous measurements of soil water content and 

unsaturated hydraulic conductivity within a few days or weeks (Bezerra-Coelho et al., 

2018; Peters et al., 2015; Peters and Durner, 2008). Haghverdi et al. (2018) used an 

HYPROP measured Turkish soil data set to develop water retention PCNN-PTFs and 

reported promising results. In Chapter 2, we utilized the Schindler and Müller (2017) 
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dataset to develop water retention PCNN-PTFs. However, no PCNN-PTF has been developed 

to estimate the SHCC using high-resolution data measured via the evaporation method. 

Consequently, this study was carried out to (I) develop PCNN-PTFs for SHCC estimations 

by utilizing the abovementioned international (Schindler and Müller, 2017) and Turkish 

(Haghverdi et al., 2018) data sets measured via the evaporation method, (II) determine the 

accuracy and reliability of the PCNN-PTFs, and (III) assess the performance of the 

developed models across soil textures and different ranges of soil tension. 

 
Figure 3.1. Experimental setup of the extended evaporation experiment using HYPROP 

system. 

3.2. Materials and Methods 

3.2.1. Soil Data Sets 

In this study, two soil data sets were used to develop hydraulic conductivity PCNN-

PTFs and evaluate their accuracy and reliability. The measured hydraulic conductivity data 

and the soil textural classification of the samples for both data sets are shown in Figure 3.2. 
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The primary data set, hereafter referred to as the international data set, was published by 

Schindler and Müller (2017) and consisted of 173 soils collected from 71 sites from all 

over the world. This data set contains the measurements of water retention, unsaturated 

hydraulic conductivity, K(h), and several basic soil properties, including textural data, 

organic matter content (SOM), and dry bulk density (BD). The soil hydraulic properties 

were measured using the evaporation experiments or the extended evaporation method via 

the HYPROP method. A majority of the soil samples in the data set were collected from 

arable lands, yet few samples from other land use types such as urban land, grassland, 

forests, fallow lands and riverbanks were also present. After screening the international 

data set, a subset of samples (i.e., 150 soils with 6963 total K(h) data pairs) was selected to 

develop PCNN-PTFs. The characteristics of the selected soils are shown in Table 3.1. The 

most dominant texture was silt loam; comprising 78 soil samples (52% of the data set), 

followed by loam; consisting of 18 soil samples (12% of the data set). Values of K(h) were 

log-transformed because hydraulic conductivity data are generally log-normally distributed 

(Schaap and Leij, 2000). The measured log(K(h)) values ranged from −6.64 to 0.98 (0 to 

9.65 cm d−1), with an average of −2.26 (0.073 cm d−1). The pF (logarithmic transformation 

of soil tension in cm of water) values ranged from 0.22 to 4.21, with an average of 2.47. 

The second data set (referred to as the Turkish data set herein) was mainly collected 

from areas surrounding Ankara, Turkey, and consisted of 79 repacked soil samples with 

1340 K(h) data pairs that were measured via the HYPROP system (Haghverdi et al., 2018). 

In this dataset, the Ks data (pF 0) were measured using the falling head method with the 

KSAT instrument (Meter Group Inc., Pullman, WA, USA). The K(h) points were measured 
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for each sample with pF ranging from 1.80 to 3.91, with an average of 2.51, and log(K) 

ranging from −4.75 to 3.27 (0 to 1862 cm d−1), with an average of −1.6 (0.03 cm d−1). Clay 

was the dominant texture (38 soil samples or 48.1% of the data set), followed by sandy 

loam (13 samples or 16.5% of the data set). Further details about the laboratory procedures 

used to develop this data set are available in Haghverdi et al. (2020a, 2020b, 2018). More 

information about HYPROP’s measurement principles is available in Schindler et al. ( 

2016). 

  

(a) (b) 

Figure 3.2. The soil hydraulic conductivity and tension pairs (a), and soil textural 

distribution for the datasets (b). Dark orange circles depict the international data set 

(Schindler and Müller, 2017) and blue circles represent the Turkish dataset [21,28,30]. pF 

is the logarithmic transformation of soil tension in cm of water and K is the unsaturated 

hydraulic conductivity. 
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Table 3.1. Characteristics of soils from international and Turkish data sets used in this 

study to develop and test pseudo continuous neural network pedotransfer functions (PCNN-

PTFs). 

 

International Data (150 

Soil Samples with 6963 

Data Pairs) 

Turkish Data (79 Soil 

Samples with 1340 Data 

Pairs) 

Attribute Mean Range SD Mean Range SD 

Clay (%) 20.0 0.0–60.0 12.5 34.1 9.4–62.2 15.1 

Silt (%) 56.4 0.2–86.8 17.1 30.7 5.2–57.6 8.7 

Sand (%) 23.6 3.9–99.8 17.4 35.3 6.0–84.0 17.4 

Bulk density (g cm−3) 1.3 0.6–1.7 0.2 1.0 0.7–1.3 0.1 

Organic matter content (%) 3.1 0.0–12.0 2.5 1.2 0.0–3.1 0.6 

SD: Standard deviation. 

A statistical analysis conducted in Chapter 2 using Mahalanobis distance (Tranter et 

al., 2009) revealed that these two data sets were independent and most Turkish samples fall 

outside the domain of applicability of the international dataset. 

3.2.2. Unsaturated Hydraulic Conductivity Calculations 

During HYPROP measurements, saturated soil samples (closed from the base) were 

placed on a balance. Two tensiometers were positioned such that the tensiometers’ tips 

were at depths of 0.25 L cm and 0.75 L cm, where L was the soil column height (which is 

typically 5 cm in laboratory evaporation experiments). The soil surface was open to the 

ambient atmosphere so that the soil water could evaporate. The medial pF value of the 

sample was calculated based on the average value of the two tensions measured by two 

tensiometers and corresponding water content was calculated based on the mass change of 

the soil sample. 
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The hydraulic conductivity was calculated using the water flow velocity (qi[cm/d]) 

between time points ti-1 and ti through a horizontal plane that laid exactly in the middle of 

the two tension-tips: 

𝑞𝑖 = 
1

2
 
(Δ𝑉𝑖 Δ𝑡𝑖⁄ )

𝐴
 (6) 

where, ΔVi is the change in water volume in the whole sample (cm3), Δti is the time 

interval between two consecutive measurement points, and A the cross-sectional area (cm2) 

of the column. 

The data points for the hydraulic conductivity function were calculated by inverting 

Darcy’s equation as: 

where, hi (cm) is the time- and space-averaged tension, Δhi is the difference of tensions 

between the two tensiometer tips, and Δz (cm) is the distance between the tensiometer tips. 

The calculations assume that moisture tension and water content distribute linearly through 

the column and, therefore, the arithmetic mean of the tensions at two points was used. This 

simplified assumption was shown to provide accurate results because linearity errors in 

fluxes and tensions cancel each other out (Peters et al., 2015). The effect of hysteresis on 

water flow and transport is well understood (Yang et al., 2014). However, since HYPROP 

measurements are taken during natural evaporation-based drying of soil samples, only 

drying hydraulic path was considered in this study. 

𝐾𝑖(ℎ𝑖) =
−𝑞𝑖

{(
Δℎ𝑖
Δ𝑧 ) − 1}

 
(7) 
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3.2.3. PCNN-PTFs Development 

A three-layer feed-forward perceptron model was developed using MATLAB R2019a 

(Mathworks, 2019). The transfer functions were the “hyperbolic tangent sigmoid” and 

“linear” for the hidden and the output layers, respectively. The Levenberg–Marquardt 

algorithm (Marquardt, 1963) was used for training the models. The maximum epoch (one 

complete pass of the training data set through the learning process) was set to 1000 and the 

best weights were loaded automatically for testing. 

Soil samples were randomly partitioned into 5 folds such that 80% of the data were 

used for the development of the PCNN-PTF models and 20% for testing the models. The 

bootstrap technique was used on the development set to generate 100 replica datasets, each 

containing approximately 67% of the data. The rest of the development data (~33%) were 

used for cross-validation of the NN models. The training process was terminated when the 

root mean square error (RMSE) of the cross-validation subset began to increase or remain 

unchanged. To find the optimal topology of the neural network, the number of neurons of 

the hidden layer was iteratively changed from 1 to 14. This process was repeated five times 

leaving aside a different fold as the test set each time, such that all samples in the data set 

were used for testing the models. The outputs of the 100 PCNN-PTFs with optimum 

topology were averaged to obtain the hydraulic conductivity estimations. 

3.2.4. Modeling Scenarios 

We evaluated the accuracy and reliability of the PCNN-PTFs (developed using the 

international and the Turkish data sets) with four combination models of the input 
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attributes, including textural constituents—sand, silt, and clay (SSC), BD, and SOM (Table 

3.2). Model 1 constituted all the input attributes and the logarithmic transformation of soil 

suction (pF). Model 2 included SSC and pF. Model 3 included SSC, BD, and pF. Model 4 

included SSC, SOM, and pF. The log(K (cm/d)) was the output parameter corresponding 

to the input pF value. 

Table 3.2. Combinations of input attributes used in this study to develop PCNN-PTFs. 

Model Input Attributes 

1 SSC, BD, SOM, pF 

2 SSC, pF 

3 SSC, BD, pF 

4 SSC, SOM, pF 
SSC: sand, silt, and clay percentages (%), BD: bulk density (cm3 cm−3), SOM: soil organic matter content 

(%), pF: the logarithmic transformation of soil tension in cm of water. 

Four data partitioning scenarios, as shown in Table 3.3, were considered when the 

international data set was used for training and testing (scenario 1), the Turkish data set 

was used for training and testing (scenario 2), the international data were used for training 

and the Turkish data for validation (scenario 3), and a combination of the two data sets was 

used for training and the Turkish dataset for testing (scenario 4). The accuracy of PTFs was 

assessed using a randomly selected subset of the development data set that was not used to 

derive the PTF. The reliability was evaluated based on the performance of PTFs on an 

independent data set beyond the statistical training limits and the geographical training area 

of the development dataset. For example, we estimated the log(K) of the Turkish soil 

samples to assess the reliability of the PCNN-PTFs derived using the international data set. 

The results of the modeling scenarios were assessed to (i) quantify the improvements in 
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international PCNN-PTFs for a specific region after incorporating local samples into the 

training data set and (ii) determining whether the international PCNN-PTFs trained using 

the integrated data works as accurately as the local PCNN-PTFs. 

Table 3.3. Different data partitioning scenarios used in the study to train, test, and validate 

PCNN-PTFs. 

Scenario Data Sets 

S1 Training: International, Test: International. 

S2 Training: Turkish, Test: Turkish. 

S3 Training: International, Test: Turkish. 

S4 
Training: International + Turkish, Test: 

Turkish. 

 

3.2.5. Model Evaluation 

The root mean square error (RMSE, Equation (1)), mean absolute error (MAE, 

Equation (2)), mean bias error (MBE, Equation (3)), and correlation coefficient (R, 

Equation (4)) were calculated for the test data to evaluate the performance of PCNN-PTFs: 

𝑅𝑀𝑆𝐸 = √
1

𝑛
∑(𝐸𝑖 −𝑀𝑖)2
𝑛

𝑖=1

 (3) 

𝑀𝐴𝐸 =
1

𝑛
∑|𝐸𝑖 −𝑀𝑖|

𝑛

𝑖=1

 (4) 

𝑀𝐵𝐸 =
1

𝑛
∑(𝐸𝑖 −𝑀𝑖)

𝑛

𝑖=1

 (5) 
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𝑅 =
∑ (𝐸𝑖 − 𝐸̅)(𝑀𝑖 − 𝑀̅)

𝑛

𝑖=1

∑ (𝐸𝑖 − 𝐸̅)2∑ (𝑀𝑖 − 𝑀̅)2
𝑛

𝑖=1

𝑛

𝑖=1

 (6) 

where, E and M are the estimated and measured log(K), respectively; 𝐸̅ and 𝑀̅ are the 

mean estimated and measured log(K), respectively; and n is the total number of measured 

water retention points for each model. In addition, the error statistics were calculated 

separately for dominant soil textures at the wet (pF ≤ 2), intermediate (2 < pF ≤ 3), and dry 

ranges (pF > 3) of the SHCC. 

3.3. Results 

3.3.1. Importance of the Input Predictors 

Figure 3.3 shows the scatterplots of measured versus estimated log(K) values for the 

PCNN-PTFs developed in this study using different combinations of input predictors. All 

models showed acceptable performance, demonstrated by the well-scattered data around 

the 1:1 reference line except for the Ks estimations in scenario 3 (training: the international 

dataset, test: Turkish datasets). 
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Figure 3.3. Scatterplots of measured versus estimated log(K) using PCNN-PTFs. S1: 

training and test: the international dataset, S2: Training and test: Turkish dataset, S3: 

training: the international dataset, test: Turkish dataset, S4: training: international + 

Turkish dataset, test: Turkish dataset. Model 1 inputs: sand, silt and clay percentages 

(SSC), bulk density (BD), and soil organic matter content (SOM); Model 2 inputs: SSC; 

Model 3 inputs: SSC, BD; Model 4 inputs: SSC and SOM. 

Table 3.4 summarizes the performance statistics of the models for all the scenarios. 

For scenario 1 (training: International, test: International), Model 2 (inputs: SSC, pF) 

resulted in the best performance with an RMSE of 0.520 and MAE of 0.406, followed by 

Model 4 (SSC, SOM, pF) where RMSE was 0.529 and MAE was 0.417. The lowest 
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performance was observed in model 1 where RMSE was 0.571 and MAE was 0.428. MBE 

varied from 0.013 to 0.033, demonstrating no substantial under or overestimation of log(K) 

for all models. The R values varied from 0.855 to 0.881, showing a high agreement between 

measured and estimated log(K) in all models. 

Table 3.4. Performance of the PCNN-PTFs estimating log-transformed soil hydraulic 

conductivity data (cm d−1) across four modeling scenarios. 

 
Training and Test: 

I 

Training and Test: 

T 
Training: I.; Test: T 

Training: I +T; 

Test: T 

M RMSE MAE MBE R RMSE MAE MBE R RMSE MAE MBE R RMSE MAE MBE R 

1 0.571 0.428 0.013 0.855 0.343 0.227 0.023 0.959 1.097 0.971 −0.959 0.935 0.429 0.312 −0.139 0.947 

2 0.520 0.406 0.027 0.881 0.317 0.217 0.011 0.965 1.317 1.254 −1.249 0.954 0.613 0.456 −0.335 0.906 

3 0.547 0.418 0.033 0.868 0.336 0.219 0.017 0.961 1.235 1.142 −1.133 0.942 0.453 0.308 −0.165 0.938 

4 0.529 0.417 0.022 0.877 0.350 0.243 0.043 0.958 1.243 1.144 −1.132 0.943 0.554 0.400 −0.280 0.920 

M: Model, RMSE: Root mean square error, MAE: mean absolute error, MBE: mean biased error, R: 

correlation coefficient. I: international data set, T: Turkish data set. 

For scenario 2 (training: Turkish dataset, test: Turkish dataset), Model 2 (inputs: SSC, 

pF) resulted in the best performance with RMSE of 0.317 and MAE of 0.217, followed by 

Model 3 (inputs: SSC, BD) where RMSE was 0.336 and MAE was 0.219. MBE varied 

from 0.011 for model 2 to 0.043 for model 4, demonstrating no considerable under or 

overestimation of log(K). The R values were high (between 0.958 and 0.965) and similar 

among all models. 

For scenario 3 (training: the international data set, test: the Turkish data set), model 1 

with RMSE of 1.097 and MAE of 0.971 performed the best. Model 2 with RMSE of 1.317 

and MAE of 1.254 showed lower accuracy compared to the other models. The estimated 
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log(K) values were highly correlated with the measured data (R: 0.935–0.954), yet all 

models showed an underestimation tendency (MBE ranging from −1.249 to −0.959). This 

is evident in Figure 3.3 as well, where data points are well scattered but located mainly 

below the 1:1 line. 

For scenario 4 (training: combined international and Turkish data sets, test: the Turkish 

data set), the best performance was observed for Model 3 with RMSE of 0.453 and MAE 

of 0.308. Model 1 also had a similar performance. Slight underestimation of log(K) was 

observed with MBE ranging from −0.335 for model 2 to −0.139 for Model 1. Correlation 

between observed and estimated log(K) was high and similar among all models, with R 

values ranging from 0.906 to 0.947. 

No distinct relationship was observed between BD and SOM with RMSE values 

except for the Turkish clay soils where RMSE declined as BD increased (Figure 3.4). 

 

Figure 3.4. The root of mean squared error (RMSE) as a function of bulk density (BD) and 

organic matter content (SOM) for the PCNNPTF Model 1 with SSC, BD, SOM as inputs. 

The model was developed using combined international and Turkish data sets and tested 

using the Turkish data set (scenario 4). The error was calculated for each soil sample 

separately. 
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3.3.2. Performance across Soil Textures 

The following analysis was only conducted using model 1 as the best performing PTF 

in the test phase. Table 3.5 shows the performance of the PCNN-PTF models for the 

dominant soil textures, representing about 89% and 92% of the international and Turkish 

data sets, respectively. When the international data set was used as the training set (scenario 

1), clay loam had higher RMSE and MAE values than other soil textures. RMSE values 

ranged from 0.517 to 1.124, MAE values ranged from 0.342 to 0.748, and MBE values 

ranged from 0.026 to 0.288 for all textures. Furthermore, the model showed a tendency to 

overestimate log(K) for all soil textures, except loam, where underestimation of log(K) was 

observed. The correlation coefficient (R) values varied between 0.603 in clay loam to 0.881 

for silt loam. 

When only Turkish data were used for training (scenario 2), RMSE and MAE values 

varied from 0.206 to 0.395 and 0.146 to 0.312, respectively. MBE values ranged from 

−0.096 for sandy loam to 0.018 for clay loam, and no substantial underestimation or 

overestimation of log(K) was observed. The agreement between the measured and 

estimated log(K) values was very high, indicated by high and similar R values (between 

0.926 and 0.982) for all the models within each soil texture. 

When the international data set was used for training and the Turkish data set for 

validation (scenario 3), RMSE and MAE values varied from 0.964 to 1.444 and 0.863 to 

1.377, respectively. Underestimation of log(K) was observed for all the soil textures with 

MBE values ranging from −1.370 to −0.860. Loam had the highest error relative to other 
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soil textures, while clay had the lowest. High and similar correlation coefficient values 

(between 0.917 and 0.978) were observed for all the models and soil textures. 

When the Turkish data set was used as a test and a combination of international and 

Turkish data sets were used for the training (scenario 4), the RMSE and MAE values varied 

from 0.230 to 0.745 and 0.173 to 0.683, respectively. The loam and sandy loam had higher 

RMSE and MAE values, while the errors for clay loam and clay were similar to when just 

the Turkish data were used for training (scenario 2). The MBE values ranged from −0.614 

to −0.013, showing slight underestimation of log (K) for most soil textures except clay and 

clay loam where underestimation was not substantial. The agreement between the 

estimated and observed log(K) was high, as depicted by the high R values (ranging from 

0.915 to 0.985) for all the models. 
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Table 3.5. Performance of PC-PTFs on main textural classes of the international and 

Turkish data sets for estimating log(K). 

RMSE: Root mean square error, MAE: mean absolute error, MBE: mean biased error, R: correlation 

coefficient. I: international data set, T: Turkish data set. SiL: Silt Loam: L: Loam, SiCL: Silty Clay Loam, 

CL: Clay loam, SL: Sandy Loam, C: Clay. 

3.3.3. Performance at the Wet, Intermediate and Dry Parts of the SHCC 

Table 3.6 shows the performance of different PCNN-PTFs over three moisture ranges 

of the SHCC for the four data partitioning scenarios evaluated in this study. When the 

international data set was used for the training and testing of the models (scenario 1), the 

RMSE of Model 1 varied from 0.548 in the wet range to 0.603 in the dry range. The MAE 

Data sets Texture RMSE MAE MBE R 

Training: I; Test: I SiL 0.517 0.421 0.026 0.881 

L 0.612 0.485 −0.180 0.789 

SiCL 0.433 0.342 0.144 0.870 

CL 1.124 0.748 0.288 0.603 

SL 0.593 0.522 0.042 0.700 

Training: T, Test: T C 0.252 0.174 0.006 0.978 

SL 0.366 0.277 −0.096 0.966 

CL 0.206 0.146 0.018 0.982 

L 0.395 0.312 −0.048 0.926 

Training: I, validation: T C 0.986 0.863 −0.860 0.961 

SL 1.353 1.241 −1.223 0.96 

CL 0.964 0.894 −0.894 0.978 

L 1.444 1.377 −1.370 0.917 

Training: I and T, Test: T C 0.303 0.218 −0.013 0.972 

SL 0.535 0.446 −0.317 0.963 

CL 0.230 0.173 −0.094 0.985 

L 0.745 0.683 −0.614 0.915 
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values varied from 0.420 in the wet range to 0.440 in the intermediate range of the SHCC. 

The MBE values varied between −0.060 in the wet range to 0.140 in the dry range. The R 

values ranged from 0.509 for the wet to 0.640 in the intermediate range. 

Table 3.6. Performance of the PCNN-PTFs (inputs: SSC, BD, OM, and pF) developed to 

estimate the log(K) at wet (pF ≤ 2) intermediate (2 < pF ≤ 3) and dry (pF > 3) parts of the 

SHCC. 

 
Training and Test: 

I 

Training and 

Test: T 

Training: I, 

Validation: T 

Training: I and T, 

Test: T 

 Wet Mid Dry Wet Mid Dry Wet Mid Dry Wet Mid Dry 

RMSE 0.548 0.570 0.603 0.588 0.317 0.375 2.285 1.002 0.466 0.757 0.400 0.396 

MAE 0.420 0.440 0.381 0.471 0.206 0.298 2.158 0.936 0.342 0.602 0.291 0.322 

MBE −0.060 0.007 0.140 0.031 0.016 0.109 −2.158 −0.926 −0.292 −0.520 −0.134 0.154 

R 0.509 0.640 0.522 0.809 0.860 0.831 0.768 0.785 0.860 0.805 0.791 0.818 
RMSE: Root mean square error, MAE: mean absolute error, MBE: mean biased error, R: correlation 

coefficient. I: International data set, T: Turkish data set. 

When only Turkish data were used for the training and testing of the PCNN-PTF models 

(scenario 2), the lowest error was observed in the intermediate range (RMSE = 0.317, MAE 

= 0.206, and MBE = 0.016) and the highest error belonged to the wet range (RMSE = 

0.588, MAE = 0.471, and MBE = 0.031). The agreement between the observed and 

estimated log(K) was comparable among models with R ranging from a minimum of 0.809 

in the wet range to a maximum of 0.860 in the intermediate range. 

When the Turkish data were used as the validation data set (scenario 3), the PTFs 

showed their highest performance in the dry range (RMSE = 0.466 and MAE = 0.342) and 

their lowest performance in the wet range (RMSE = 2.285 and MAE = 2.158). Despite high 

R values (0.768–0.860), a tendency to underestimate log(K) was observed in all regions, 

as indicated by negative MBE ranging from −0.292 to −2.158. 



64 

 

When both international and Turkish data sets were used for the training of the models 

(scenario 4), the lowest error values were observed in the dry range (RMSE = 0.396 and 

MAE = 0.322) and the highest error in the wet range (RMSE = 0.757 and MAE = 0.602). 

RMSE values varied from 0.396 in the dry range to 0.757 in the wet range. Negative MBE 

values of −0.52 and −0.134 indicated a tendency to underestimate log(K) in the wet and 

intermediate ranges, respectively. The R values were high across all soil tension ranges. 

3.4. Discussion 

3.4.1. Accuracy and Reliability of the Developed PTFs 

In our study, the best international hydraulic conductivity PCNN-PTF showed the 

accuracy (same data set for development and test) and reliability (independent data sets for 

development and test) of RMSE = 0.520 and 1.097, respectively. The local PCNN-PTF 

developed and tested using the Turkish dataset showed even higher performance, as 

expected, with an RMSE of 0.317. Parasuraman et al. (2006) stated that better performance 

in estimating Ks is observed when a NN model is trained even on a small set of relevant 

data rather than a larger general dataset. Our study emphasizes that a local data set, when 

available, should be included in the training of PCNN-PTF for a more accurate estimation 

of the SHCC. 

Schaap and Leij (1998) reported RMSE values ranging from 1.12 to 1.76 for 

calibration subset and from 1.18 to 1.77 for an independent validation data set for their 

hydraulic conductivity PTFs, indicating lower accuracy and reliability than the PCNN-PTF 

developed in this study. Børgesen et al. (2008) reported a reasonable accuracy for their 
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hydraulic conductivity PTFs with RMSE ranging from 0.598 to 1.196, yet most of the 

models showed underestimation. The above mentioned studies used the typical procedure 

to estimate the SHCC, which relies on estimated or measured Ks values and parametric 

SWRC. Therefore, the PCNN-PTFs approach developed and tested for the first time in this 

study could be used as an alternative high-performance approach to estimate the SHCC. 

Large data sets being used to develop international PTFs typically consist of smaller 

data sets, employing different techniques to measure soil hydraulic properties. The 

commonly used devices have discrepancies in Ks measurements because of factors such as 

sample size, soil conditions, flow geometry and installation procedures (Morbidelli et al., 

2017). The same is true for the various devices used for unsaturated hydraulic conductivity 

measurements such as the steady-state pressure membrane method, tension disc 

infiltrometer, hot-air methods, and the widely used multistep outflow method (Benson and 

Gribb, 1997; Durner and Lipsius, 2005; Stolte et al., 1994). We recommend using 

HYPROP data sets for developing hydraulic conductivity PCNN-PTFs. PCNN-PTF takes 

advantage of the high resolution measured data provided by the HYPROP system to learn 

the shape of the SHCC directly from the actual measured data points, unlike the parametric 

PTFs where the relationships between the parameters and their predictors have to be known 

a priori. Furthermore, using only one method (evaporation experiment) for obtaining 

hydraulic conductivity data in the laboratory is expected to improve the performance of the 

PCNN-PTFs by eliminating the variance related to employing multiple measurement 

techniques. 
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3.4.2. Importance of Input Variables 

Studies have shown that the systematic variation in Ks is explained by properties like 

soil texture, porosity, SOM, and BD (Cosby et al., 1984; Wösten et al., 1999). According 

to Zhang and Schaap (2019), adding BD and SOM as input predictors improved the 

performance of PTFs in most studies estimating the Ks. Moosavi and Sepaskhah (2012) 

observed that the combination of inputs SSC, BD, SOM (Model 1 in this study) and SSC 

(Model 2 in this study) produced the best accuracy in estimating unsaturated hydraulic 

conductivity. In our study, considering SOM and BD as extra input attributes in addition 

to soil texture did not improve the accuracy of the international and local PTFs (scenarios 

1 and 2). However, adding BD and SOM as input attributes noticeably enhanced the 

performance of the PCNN-PTF in scenarios 3 and 4. This result differs from our observation 

in Chapter 2, where adding SOM as an extra input did not improve the performance of the 

water retention PCNN-PTFs. 

Except for scenario 1, BD was a more effective additional attribute than SOM in all 

modeling scenarios. Improvements in the estimation of log(K) were observed in other 

studies too when BD was included as an additional PTF input predictor (Minasny et al., 

2004; Schaap and Leij, 1998). The BD, however, only provides limited information about 

soil structure as different preferential flow pathways may result in substantially different 

soil hydraulic conductivities (Romero-Ruiz et al., 2018). Hao et al. (2019) reported that Ks 

is influenced primarily by porosity and macro water-stable aggregates, which are not 

among typical PTF inputs. Further studies are needed to determine the impact of 
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considering additional soil structural input parameters on the performance of hydraulic 

conductivity PCNN-PTF. 

3.4.3. Performance across Textural Classes and Tension Ranges 

The PCNN-PTFs showed better performance for fine-textured (Clay and Clay Loam) 

than more coarse-textured (Loam and Sandy Loam) Turkish soils (scenarios 2, 3, and 4), 

which is attributed to a relatively higher number of fine-textured Turkish soil samples. We 

observed an overall improvement in the performance of PTFs with the increasing number 

of data points per soil textural class (Figure 3.5). These results concur with the results we 

reported in Chapter 2, where high performance was observed for the dominant soil textures 

for the SWRC estimations. Since PCNN-PTFs are machine learning-based models, their 

performance is expected to improve as more data become available for training. 

 
Figure 3.5. The root of mean squared error (RMSE) as a function of the number of 

measured hydraulic conductivity data pairs for each textural class for the PCNN-PTF Model 

1 with SSC, BD, SOM as inputs. The model was developed using combined international 

and Turkish data sets. 
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The performance of PCNN-PTFs was consistent across tension ranges when developed 

and tested using the international data set, which concurs with the results observed in the 

Chapter 2. Moosavi and Sepaskhah (2012) reported a relatively lower accuracy of the NN-

based PTFs to estimate hydraulic conductivity at the saturated and/or near-saturated 

tensions. We observed a somewhat higher error in the wet tension region (pF ≤ 2) for the 

Turkish data set, primarily when PCNN-PTFs were developed using the international data 

set. In Chapter 2, however, the performance of water retention PCNN-PTFs was similar in 

three tension regions. The relatively higher error in the wet range in this study was because 

the Turkish data set only contained Ks data in the wet part (measured via the KSAT 

instrument), while Ks measurements were not available for the international data set. 

3.5. Conclusions 

We developed and evaluated PCNN-PTFs to estimate the SHCC measured using the 

evaporation experiments, mainly via the HYPROP system. The PCNN-PTF approach 

showed promising performance for continuous hydraulic conductivity estimation over a 

wide range of soil tensions. The HYPROP system offers the advantage of producing high-

resolution soil hydraulic conductivity data over a wide range of soil tensions (pF = 1.5 to 

3.5), which is critical for developing robust PCNN-PTF models since this approach learns 

the shape of the SHCC directly from measured data. The KSAT instrument can be 

employed to measure the saturated hydraulic conductivity (Ks) that can be used along with 

HYPROP data. The water retention PCNN-PTFs developed and validated in the second 

chapter also performed very well. Consequently, we recommend the PCNN-PTF approach 
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to derive the next generation of water retention and hydraulic conductivity models using 

high-resolution data measured via the HYPROP system. 
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Chapter 4. Evaluating the long term performance of empirical temperature-based 

and artificial neural network models for estimating reference evapotranspiration 

in California 

Abstract 

Efficient urban landscape irrigation management is critical in California and depends 

on the reliable estimation of reference evapotranspiration (ETo). The ET-based smart 

irrigation controllers used for landscape irrigation often rely on temperature-based ETo 

models; thus, a comprehensive evaluation of these models across climate regions is 

required in California. This study evaluated eight temperature-based empirical ETo models, 

including Blaney and Criddle (BC), FAO-24 BC (BCfao), Hamon (H), Hargreaves (Hs), 

Hargreaves and Samani (HSa), Jenson and Haise (JH), Kharuffa (K), and Linacre (L) 

models. In addition, four artificial neural network models (ANN) were developed using 

raw weather data as inputs and the reconstructed signal obtained from wavelet transform 

as inputs. A total of 101 active California Irrigation Management Information System 

(CIMIS) weather stations were selected for this study, with more than 725,000 data points 

expanding from 1985 to 2019. The performance of the models was assessed against the 

standard CIMIS ETo. The ranking of the empirical temperature-based models from best to 

worst performing was Hs > HSa >BCfao > JH > BC >K > H > L. The ANN model with 

temperature, solar radiation, relative humidity, wind speed information as input variables 

showed the best overall performance with RMSE equal to 0.51 mm d-1. The Hs model with 

root mean square error (RMSE) of 0.61 mm d-1 was the most accurate empirical model, 

followed by the HSa model with RMSE of 0.78 mm d-1. The ANN model outperformed the 
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HSa model using the same input variables (i.e., air temperature and extraterrestrial solar 

radiation) with 11% lesser RMSE. No improvement in the performance of ANN models 

was observed by using reconstructed signals obtained from the wavelet transform. Our 

results suggest using calibrated HSa and ANN models that only require air temperature 

measurements for obtaining accurate estimations of ETo in data-scarce conditions in urban 

areas across climate regions in CA. 

4.1. Introduction 

The FAO-56 Penman-Monteith is the accepted standard method to estimate the 

reference evapotranspiration, ETo (Allen et al., 2005). It accounts for both energy and mass 

transfer processes to provide a reliable estimation of ETo. However, it requires a wide range 

of accurate meteorological data such as temperature, humidity, solar radiation, and wind 

speed. Therefore, its implementation in data scare situations such as landscape irrigation 

management in urban areas is challenging and limited. Promising results and significant 

water savings have been reported for landscape irrigation using smart evapotranspiration-

based controllers with on-site weather sensors (Cardenas et al., 2021; Serena et al., 2020). 

These irrigation products often employ temperature-based ETo equations in their 

scheduling algorithms because of the high cost to install and maintain a complete weather 

station (Davis and Dukes, 2010). Furthermore, for smart controllers that rely on 

interpolated ETo for irrigation scheduling, air temperature data is widely available and 

spatially interpolated more accurately than other weather parameters (Temesgen et al., 

2005). 
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Various studies have evaluated the temperature-based ETo models (Djaman et al., 

2015; Hope and Evans, 1993; Liu et al., 2017; Muhammad et al., 2019; Muniandy et al., 

2016; Tabari et al., 2013; Xu and Singh, 2001). In California, data from CIMIS (California 

Irrigation Management Information System) stations have been widely used to evaluate the 

suitability of empirical temperature-based ETo equations (Hargreaves & Allen, 2003; Hope 

& Evans, 1993; Temesgen et al., 2005). Our recent multiyear turfgrass field irrigation 

research trials in Southern and Central California revealed accurate estimation of the ETo 

by Weathermatic SL4800 smart controller using Hargreaves and Samani equation 

(Hargreaves and Samani, 1985) compared to CIMIS ETo (Haghverdi et al., 2021b, 2021a). 

However, the performance of ETo estimation methods varies with climate and data 

availability (Djaman et al., 2015), and the data requirements vary among models. 

Therefore, it is vital to evaluate various temperature-based ETo measurement methods and 

develop regional/site-specific calibration equations, which can help users determine the 

best approach depending on the availability of data and the climate conditions (Kukal et 

al., 2020; Long et al., 2013). 

Machine learning methods have also been proposed to estimate ETo based on 

temperature and solar radiation data (Fan et al., 2018; Kisi and Alizamir, 2018). Algorithms 

such as artificial neural networks (ANNs) and combination of wavelet analysis/transform 

(WA) with ANNs, referred to as WA-ANNs, have been explored in various hydrological 

studies (Adamala, 2018; Adamowski & Sun, 2010; Chen et al., 2020; Evrendilek, 2014; 

Falamarzi et al., 2014; Kisi & Alizamir, 2018; Partal, 2009; Traore et al., 2016; Traore et 

al., 2010). The WA-ANN was introduced by Zhang & Benveniste (1992) as an alternative 
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approach to feed-forward ANNs to denoise input data. The wavelets can also be used as a 

substitute to activation functions in feed-forward ANNs, referred to as WNNs 

(Alexandridis and Zapranis, 2013). CIMIS data has been used in multiple studies for ETo 

estimations using ANN and WA-based models (Cobaner, 2013; Kişi, 2010; Partal, 2009). 

However, the reliability of the ANN models to estimate ETo at new locations was seldom 

evaluated, and models were typically developed and tested using ETo data obtained from a 

limited number of sites. 

This study used long-term daily CIMIS ETo data across the state of California to (I) 

evaluate the performance of eight temperature-based empirical ETo models, (II) develop 

calibration equations for the empirical temperature-based models for all climate divisions 

in CA, (III) develop and evaluate the accuracy of ANN and WA-ANN ETo models using 

different sets of input data and (IV) determine the generalization ability of the machine 

learning-based ETo models developed in this study.  

4.2. Material and methods 

4.2.1. Study Region and Data Sources 

This study was carried out in California using the data obtained from automated 

CIMIS weather stations managed by the California Department of Water Resources 

(https://cimis.water.ca.gov/). In general, ETo rates peak during the summer months and are 

low during the winter under California’s Mediterranean climate, while precipitation is 

restricted mainly to winter and spring. A total of 101 active CIMIS stations with available 

data ranging from 1985 to 2019 were selected. Around 50% of the stations had 25 to 35 

years of data, and the remaining stations had at least ten years of data to ensure a wide 

https://cimis.water.ca.gov/
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range of weather conditions and drought events were considered. Figure 4.1 shows the 

locations of the selected CIMIS stations within the California aridity index map. The 

distribution of the weather parameters across the selected weather stations is shown in 

Figure 4.2. Data quality was checked before modeling, and recordings with missing data 

or physically meaningless values were removed. The mean ratio of actual to possible 

sunshine hours was limited to fall between 0 and 1, and wind speed between 0 and 20 m s-

1. 

 
Figure 4.1. Distribution of the CIMIS stations evaluated in this study across the state of 

California. The aridity index values were obtained from the CGIAR-CSI Global-Aridity 

Database, and the classes were mapped based on the recommendations by United Nations 

Environmental Programme (UNEP). 
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Figure 4.2. Histograms of the meteorological variables (top) and availability of the data 

(bottom) across CIMIS stations used in this study. 

The aridity index, which can quantify precipitation availability over atmospheric water 

demand, was created following the classification recommended by United Nations 

Environmental Programme (UNEP) and using the CGIAR-CSI Global-Aridity Database 

(Trabucco and Zomer, 2018). The majority of the selected CIMIS stations belonged to arid 

(n = 48) and semi-arid (n = 39) classes, while 4, 9, and 1 CIMIS stations belonged to hyper-

arid, dry sub-humid, and humid classes, respectively. The spatial dataset of the seven 

climate divisions of California was obtained from the National Climatic Data Center- 

National Oceanic and Atmospheric Administration (NCDC-NOAA). The climate division 
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data were used to perform a region-specific performance assessment of the models 

evaluated in this study. 

4.2.2. Temperature-Based Empirical ETo models 

Following is a summary of the eight regression temperature-based empirical models 

used in this study. We used Python programming language version 3.8 

(http://www.python.org) to calculate ETo for all selected CIMIS stations. Furthermore, 

linear calibration equations were developed for the eight regression-based models using 

the daily ETo data for each of the seven climate divisions. 

The Blaney and Criddle equation, BC (Blaney and Criddle, 1950), is one of the earliest 

models of estimating ETo involving the use of air temperature and is given as:  

𝐸𝑇𝑜 =  𝑝(0.46𝑇𝑎 + 8.13)  (1) 

where ETo is the reference evapotranspiration [mm d-1], Ta is mean air temperature 

[°C], p is the percentage of total daytime hours out of total daytime hours of the year (365 

× 12). The parameter p for a given latitude and month can be obtained from the tables 

provided in Doorenbos & Pruitt (1977). 

The FAO 24 – Blaney and Criddle method, BCfao (Doorenbos & Pruitt, 1977), is a 

modified version of the BC equation that includes correction factors to adjust for local 

weather or climatic conditions.  

𝐸𝑇𝑜 = 𝐴 + 𝐵[𝑝(0.46𝑇𝑎 + 8.13)]  (2) 

𝐴 = 0.0043𝑅𝐻𝑚𝑖𝑛 −
𝑛

𝑁
− 1.41 (3) 
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𝐵

= 0.82 − 0.0041(𝑅𝐻𝑚𝑖𝑛) + 1.07 (
𝑛

𝑁
) + 0.066(𝑈𝑑)

− 0.006(𝑅𝐻𝑚𝑖𝑛)(
𝑛

𝑁
) − 0.0006(𝑅𝐻𝑚𝑖𝑛)(𝑈𝑑) 

(4) 

where RHmin is daily minimum relative humidity, Ud is the daytime wind speed, and 

n/N is the mean ratio of actual to possible sunshine hours that can be obtained from solar 

radiation estimates as:  

𝑛

𝑁
= 2(

𝑅𝑆
𝑅𝑎
) − 0.5  

(5) 

where Ra is the extraterrestrial radiation expressed in equivalent evaporation units [mm 

d-1] and Rs is the global solar radiation at the surface [mm d-1]. Extraterrestrial solar 

radiation (Ra) was calculated following the equations given by Allen et al. (1998), using 

python library ‘pyETo’ (https://pyeto.readthedocs.io/en/latest/index.html). Daytime wind 

speed (Ud) was obtained by multiplying the 24-hr measurements of wind speed by 1.33 

(Doorenbos and Pruitt, 1977).  

The Hamon model, H (Hamon, 1961), is derived from the daily average air 

temperature and is given by: 

𝐸𝑇𝑜 = (0.1397𝑁
2 𝑃𝑡)25.4 (6) 

where N is the maximum daylight hours possible for a given day [h], and Pt is a 

saturated water vapor density term calculated using the mean air temperature: 

https://pyeto.readthedocs.io/en/latest/index.html
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𝑃𝑡 =
4.95ⅇ(0.062𝑇𝑎)

100
 

(7) 

The original Hargreaves equation, Hs (Hargreaves, 1975), is based on the measured 

solar radiation: 

𝐸𝑇𝑜 =  0.0135𝑅𝑠(𝑇𝑎˚𝐶 + 17.8)   (8) 

where Rs and Ta are the same as previously defined. 

The Hargreaves and Samani method, HSa (Hargreaves & Samani (1985), uses air 

temperature and estimated extraterrestrial solar radiation for a given latitude and day to 

estimate ETo. 

𝐸𝑇𝑜 =  0.0023𝑅𝑎(𝑇𝑎˚𝐶 + 17.8)√𝑇𝑚𝑎𝑥 − 𝑇𝑚𝑖𝑛   
(9) 

where 𝑇𝑚𝑎𝑥 − 𝑇𝑚𝑖𝑛 is the difference between the daily maximum and minimum air 

temperatures [°C]. 

The Jensen-Haise method, JH (Jensen & Haise, 1963), method is based on the global 

solar radiation information: 

𝐸𝑇𝑜 = 𝑅𝑠(0.025𝑇𝑎 + 0.08) (10) 

where Rs and Ta are the same as previously defined. 

The Kharrufa method, K (Kharrufa, 1985), was developed based on the correlation of 

ETo/p and Ta and is given as:  

𝐸𝑇𝑜 = 0.34𝑝𝑇𝑎
1.3 (11) 
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where p and Ta are the same as previously defined. 

The Linacre method, L (Linacre, 1977), was developed for well-watered vegetation 

with an albedo of 0.25:  

𝐸𝑇𝑜 =
500𝑇𝑚 (100 − 𝐴)⁄ + 15(𝑇𝑎 − 𝑇𝑑)

(80 − 𝑇𝑎)
 

(12) 

where Tm is the sea-level equivalent of the measured mean air temperature (Ta) 

calculated as Ta + 0 006h, h is the elevation [m], A is the latitude [degrees], and Td is the 

mean dew point. The Ta, Tm, and Td are in °C. 

4.2.3. Artificial Neural Network Models 

Two feed-forward backpropagation ANN models were developed with different 

combinations of input variables (Figure 4.3). One model used a wide range of inputs, 

including Tmin, Tmax, Ta, RH, U, and Ra, while the other model only had Tmin, Tmax, Ta, and 

Ra as inputs. A total of 725,849 data points from 101 CIMIS stations were divided into five 

folds such that four folds were used for training and the remaining group (~20% of the 

data) for testing the models. Cross-validation was done using 10% of the training set to 

terminate the training and avoid overfitting. The model development process was repeated 

five times to ensure that data from all the CIMIS stations had been in the test set. This 

approach assessed the generalization ability of the models since data from the same CIMIS 

station was never utilized in the training and test set simultaneously. The “adam” optimizer 

function was used to train the feed-forward ANN models and the best weights and biases 

were automatically loaded for testing. Activation functions were the “ReLu” and “linear” 

for the hidden and the output layers, respectively. The maximum epoch (i.e., one cycle of 
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a complete presentation of the training data set through the learning process) was set to 

1000. The Python library “tensorflow” (TensorFlow Developers, 2021) was utilized to 

develop the ANN models.  

  

Figure 4.3. The architecture of the feed-forward backpropagation neural network models 

that were developed in this study. Tmin, Tmax, and Ta are the daily minimum, maximum, and 

mean air temperature [°C], respectively; RH: Relative Humidity [%]; U: daily mean 

windspeed [m/s]; Ra: extraterrestrial solar radiation [mm/d]. 

The same aforementioned steps were followed to develop WA-ANN models using the 

reconstructed signals obtained from wavelet transform. Discrete wavelet transform (DWT) 

was applied to decompose the climatic time series of input predictors by passing through a 

series of high-pass and low-pass filters, separated at different scales. The Daubechies 

(db10) family of wavelets with decompositions level of 10 (2–4–8–16–32–64–128–256–

512–1024) was used. The original time series were decomposed into series of 

approximation(A) and detail(D) sub-series. The correlation coefficient between ETo data 

series and the decomposed sub-series was computed. The sub-series with correlation 

coefficient values greater than ±0.1 were recognized as effective (Partal, 2009). The 
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effective wavelet subseries were used to reconstruct the time series used as inputs to the 

ANN model. The Python library “Pywavelets” (Lee et al., 2019) was used for this analysis. 

4.2.4. Performance Assessment 

The performance of the models was evaluated against CIMIS ETo data, a modified 

version of the Penman equation (Pruitt and Doorenbos, 1977) that uses a wind function 

developed at the University of California, Davis and unique cloud factor values for each 

station location. Four statistical indices, including the root mean squared error (RMSE), 

mean absolute error (MAE), mean bias error (MBE), and coefficient of determination (R2), 

were used to quantify and compare the performance of the temperature-based models.  

𝑅𝑀𝑆𝐸 = √
1

𝑛
∑(𝐸𝑖 −𝑀𝑖)2
𝑛
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where E and M are the estimated and measured ETo, respectively;  𝐸̅ and 𝑀̅ are the 

mean estimated and measured ETo, respectively; and n is the total number of data points 

for each model.  
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Monthly and annual error metrics were also computed to understand the performance 

of the models on a temporal scale. The long-term ETo data were interpolated using the 

inverse distance weighting approach in ArcGIS Pro 2.8.2 (ESRI Inc.) to assess the spatial 

performance of the models evaluated in this study.  

4.3. Results & discussion 

4.3.1 Overall performance of the ETo models 

Table 4.1 summarizes the overall performance statistics of all the empirical regression 

and ANN-based ETo models evaluated in this study. Figure 4.4 depicts the scatter plots of 

the ETo estimated by the models against CIMIS ETo. The empirical temperature-based 

models can be ranked as Hs > HSa >BCfao > JH > BC >K > H > L based on their 

performance. The Hs (RMSE = 0.61 mm d-1; MAE = 0.41 mm d-1) and HSa (RMSE = 0.78 

mm d-1; MAE = 0.56 mm d-1) models showed the highest accuracy among the empirical 

temperature-based models. However, the Hs model (MBE = -0.28 mm d-1) tended to 

underestimate ETo, whereas the HSa model resulted in the lowest magnitude of positive or 

negative bias among all empirical regression models. Kukal et al. (2020) reported 

underestimation of ETo by the HSa model in arid, semi-arid, and dry subhumid sites of the 

U.S. High Plains region, whereas overestimation of ETo by the HSa model was reported in 

the Sahelian climate by Djaman et al. (2015). The L model (RMSE = 1.55 mm d-1; MAE 

= 1.17 mm d-1) resulted in the poorest performance followed by the H model (RMSE = 

1.29 mm d-1; MAE = 1.02 mm d-1), the K model (RMSE = 1.18 mm d-1; MAE = 0.91 mm 

d-1), and the BC model (RMSE = 1.13 mm d-1; MAE = 0.91 mm d-1). Performance of the 

BCfao (RMSE = 0.91 mm d-1; MAE = 0.67 mm d-1) and the JH models (RMSE = 0.90 mm 
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d-1; MAE = 0.70 mm d-1) was comparable however resulting in slight overestimation and 

considerable underestimation of ETo, respectively. The R2 values ranged from 0.60 for the 

L model to 0.93 for the Hs model. Most models showed a tendency to underestimate the 

CIMIS ETo except for the BC, BCfao, and L models, which showed various degrees of 

overestimation, as illustrated in Figure 4.4. 

The ANN models can be ranked as ANN_all > ANN_T > WA-ANN_all > WA-

ANN_T based on their performance. They showed high accuracy and reliability 

(generalization ability), given that data from the same CIMIS station was never present in 

the training and test set simultaneously. The ANN_all model (inputs: Tmin, Tmax, Ta, Ra, 

RH, U) showed the best performance (RMSE = 0.51 mm d-1; MAE = 0.35 mm d-1) followed 

by ANN-T (RMSE = 0.69 mm d-1; MAE = 0.49 mm d-1). The WA-ANN models using 

reconstructed signals obtained from the wavelet transform resulted in 69% higher error 

than ANN models using raw data as inputs (Table 4.1). The MBE values were negligible 

in all ANN models indicating no substantial over or underestimation of the ETo, as shown 

in Figure 4.4. The R2 values ranged from 0.77 for the WA-ANN_T to 0.94 for the ANN_all 

model. Models using reconstructed signal obtained from wavelet transform performed 

reasonably well with WA-ANN_all (RMSE = 0.96 mm d-1; MAE = 0.70 mm d-1) 

performing slightly better than WA-ANN_T (RMSE = 0.99 mm d-1; MAE = 0.73 mm d-1). 

Using the raw input data was a better approach than using the reconstructed signal in our 

study. This result agrees with the findings of Falamarzi et al. (2014) but differs from the 

study by Kisi & Alizamir (2018), where ANN models with wavelet transform inputs had 

no considerable difference from the models developed using raw inputs.  
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Figure 4.4. Scatterplots of the CIMIS ETo versus estimated daily ETo by the 12 

temperature-based empirical and ANN models evaluated in this study. The dashed orange 

line is the 1:1 line. 
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Table 4.1. Overall performance of the temperature-based ETo models compared to CIMIS 

ETo. 

Models Inputs RMSE MAE MBE R2 Linear eq 

BC Ta 1.13 0.91 0.43 0.81 y = 1.42x-2.25 

BCfao Ta, RH, Ud 0.91 0.67 0.27 0.91 y = 0.76x+0.74 

H Ta 1.29 1.02 -0.68 0.74 y = 0.85x+1.15 

Hs Ta, Rs 0.61 0.41 -0.28 0.93 y = 1.06x+0.07 

HSa Tmin, Tmax, Ta, Ra 0.78 0.56 -0.07 0.86 y = 0.97x+0.19 

JH Ta, Rs 0.90 0.70 -0.49 0.89 y = 0.86x+0.98 

K Ta 1.18 0.91 -0.21 0.73 y = 0.78x+1.0 

L Ta,Td 1.55 1.17 0.27 0.60 y = 0.66x+1.14 

ANN_all Tmin, Tmax, Ta, Ra, 

RH, U 

0.51 0.35 0.003 0.94 - 

ANN_T Tmin, Tmax, Ta, Ra 0.69 0.49 0.000 0.88 - 

WA-ANN_all Tmin, Tmax, Ta, Ra, 

RH, U 

0.96 0.70 -0.009 0.78 - 

WA-ANN_T Tmin, Tmax, Ta, Ra 0.99 0.73 0.001 0.77 - 

BC: Blaney and Criddle, BCfao: Blaney & Criddle FAO, H: Hamon, Hs: Hargreaves, HSa: 

Hargreaves & Samani, JH: Jensen & Haise, K: Kharrufa, L: Linacre. ANN_all: ANN model with 

Tmin, Tmax, Ta, Ra, RH, and U as inputs, WA-ANN_all: Wavelet transform ANN model with Tmin, 

Tmax, Ta, Ra, RH, and U as inputs, ANN_T: ANN model with Tmin, Tmax, Ta, and Ra as inputs, WA-

ANN_T: wavelet transform ANN model with Tmin, Tmax, Ta, and Ra as inputs.Tmin, Tmax, and Ta are 

in [°C], Relative Humidity, RH [%], daily average windspeed, U [m/s], Extraterrestrial solar 

radiation, Ra [mm/d]. 

The empirical and ANN-based models can be ranked as ANN_all >Hs >ANN_T >HSa 

>BCfao > JH >WA-ANN_all > WA-ANN_T > BC >K > H > L in terms of their overall 

performance based on the indices evaluated in this study. The ANN_all was the best 

performing model overall, followed by the Hs model. The ANN-T was the third-best 

overall model, outperforming the HSa model with similar input variables. Better 

performance in estimating ETo by ANN and WA-ANN models compared to HSa was 

reported in the literature (Adamala, 2018; Traore et al., 2010). Linear calibration of the 
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empirical models using coefficients given in Table 4.1 resulted in improved performance, 

as calibrated models resulted in 1%(HSa) to 33% (BCfao) lower RMSE. 

4.3.2 Importance of the Input Parameters 

Overall, empirical models using solar radiation resulted in superior performance, as 

three out of the four best performing models (i.e., Hs, HSa, BCfao, and JH) required air 

temperature and solar radiation measurements as inputs. Only HSa can be regarded as a 

truly temperature-based model since extraterrestrial solar radiation can be estimated based 

on the location and time of the year. Global solar radiation was a more critical parameter 

than relative humidity and wind speed in estimating daily ETo, based on a machine learning 

study conducted in China (Fan et al., 2018). This can explain the Hs model’s slightly better 

performance over the HSa as using extraterrestrial solar radiation may ignore the 

considerable variability in ETo due to cloud cover. However, daily ETo anomalies in 

California strongly correlate with net radiation anomalies, relative humidity (RH), and 

cloud cover, and less with average daily air temperature (Hidalgo et al., 2005). The 

temperature difference used in the HSa model is an indirect measure of cloud cover and 

RH at a location (Hargreaves and Samani, 1985). Clear sky conditions result in high 

maximum day temperatures and low minimum night temperatures, whereas cloudy days 

result in relatively lower maximum day temperatures and higher minimum night 

temperatures.  

In our study, the ANN_all model using relative humidity, wind speed, air temperature, 

and extraterrestrial solar radiation resulted in better performance (29% reduction in MAE) 

than ANN_T, based on temperature and extraterrestrial solar radiation. However, ANN_all 
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requires more data typically unavailable for ETo estimation by smart controllers in 

residential areas. Partal (2009) reported no improvement in performance by the ANN and 

WA-ANN models over the HSa model. In contrast, the ANN_T model in our study resulted 

in a 12.5% reduction in MAE compared to the HSa empirical model derived from the same 

inputs. Therefore, implementing calibrated HSa or ANN_T models are suggested for 

obtaining accurate estimations of ETo for landscape irrigation management by smart 

weather-based irrigation controllers in data-scarce conditions in urban settings. 

4.3.3 Temporal Analysis of the ETo models 

Figure 4.5 shows the daily mean and standard deviation of estimated ETo values 

throughout the year by the models evaluated in this study versus the CIMIS ETo. The 

monthly performance statistics for each model to estimate monthly average ETo are shown 

in Tables 4.2 to 4.4. The empirical temperature-based models can be ranked as HSa > Hs 

>BCfao >K > JH > BC > L > H, based on the monthly performance. The HSa (MAE: 0.10 

to 0.31 mm d-1) and Hs (MAE: 0.13 to 0.51 mm d-1) models consistently performed better 

than other models throughout the year; however, they had a high error in the spring months 

relative to other months. The BC (MAE: 0.11 to 1.20 mm d-1) model had a low error in the 

spring and summer months but performed worse in the winter months. On the other hand, 

the BCfao (MAE: 0.08 to 0.76 mm d-1) model had comparable performance to the Hs and 

HSa models in the winter and spring months but performed poorly in the summer months, 

also evident in Figure 4.5. All empirical models, except the BCfao model, had relatively 

better performance in July and August, also suggested by the low magnitude of MBE in 

these months (Table 4.4).  
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Figure 4.5. Comparison between long-term year-round ETo obtained from CIMIS against 

the 12 temperature-based empirical and ANN ETo models evaluated in this study. The solid 

lines show mean ETo and the shaded bands depict the standard deviation of ETo across all 

CIMIS stations. DOY: day of the year. 
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Table 4.2. Monthly root mean square error (RMSE) values for the temperature-based ETo equations evaluated in this study 

against CIMIS ETo. 

Model Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec 

BC 1.21 0.98 0.55 0.25 0.39 0.44 0.29 0.21 0.39 0.81 1.16 1.21 

BCfao 0.15 0.15 0.24 0.23 0.22 0.61 0.79 0.70 0.69 0.53 0.25 0.11 

H 0.41 0.70 1.12 1.50 1.31 0.78 0.38 0.54 0.72 0.77 0.50 0.38 

Hs 0.18 0.24 0.35 0.53 0.52 0.42 0.33 0.34 0.31 0.32 0.22 0.20 

HSa 0.13 0.13 0.20 0.34 0.33 0.24 0.16 0.12 0.13 0.13 0.15 0.12 

JH 0.60 0.76 0.93 1.06 0.82 0.36 0.17 0.16 0.28 0.52 0.57 0.60 

K 0.34 0.51 0.83 1.16 0.97 0.47 0.40 0.35 0.40 0.33 0.28 0.31 

L 0.83 0.45 0.25 0.68 0.84 0.68 0.41 0.39 0.91 1.19 1.11 0.94 

ANN_all 0.08 0.08 0.09 0.14 0.16 0.13 0.13 0.16 0.09 0.10 0.07 0.08 

ANN_T 0.11 0.11 0.15 0.16 0.16 0.16 0.13 0.13 0.12 0.15 0.14 0.14 

WA-ANN_all 0.16 0.21 0.21 0.26 0.20 0.34 0.23 0.24 0.20 0.31 0.20 0.21 

WA-ANN_T 0.16 0.22 0.22 0.26 0.23 0.33 0.21 0.25 0.23 0.31 0.21 0.21 
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Table 4.3. Monthly mean absolute error (MAE) values for the temperature-based ETo equations evaluated in this study against 

CIMIS ETo. 

Model Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec 

BC 1.19 0.95 0.51 0.19 0.33 0.40 0.22 0.11 0.36 0.78 1.15 1.20 

BCfao 0.11 0.14 0.20 0.20 0.17 0.57 0.76 0.69 0.67 0.51 0.22 0.08 

H 0.36 0.65 1.10 1.49 1.28 0.75 0.30 0.49 0.69 0.74 0.46 0.33 

Hs 0.13 0.20 0.32 0.51 0.50 0.40 0.30 0.30 0.27 0.28 0.17 0.15 

HSa 0.11 0.10 0.16 0.31 0.28 0.21 0.13 0.10 0.11 0.11 0.11 0.10 

JH 0.58 0.74 0.91 1.05 0.80 0.33 0.12 0.12 0.21 0.48 0.54 0.57 

K 0.28 0.43 0.77 1.14 0.92 0.43 0.33 0.31 0.35 0.26 0.22 0.25 

L 0.79 0.41 0.21 0.63 0.81 0.61 0.32 0.32 0.87 1.16 1.08 0.91 

ANN_all 0.06 0.06 0.07 0.10 0.14 0.10 0.10 0.12 0.08 0.08 0.06 0.05 

ANN_T 0.08 0.09 0.11 0.12 0.12 0.13 0.10 0.09 0.09 0.11 0.10 0.10 

WA-ANN_all 0.13 0.17 0.16 0.19 0.16 0.29 0.18 0.19 0.16 0.24 0.15 0.15 

WA-ANN_T 0.14 0.18 0.16 0.20 0.18 0.27 0.17 0.20 0.18 0.23 0.15 0.15 
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Table 4.4. Monthly mean bias error (MBE) values for the temperature-based ETo equations evaluated in this study against CIMIS 

ETo. 

Model Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec 

BC 1.19 0.95 0.49 -0.08 -0.28 -0.38 -0.20 -0.07 0.36 0.78 1.15 1.20 

BCfao -0.06 -0.10 -0.19 -0.17 0.11 0.57 0.76 0.69 0.67 0.51 0.20 -0.04 

H -0.36 -0.65 -1.10 -1.49 -1.28 -0.75 -0.19 -0.48 -0.69 -0.74 -0.46 -0.33 

Hs -0.13 -0.20 -0.32 -0.51 -0.50 -0.40 -0.30 -0.30 -0.27 -0.28 -0.17 -0.15 

HSa 0.05 -0.02 -0.14 -0.30 -0.28 -0.18 -0.01 -0.02 0.04 -0.02 0.03 0.02 

JH -0.58 -0.74 -0.91 -1.05 -0.80 -0.33 0.04 -0.02 -0.21 -0.48 -0.54 -0.57 

K -0.18 -0.41 -0.77 -1.14 -0.92 -0.40 0.25 0.27 0.31 0.16 0.02 -0.17 

L 0.79 0.41 -0.16 -0.63 -0.81 -0.60 -0.09 0.29 0.87 1.16 1.08 0.91 

ANN_all 0.03 0.01 0.02 0.08 0.12 0.00 -0.05 -0.11 -0.03 -0.06 -0.02 0.02 

ANN_T -0.01 -0.02 0.01 -0.02 0.00 -0.05 0.02 -0.01 0.04 -0.05 -0.02 -0.05 

WA-ANN_all 0.06 0.02 0.01 0.01 -0.04 -0.23 -0.06 0.04 0.03 -0.20 -0.04 0.06 

WA-ANN_T 0.05 0.03 0.02 -0.04 -0.08 -0.19 -0.01 0.07 0.06 -0.16 -0.03 0.04 
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The ANN-based models can be ranked as ANN_all > ANN_T > WA-ANN_all >WA-

ANN_T. The ANN models showed negligible bias throughout the year with MBE ranging 

from -0.23 to 0.13 mm d-1, whereas MBE ranged from -0.51 to 0.05 mm d-1 for the best 

performing empirical models, i.e., Hs and HSa (Table 4.2 to 4.4). The MAE values varied 

from 0.05 to 0.14 mm d-1 for the ANN models and 0.13 to 0.29 mm d-1 for the WA-ANN 

models. Better performance of ANN models is also apparent in Figure 4.5, where the mean 

and standard deviation of the estimated ETo matches very closely to that of CIMIS ETo 

throughout the year. Overall, the empirical and ANN-based models can be ranked as 

ANN_all >ANN_T >HSa > WA-ANN_all > WA-ANN_T >Hs > BCfao > K >JH > BC > L 

> H in terms of their monthly performance. 

The relationship between MAE and MBE and the annual average of the meteorological 

parameters, including wind speed, relative humidity, vapor pressure deficit, and global 

solar radiation, are shown in Figures 4.6 and 4.7. All models tended to have higher MAE 

with increasing wind speed, vapor pressure deficit, and global solar radiation, except BC, 

BCfao, and L models. Similarly, models tend to have lower MAE with increasing relative 

humidity except for BC, BCfao, and L models. In the same way, models tend to 

underestimate ETo with increasing wind speed, vapor pressure deficit, and global solar 

radiation, as indicated by the decreasing MBE. With increasing relative humidity, all 

models overestimate ETo except L and BCfao models, where MBE decreased or changed 

negligibly. The HSa model tended to underestimate ETo under high wind conditions (> 3 

m s-1) and to overestimate ETo under conditions of high relative humidity (Allen et al., 

1998), which is also supported by our results. Reasons may include the continual mixing 
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of warm, dry air from overhead into the equilibrium boundary layer at night, reducing the 

difference between the maximum and minimum air temperature values (Temesgen et al., 

1999). 

 

Figure 4.6. Variation in annual mean absolute error, MAE [mm d-1] values against 

meteorological variables - wind speed, relative humidity (RH), vapor pressure deficit 

(VPD), and global solar radiation (Rs). 
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Figure 4.7. Variation in annual mean bias error, MBE [mm d-1] values against 

meteorological variables - wind speed, relative humidity (RH), vapor pressure deficit 

(VPD), and global solar radiation (Rs). 

4.3.4 Spatial Analysis of the ETo models 

Table 4.5 summarizes the performance of the models evaluated in this study for each 

climate division. Also shown in Table 4.5 are the coefficients (i.e., A and B) of BCfao 

averaged for each climate division. The average values of these coefficients across all 

CIMIS stations were A = -1.96 and B = 1.37. The empirical models can be ranked as Hs 

>HSa > BCfao > JH > BC > K > H > L, based on their performance in the climate divisions 

of California. Based on the effects of weather variables on annual ETo (Figure 4.6 and 4.7), 

it can be expected that the performance of temperature-based ETo equations will vary based 
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on the climate, i.e., more arid regions will tend to have higher error. The southeast desert 

basin had the highest error among all climate divisions as it is the aridest region of the state 

(Table 4.5). The Hs was the best performing model with the lowest MAE (0.31 to 0.81 mm 

d-1) in all climate divisions, except northeast interior basins where HSa (MAE: 0.47 to 0.73 

mm d-1) performed best. As pointed out in previous sections, the Hs model also resulted in 

a high magnitude of negative bias (indicating underestimation) in all climate divisions 

compared to the HSa model. Gabriela Arellano and Irmak (2016) reported an 

underestimation of ETo and RMSE of 1.0 mm d-1 for the HSa model at CIMIS station 6 in 

the Sacramento drainage region. This closely agrees with the results of our study with 

RMSE of 0.87 mm d-1 and underestimation (MBE = -20 mm d-1) of ETo, as is also evident 

in Figure 4.8. The BCfao model (MAE: 0.47 to 1.15 mm d-1) was a better performer than 

the BC model, particularly in the coastal regions, i.e., north coast drainage, central coast 

drainage, and south coast drainage, where its performance was similar to the HSa model. 

This can also be noted in Figure 4.8, where the mean ETo estimated by the BCfao model is 

similar to the CIMIS ETo in the coastal regions. The BC (MAE: 0.83 to 0.93 mm d-1) model 

performed better than BCfao only in the southeast desert basin, although the error was 

relatively high for all the empirical models in this region (Table 4.5). The JH (MAE: 0.55 

to 1.36 mm d-1) model also had satisfactory performance in San Joaquin and south coast 

drainage climate divisions. The mean long-term CIMIS ETo ranged from 2.58 mm d-1 (at 

CIMIS #193 in central coast drainage) to 5.29 mm d-1 (CIMIS # 200 in the southeast desert 

basin) (Figure 4.8). The mean ETo ranged from 1.93 to 8.03 mm d-1 for the temperature-
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based models, with the lowest (at CIMIS # 19 in central coast drainage) and highest (CIMIS 

# 200 in the southeast desert basin) observed for the L model (Figure 4.8). 

Table 4.5. Climate-division-specific calibration equations and performance statistics for 

the temperature-based ETo equations evaluated in this study against CIMIS ETo. 

Climate Division  ET Model linear model R2 RMSE MAE MBE 

401  

(North Coast Drainage) 

n = 10 

A = -1.91 

B = 1.29 

BC y = 1.48x -2.42 0.82 1.06 0.86 0.50 

BCfao y = 0.86x+0.60 0.92 0.61 0.47 -0.13 

H y = 1.21x+0.35 0.81 1.23 1.03 -0.89 

Hs y = 1.08x+0.01 0.96 0.47 0.34 -0.28 

HSa y = 0.95x+0.05 0.88 0.64 0.47 0.11 

JH y = 0.99x+0.78 0.91 0.93 0.77 -0.75 

K y = 0.98x+0.68 0.74 1.12 0.90 -0.63 

L y = 0.88x+0.81 0.53 1.34 1.03 -0.45 

ANN_all  0.94 0.45 0.31 0.00 

ANN_T  0.90 0.58 0.40 0.15 

WA-ANN_all  0.77 0.91 0.67 0.22 

WA-ANN_T  0.77 0.94 0.68 0.30 

402 

(Sacramento Drng.) 

n = 11 

A = -1.97 

B = 1.42 

BC y = 1.44x -2.22 0.84 1.12 0.91 0.32 

BCfao y = 0.77x+0.59 0.94 0.90 0.67 0.38 

H y = 0.97x+0.88 0.79 1.29 1.02 -0.80 

Hs y = 1.07x+0.15 0.93 0.71 0.49 -0.39 

HSa y = 0.99x+0.22 0.85 0.87 0.62 -0.19 

JH y = 0.88x+1.02 0.88 1.02 0.79 -0.64 

K y = 0.85x+0.96 0.77 1.18 0.93 -0.42 

L y = 0.79x+0.55 0.68 1.39 1.06 0.37 

ANN_all  0.95 0.47 0.32 0.03 

ANN_T  0.88 0.75 0.53 -0.11 

WA-ANN_all  0.80 0.98 0.71 -0.01 

WA-ANN_T  0.78 1.02 0.73 0.02 

403 

(Northeast Inter. Basins) 

n = 1 

A = -1.99 

B = 1.49 

BC y = 1.40x -1.43 0.85 0.99 0.83 -0.12 

BCfao y = 0.76x+0.97 0.94 0.83 0.67 0.01 

H y = 1.06x+1.17 0.80 1.65 1.41 -1.34 

Hs y = 1.12x+0.43 0.95 0.97 0.81 -0.81 

HSa y = 0.94x+0.49 0.88 0.78 0.58 -0.28 

JH y = 0.92x+1.56 0.89 1.53 1.36 -1.35 

K y = 0.86x+1.70 0.78 1.68 1.43 -1.32 

L y = 0.75x+0.36 0.76 1.49 1.14 0.87 

ANN_all  0.93 0.57 0.39 0.15 

ANN_T  0.90 0.70 0.51 -0.19 

WA-ANN_all  0.77 1.01 0.75 -0.08 
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WA-ANN_T  0.75 1.09 0.78 0.02 

404 

(Central Coast Drng.) 

n = 20 

A = -1.86 

B = 1.23 

BC y = 1.50x -2.64 0.75 1.13 0.92 0.63 

BCfao y = 0.88x+0.62 0.87 0.66 0.51 -0.24 

H y = 1.21x+0.28 0.75 1.19 0.99 -0.82 

Hs y = 1.08x -0.02 0.95 0.44 0.31 -0.21 

HSa y = 1.01x+0.16 0.84 0.68 0.52 -0.18 

JH y = 1.02x+0.61 0.91 0.82 0.69 -0.67 

K y = 1.01x+0.42 0.67 1.04 0.84 -0.46 

L y = 0.81x+1.03 0.41 1.37 1.11 -0.49 

ANN_all  0.90 0.53 0.40 -0.13 

ANN_T  0.87 0.59 0.45 -0.10 

WA-ANN_all  0.70 0.92 0.69 0.22 

WA-ANN_T  0.69 0.94 0.70 0.23 

405 

(San Joaquin Drng.) 

n = 23 

A = -1.98 

B = 1.42 

BC y = 1.50x - 2.57 0.88 1.13 0.93 0.35 

BCfao y = 0.77x+0.54 0.96 0.95 0.70 0.50 

H y = 0.93x+0.88 0.82 1.16 0.91 -0.62 

Hs y = 1.08x - 0.01 0.95 0.60 0.40 -0.30 

HSa y = 1.01x - 0.05 0.90 0.73 0.52 0.02 

JH y = 0.88x+0.84 0.92 0.79 0.62 -0.38 

K y = 0.85x+0.70 0.82 1.04 0.80 -0.09 

L y = 0.81x+0.50 0.78 1.23 0.93 0.37 

ANN_all  0.96 0.45 0.31 0.02 

ANN_T  0.92 0.65 0.46 0.05 

WA-ANN_all  0.86 0.85 0.61 -0.01 

WA-ANN_T  0.85 0.88 0.64 -0.06 

406 

(South Coast Drng.) 

n = 21 

A = -1.93 

B = 1.32 

BC y = 1.35x-2.17 0.70 1.17 0.93 0.64 

BCfao y = 0.82x+0.57 0.85 0.72 0.55 0.09 

H y = 0.95x+0.82 0.69 1.14 0.92 -0.66 

Hs y = 1.01x+0.08 0.91 0.52 0.36 -0.12 

HSa y = 0.94x+0.31 0.80 0.76 0.56 -0.08 

JH y = 0.87x+0.80 0.87 0.74 0.55 -0.37 

K y = 0.80x+0.76 0.63 1.05 0.82 -0.04 

L y = 0.51x+1.68 0.33 1.64 1.26 0.22 

ANN_all  0.88 0.56 0.40 -0.01 

ANN_T  0.83 0.70 0.50 0.05 

WA-ANN_all  0.64 1.00 0.76 -0.04 

WA-ANN_T  0.63 1.01 0.76 0.01 

407 

(Southeast Desert Basin) 

n = 15 

A = -2.10 

B = 1.60 

BC y = 1.24x-1.26 0.78 1.14 0.90 0.08 

BCfao y = 0.72x+0.64 0.92 1.47 1.15 0.99 

H y = 0.61x+2.09 0.69 1.81 1.43 -0.34 

Hs y = 1.00x+0.42 0.89 0.86 0.60 -0.43 

HSa y = 0.90x+0.55 0.81 1.03 0.73 -0.06 

JH y = 0.73x+1.46 0.85 1.21 0.97 -0.25 
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K y = 0.62x+1.67 0.70 1.72 1.35 0.23 

L y = 0.64x+0.68 0.71 2.31 1.83 1.62 

ANN_all  0.95 0.54 0.33 0.13 

ANN_T  0.85 0.89 0.61 -0.07 

WA-ANN_all  0.77 1.17 0.86 -0.44 

WA-ANN_T  0.75 1.22 0.91 -0.46 

n: the number of CIMIS stations in each climate division. A and B: coefficients of the BCfao model. 

The ANN models can be ranked as ANN_all >ANN_T > WA-ANN_all > WA-

ANN_T, based on their performance in the climate divisions. For the ANN models, MAE 

ranged from 0.31 mm d-1 (ANN_all in north coast drainage) to 0.91 mm d-1 (WA-ANN_T 

in the southeast desert basin). The MBE values ranged from -0.46 mm d-1 (WA-ANN_T in 

the southeast desert basin) to 0.30 mm d-1 (WA-ANN_T in north coast drainage). The R2 

values varied from 0.63 (WA-ANN_T in south coast drainage) to 0.96 (ANN_all in San 

Joaquin drainage). The mean ETo values ranged from 2.24 mm d-1 (at CIMIS #193 in 

central coast drainage) to 5.42 mm d-1 (CIMIS # 200 in the southeast desert basin) for 

models ANN_T and ANN_all, respectively (Figure 4.8). Overall, the empirical and ANN 

models can be ranked as ANN_all > ANN_T > Hs >HSa > BCfao WA-ANN_all > WA-

ANN_T > JH > BC > K > H > L, based on their performance in different climate divisions. 

ANN_T model, which used the same inputs as the HSa model, resulted in a reduction of 

MAE ranging from 11% to 17% in all climate divisions, thus offering a promising 

alternative for accurate estimations of ETo. 
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Figure 4.8. Comparison between the long-term ETo maps obtained from CIMIS against 

the estimated maps by the 12 temperature-based empirical and ANN models evaluated in 

this study. 

4.5. Conclusion 

This study evaluated the performance of 8 empirical temperature-based and 4 

Artificial neural network models (ANN) ETo models at 101 active California Irrigation 

Management Information System (CIMIS) weather stations in California using more than 

725,000 observations from 1985 to 2019. The ANN models outperformed the empirical 
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equations and showed high generalization ability. Our results suggest that using raw input 

data for neural network models is better than using the reconstructed signal obtained from 

wavelet transform. The Hargreaves and Hargreaves & Samani were the best performing 

empirical models across the seasons, years, and climate divisions. We recommend the 

application of the calibrated Hargreaves & Samani and the ANN model we developed in 

this study for accurate estimations of ETo in data-scarce conditions in urban settings across 

California climate divisions. Both these models only require on-site air temperature 

measurements, which are typically collected by smart weather-based landscape irrigation 

controllers. 
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Chapter 5. Autonomous Hybrid Bermudagrass Recycled Water Irrigation 

Management Using a Smart Soil Moisture Sensor-Based Controller  

Abstract 

A three-year (2019–2021) irrigation research trial was conducted to evaluate the 

response of bermudagrass to soil moisture sensor (SMS) based deficit irrigation treatments 

and assess the efficacy of Acclima smart controller for autonomous irrigation scheduling 

in southern California. The irrigation levels applied were based on upper and lower soil 

moisture thresholds and ranged between 29% and 109% of reference ET (ETo). The 

controller was also programmed to implement two irrigation frequencies, i.e., restricted 

(3d/week) and on-demand (7 d/week) irrigation. Normalized difference vegetation index 

(NDVI) and turf temperature data were collected weekly during the summer irrigation 

season to evaluate the response of bermudagrass to irrigation treatments. We also measured 

soil salinity, sodium adsorption ratio (SAR), and infiltration rate before and after the 

summer irrigation season. There was a significant effect of irrigation levels and irrigation 

frequency restrictions on NDVI for all three years, while turf temperature was significantly 

affected in 2020 and 2021. On-demand irrigation resulted in 3.4% lower turf temperatures 

over the study period compared to restricted irrigation while maintaining slightly better 

visual quality. Although soil salinity oscillated with the seasonal cycles because of leaching 

observed due to winter rainfall, both salinity and SAR increased as the study progressed. 

By the end of the research period, turf quality was below the acceptable NDVI of 0.5, 

suggesting that bermudagrass generally do not perform well when deficit-irrigated with 

recycled water on a long-term basis in a semi-arid climate. Further investigation is needed 
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to substantiate the use of SMS based autonomous deficit irrigation scheduling when 

recycled water is used. 

5.1. Introduction 

The availability of recycled water plays an essential role in fulfilling landscape 

irrigation demand in southern California, considering the treatment cost compared to other 

alternatives like seawater desalination and imported surface waters. A state-wide survey in 

California in 2015 indicated, approximately 31%, 18%, and 8% of the recycled water, was 

utilized for agriculture, landscape, and golf course irrigation, respectively (SWRCB, 2015). 

Opportunities for increasing the use of recycled water to irrigate urban landscapes exist as 

the proportion of total recycled urban water use in southern California varied from 26% in 

Santa Ana, 38% for Los Angeles, to 94% for the San Diego region in 2015.  

High concentrations of salt present in recycled water could negatively impact plant 

growth and soil health (Gonçalves et al., 2007; Qian and Mecham, 2005). This problem is 

critical in arid and semi-arid climates of Southern California, where low precipitation may 

not adequately leach soluble salts from the root zone in some years. In addition, a higher 

concentration of ions such Na+ vs. Ca2+and Mg2+ can increase the sodium adsorption ratio 

(SAR) in soil, which can cause permeability issues (Gao et al., 2021; Zalacáin et al., 2019).  

Advancements in smart irrigation technologies have led to affordable smart irrigation 

controllers. Homeowners prefer smart irrigation controllers to conventional automated 

systems because of the potential savings on annual water bills associated with these 

products (Khachatryan et al., 2019). Soil moisture sensor (SMS) based smart irrigation 

controllers have shown significant water saving potential (Blonquist et al., 2006; Cardenas-
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Lailhacar and Dukes, 2012; Cardenas et al., 2021; Qualls et al., 2001). For example, SMS-

based irrigation controllers reduced irrigation by 11-53 % under relatively dry conditions 

compared to a time-based schedule (McCready et al., 2009). Cardenas and Dukes (2016) 

showed the potential to save water using SMSs for recycled water irrigation with a salinity 

of around 0.75dS/m. However, knowledge on using smart irrigation controllers to 

implement deficit irrigation strategies using recycled water in turfgrass is lacking. Much 

of the scientific research on the application of SMS-based landscape irrigation scheduling 

has been done in humid regions, wherein the main focus has been to avoid over-irrigation 

when rainfall is abundant. Currently, information is lacking about applying smart irrigation 

technologies leading to deficit recycled water irrigation strategies in arid regions such as 

Southern California. Consequently, this study was conducted to: (1) determine the impact 

on hybrid bermudagrass quality under different deficit irrigation strategies with recycled 

water in Orange County, CA, (2) Determine the effect of recycled water irrigation on soil 

salinity (ECe), sodium adsorption ratio (SAR), and soil infiltration rate, and (3) Evaluate 

the performance of an SMS-based smart irrigation controller for efficient automatic 

recycled water irrigation management. 

5.2. Material and methods 

5.2.1 Study site 

A three-year (2019–2021) hybrid bermudagrass (Cynodon dactylon x C. 

transvaalensis Tilfgreen 328) irrigation research study was conducted at UC ANR South 

Coast Research and Extension Center (SCREC) in Irvine, California (33°41'20.9"N 

117°43'23.3"W). Hybrid bermudagrass made up around 34% of all maintained turfgrass 
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acreage in 2015, being the most heavily used turfgrass species in the nation (GCSAA, 

2017). Warm-season grasses such as hybrid bermudagrass are also considered the best 

choice for salinity and drought tolerance (Dean et al., 1996; Marcum, 2006). 

The soil at the research site is classified as a San Emigdio fine sandy loam with a soil 

volumetric water content of 18% at 33 kPa (websoilsurvey.sc.egov.usda.gov). The daily 

reference evapotranspiration (ETo) and precipitation data from CIMIS (California 

Irrigation Management Information System) weather station#75 situated about 65 meters 

from experimental site are shown in Figure 5.1. 

 
Figure 5.1. Daily reference evapotranspiration (ETo) and precipitation during the 

experimental period obtained from the CIMIS station #75. Shaded green region represents 

the period when NDVI and turf temperature measurements were taken during each 

irrigation season. 

5.2.2. Irrigation system and instrumentation 

A research site consisting of 48 research plots sized 3.7 m × 3.7 m with approximately 

60–90 cm border between the plots was built in July 2018 accommodate 12 treatments 
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replicated four times in a randomized block design. Each plot was irrigated by four quarter-

circle pop-up Hunter Pro-Spray PRO12Q sprinkler heads (Hunter Industries, Inc., San 

Marcos, CA) with an operating pressure range and flow rate of 138–275 kPa and 2.04–2.95 

lm-1, respectively. A flow meter was installed to precisely record irrigation runtimes and 

water application on each zone. 

An Acclima CS3500 smart irrigation controller (Acclima, Inc. Idaho, USA) was 

installed, and all solenoid valves were wired to the controller.  One block was instrumented 

with soil moisture sensors (Acclima TDT sensors) and were used for irrigation scheduling 

by connecting the sensors to the controller. Each treatment received a separate soil moisture 

sensor, and the controller was wired to irrigate all four replications of the treatment at the 

same time. These sensors were found to provide reliable moisture measurements under 

saline water irrigation (Cardenas-Lailhacar and Dukes, 2014).  

The controller was programmed to irrigate overnight (between 10 pm to 6 am) to 

minimize evaporative losses and wind drift. Total daily irrigation run time was divided into 

multiple irrigation applications of 5 minutes each to avoid runoff and allow a 1-hour 

percolation time between irrigation applications. The same irrigation programming was 

maintained throughout the trial to mimic the real-world irrigation application, i.e., the set 

and forget mentality of the users (Bremer et al., 2013). An electrical conductivity sensor 

ES-2 (Meter group Inc.) was installed at a common irrigation inlet to continuously monitor 

recycled water salinity, and data was recorded every 30 minutes using a ZL6 data logger 

(Meter group Inc.). 
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5.2.3 Irrigation trial and treatment design  

A total of 48 research plots sized 3.7 m × 3.7 m with approximately 60–90 cm border 

between the plots were planted with hybrid bermudagrass sod in August 2018 and were 

under non-limiting irrigation for several months until the trial started in June 2019 and was 

terminated in October 2021. Each plot was irrigated by four quarter-circle pop-up sprinkler 

heads controlled by a solenoid valve for independent irrigation control. A catch-can 

irrigation uniformity test was performed on the plots in February 2019 following the 

ANSI/ASABE S626 standard method (ANSI/ASABE, 2016). The catch can test performed 

at the start of the experiment resulted in DULH and CU values of 0.85 and 85%, 

respectively. We followed standard cultural practices to maintain the plots throughout the 

experimental periods.  

Table 5.1 shows the 12 irrigation treatments implemented in this study consisting of 6 

soil moisture thresholds ×2 irrigation frequencies. The soil moisture thresholds were 

centered around the field capacity of soil which was estimated for each soil treatment 

separately as the soil moisture recorded by sensors approximately 18 hours after receiving 

heavy rainfall in mid-February, 2019. The Acclima CS3500 smart irrigation controller 

required specific lower and upper thresholds for each treatment for irrigation scheduling. 

A lower limit is the soil moisture level where the smart controller will trigger irrigation if 

the moisture level in the root zone drops below that level, and an upper level is the soil 

moisture level where the irrigation is shut off if the moisture level exceeds this limit 

(Grabow et al., 2013). Idea is based on the management allowed depletion (MAD), which 

is the fraction of plant available water that is allowed to be depleted from the soil before 
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plant begin to stress. Plant available water is the water is the difference between field 

capacity and permanent wilting point. Permanent wilting point refers to the amount of 

water in soil that is unavailable to the plant. The recommended level is usually field 

capacity set as the upper limit and the 75% of field capacity soil moisture set as the lower 

limit, which also adheres to the guidance by the manufacturer. A total of 12 treatments 

were implemented with different lower and upper soil moisture limits and two irrigation 

frequencies, i.e., restricted irrigation (3-day/week) and on-demand irrigation (7-day/week), 

as shown in table 5.1.  

Table 5.1. Treatments imposed with the Soil moisture sensors in the instrumented plots. 

FC: Field Capacity; LL: Lower limit; UL: upper limit 

5.2.4 Handheld remote sensing data 

The handheld data were collected about once a week close to the solar noon on non-

cloudy days, 18 times in 2019 (from June 12 to November 15), 20 times in 2020 (from 

May 4 to September 21), and 21 times in 2021(from June 7 to October 27). Data was 

collected by hovering the handheld sensors over the plots by avoiding the edges and 

Treatment LL (soil moisture) UL (soil moisture) Irrigation Frequency 

T1 75%FC (24.1) FC (32.1) Restricted 

T2 65%FC (18.8) FC (28.9) “ 

T3 65%FC (20.6) FC-10% (28.6) “ 

T4 55%FC (16.1) FC (29.2) “ 

T5 55%FC (15.0) FC-20% (21.8) “ 

T6 75%FC (23.9) FC+10% (35.0) “ 

T7 75%FC (19.8) FC (26.4) On-demand 

T8 65%FC (20.0) FC (30.8) “ 

T9 65%FC (19.6) FC-10% (27.1) “ 

T10 55%FC (17.8) FC (32.3) “ 

T11 55%FC (16.6) FC-20% (24.2) “ 

T12 75%FC (22.4) FC+10% (32.9) “ 
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average for each plot was recorded. We focused on the summer months since water demand 

is high due to high evapotranspiration demand (Balling et al., 2008), and because 

bermudagrass go dormant over the winter. Fluke 64 max Infrared thermometer (Fluke 

Corporation, Everett, WA) was used to measure turf temperature and GreenSeeker 

handheld crop sensor (Trimble Inc., Sunnyvale, CA) for NDVI measurements. NDVI 

sensor emits brief bursts of red and infrared light and then measures the amount of each 

type of light that is reflected from the plant. NDVI is sensitive to sparse vegetation, which 

makes it ideal for use in turfgrass. The data were used to assess the effect of different 

irrigation scenarios on turfgrass health. NDVI equal to 0.5 was considered the minimum 

threshold to maintain an acceptable quality of bermudagrass for residential areas based on 

our recent hybrid bermudagrass fields research trials in southern and central California 

(Haghverdi et al., 2021a, 2021b).  

NDVI collected by the spectral sensors is given as: 

 
𝑁𝐷𝑉𝐼 =  

𝑁𝐼𝑅 − 𝑅

𝑁𝐼𝑅 + 𝑅
  

(1) 

where NIR and R correspond to the spectral measurements from the near-infrared and red 

regions of the electromagnetic spectrum, respectively.  

5.2.5 Soil sampling and Infiltration data collection  

Soil samples were collected biannually, once before the irrigation season and after the 

irrigation season from 0-60 cm depth with 15-cm increments. Samples were collected on 

May 1 and October 14, in 2019, on May 6 and October 13, in 2020, and on April 23 and 

October 11, in 2021. We collected samples from all the plots, and repetitions from the same 
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treatment were mixed, before analyzing in the lab. Soil samples were air-dried in the oven 

at 55oC and were ground to pass through a 2 mm sieve. Saturated soil pastes were prepared 

with deionized water using ~200 g of air-dried soil and were allowed to stand overnight 

prior to vacuum filtration (Rhoades, 1982). Soil salinity (ECe) was measured from the paste 

extract using Orion Star™ A212 conductivity meter with Orion™ DuraProbe™ 4-

Electrode Conductivity Cell (Thermo Fisher Scientific Inc.). Sodium Adsorption Ratio 

(SAR) was also measured, giving information on the comparative concentration of Na+, 

Ca2+, and Mg2+ in the soil solution. It is defined as follows:  

 
𝑆𝐴𝑅 =  

[𝑁𝑎]

√([𝐶𝑎] + [𝑀𝑔])
2

 
(2) 

where concentration is expressed in milliequivalents per liter (meq/l). 

Infiltration data using SATURO infiltrometer (METER Group, Inc. USA) was also 

collected before and after the irrigation season on the same dates when soil samples were 

collected. Infiltration measurements were taken from one block of plots, i.e., one 

replication of treatments. SATURO is an automated instrument that allows quick and 

reliable measurements of saturated hydraulic conductivity (Kfs) in the field. It utilizes the 

two-ponding head approach (Reynolds and Elrick, 1990), with some simplifications and 

modifications for three-dimensional flow from a single-ring infiltrometer (Nimmo et al., 

2009). 
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Saturated Hydraulic conductivity (Kfs) is calculated by SATURO as follows: 

 
Kfs =  

 Δ(i1 − i2)

D1 − D2
 

(3) 

where D1 (cm) is the actual high-pressure head, D2 (cm) is the actual low-pressure head, 

Δ is 0.993d + 0.578b (cm), i1 is the infiltration rate at the high-pressure head, and i2 is 

infiltration rate at the low-pressure head. For Δ, d is infiltrometer insertion depth, and b is 

the infiltrometer radius. 

5.2.6 Statistical analysis  

Statistical analysis of turf temperature and NDVI measurements was performed using 

repeated-measures ANOVA with spatial power error structure in statistical software ‘R’(R 

Core Team, 2021). Normality was assessed by the Shapiro-Wilk normality test, and we 

used F-test to test for homogeneity in variances. For statistical analysis of soil samples, the 

differences between the means of irrigation frequency were established using a t-test, and 

between different depths using the one-way ANOVA/one-sample Wilcoxon rank test.  

Tukey multiple comparison tests at a 0.05 significance level for post-hoc analysis.  

5.3. Results 

5.3.1. Irrigation applications 

The cumulative ETo in 2017, 2018, and 2019 were 1319, 1427, 1289 mm, respectively. 

The cumulative ETo values in the irrigation season were 765, 768, and 699 mm in 2019, 

2020, and 2021, respectively. Throughout the irrigation season, the average daily ETo was 

4.61, 5.44, and 4.89 mm day−1 in 2019, 2020, and 2021, respectively. The cumulative 

precipitation was negligible during the irrigation season, with only 22 mm, 33 mm, and 40 
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mm in 2019, 2020, and 2021, respectively. In comparison, the cumulative precipitation was 

423 mm and 164 mm, respectively, in the non-irrigation seasons. Irrigation efficiency for 

each irrigation season was obtained from the flow measurements divided by the actual flow 

readings measured in a flow test performed in late 2020. Based on the calibrated flow meter 

readings, the actual applied irrigation varied from 66% to 109% ETo in 2019, 51% to 104% 

ETo in 2020, and 29% to 88% ETo in 2021 (Table 5.2). Treatment 2, i.e., 65-90 FC irrigated 

3d/week, resulted in higher irrigation application in 2020 and 2021. This could be attributed 

to the lower soil moisture very close to the threshold for this treatment, which triggered 

more irrigations by the controller. (Figures 5.2 – 5.4). 

Table 5.2. Percent of ETo applied to each treatment during the experimental period. 

 2019 2020 2021 

Treatment Restricted 
On-

demand 
Restricted 

On-

demand 
Restricted 

On-

demand 

55-80FC 69 % 66 % 51 % 71 % 29 % 46 % 

55-100FC 77 % 76 % 70 % 82 % 36 % 51 % 

65-90FC 82 % 81 % 103 % 82 % 75 % 76 % 

65-100FC 82 % 81 % 74 % 78 % na 50 % 

75-100FC 108 % 109 % 94 % 104 % 68 % 88 % 

75-110FC 89 % 85 % 87 % 76 % 79 % 69 % 

 



 

 

 

1
1
9

 

  



 

 

 

1
2
0

 

Figure 5.2. Soil moisture and irrigation runtime for restricted (3d/week) and on-demand (7 d/week) irrigation treatments 

implemented for 2019. Solid red and dark blue lines are the lower (LL) and upper (UL) soil moisture thresholds levels, 

respectively. 
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Figure 5.3. Soil moisture and irrigation runtime for restricted (3d/week) and on-demand (7 d/week) irrigation treatments 

implemented for 2020. Solid red and dark blue lines are the lower (LL) and upper (UL) soil moisture thresholds levels, 

respectively. 
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Figure 5.4. Soil moisture and irrigation runtime for restricted (3d/week) and on-demand (7 d/week) irrigation treatments 

implemented for 2021. Solid red and dark blue lines are the lower (LL) and upper (UL) soil moisture thresholds levels, 

respectively. 
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We observed a good response from the smart controller to schedule irrigation based 

on the implemented thresholds (Figures 5.2-5.4). The analysis of irrigation runtime data 

showed that the actual irrigation frequencies for the restricted (3 d/week) irrigation 

treatments varied from 2.6 to 4.0 d/week in 2019, 2.4 to 4.4 d/week in 2020, and 1.7 to 3.4 

d/week in 2021. For the on-demand (7 d/week) irrigation treatments, actual irrigation 

frequencies varied from 2.6 to 4.0 d/week in 2019, 3.0 to 4.7 d/week in 2020, and from 2.2 

to 3.4 d/week in 2021. The reason for greater than 3d/week averages for restricted irrigation 

treatments is likely controller crossing midnight to complete the irrigation cycles, since it 

was programmed to irrigate late at night. As illustrated in Figures 5.2-5.4, the average soil 

moisture during the irrigation of 2019 varied from 16.0 to 25.8% for the restricted, and 

18.7 to 24.8% for the on-demand irrigation treatments. In 2020, the average soil moisture 

varied from 16.1 to 25.7% for the restricted, and 18.6 to 25.2% for the on-demand irrigation 

treatments. In 2021, the soil moisture ranged from 16.6 to 25.7% for restricted, and 18.6 to 

25.4% for the on-demand irrigation treatments. 

5.3.2. NDVI and turf temperatures 

Table 5.3 shows the results from the statistical analysis for the NDVI and turf 

temperature. Treatment T2 and T8 are not shown in Table 5.3 for year 2021, because a 

sensor malfunction impacted T2, but T7 is shown in Figure 5.5. The NDVI values ranged 

from 0.25 to 0.76 in 2019, 0.19 to 0.69 in 2020, and 0.15 to 0.62 in 2021. The irrigation 

levels significantly affected NDVI values in all three years (p < 0.001). The irrigation 

frequency restrictions also showed a significant impact on NDVI in 2019 (p < 0.05), 2020 

(p < 0.01), and 2021 (p < 0.001). The interaction of irrigation levels and frequency had no 
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significant effect on NDVI in 2019, while the effect was significant in 2020 (p < 0.001) 

and 2021 (0.001). Figure 5.5 shows the dynamics of NDVI values over time across the 

irrigation treatments for 2019, 2020, and 2021. All treatments showed a steady decline in 

the NDVI during the data collection period in 2019. Most treatments stayed above the 

acceptable quality range, i.e., NDVI of 0.50 for an extended time. For 2020, NDVI stayed 

above the acceptable quality range majority of the time for the highest irrigated treatment 

75-100FC for both irrigation frequencies. Other irrigation treatments saw a steady decline 

in the NDVI as the summer progressed, and the decline was steeper for the 3-day irrigation 

frequency treatments (Figure 5.5). For the year 2021, NDVI for most of the treatments 

stayed below the acceptable quality range except for 75-100FC 7-day irrigation frequency 

treatment, which had NDVI≥0.5 for half of the data collection period. The decline in the 

NDVI values was more apparent in the 3-day irrigation frequency treatments as the summer 

progressed. 
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Table 5.3. Statistical analysis of the bermudagrass response in terms of normalized 

difference vegetation index (NDVI) and turf temperature to irrigation treatments imposed 

in years 2019, 2020 and 2021 (each year was analyzed separately). 

 2019 2020 2021 

Soil moisture 

treatments 
NDVI 

Turf 

temperature 
NDVI 

Turf 

temperature 
NDVI 

Turf 

temperature 

55-80FC 0.553 a 36.3 a 0.41 a 40.5 c 0.279 a 47.2 b 

55-100FC 0.563 ab 35.8 a 0.454 b 38.5 bc 0.266 a 45.7 b 

65-90FC 0.616 cd 35.4 a 0.504 c 38 ab 0.416 c 38.6 a 

65-100FC 0.595 bc 35.1 a 0.475 bc 37.8 ab na na 

75-100FC 0.638 d 33.6 a 0.551 d 36.2 a 0.408 c 38.3 a 

75-110FC 0.617 cd 34.4 a 0.488 c 37 ab 0.374 b 39.8 a 

Irrigation Frequency 

Restricted 0.59 a 35.2 a 0.471 a 38.5 b 0.319 a 43.4 b 

On-demand 0.604 b 35.1 a 0.49 b 37.5 a 0.378 b 40.4 a 

p-value 

I *** NS *** *** *** *** 

F * NS ** * *** *** 

I x F NS NS *** ** *** * 

T *** ** *** *** *** NS 

I x T NS NS *** NS ** NS 

F x T NS NS NS NS NS NS 

I x F x T NS NS * NS ** NS 

NS, ***, **, and * are non-significant or significant at p ≤ 0.001, 0.01, and 0.05, 

respectively. Means sharing a similar letter are not significantly different, based on 

Turkey’s test at significance level (α) = 0.05. I, F, and T in the table refer to irrigation 

levels, frequency, and time (i.e., repeated measures of visual rating each year over time), 

respectively. 

The turf temperature values ranged from 22 to 66.6 °C in 2019, from 21.7 to 64.4 °C 

in 2020, and from 18.5 to 69.8 °C in 2021. The irrigation levels showed no significant 

effect on the temperature in 2019, while there was a significant effect (p < 0.001) in 2020 

and 2021. The irrigation frequency restrictions also had no significant effect on turf 

temperature in 2019, while there was a significant effect in 2020 (p < 0.05) and 2021 (p < 

0.001), as the temperature was lower for the on-demand irrigation (7-days/week). On-

demand irrigation resulted in a 0.3, 3, and 7% decrease in canopy temperatures compared 
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to the restricted irrigation treatments in 2019, 2020, 2021, respectively. The interaction of 

irrigation levels and frequency had no significant effect on turf temperature in 2019, while 

there was a significant effect in 2020 (p < 0.01) and 2021 (0.05). Figure 5.6 shows the 

dynamics of turfgrass temperature across the irrigation treatments for the years 2019, 2020, 

and 2021. All treatments showed similar trends during the data collection period in all three 

years, while the fluctuations were more pronounced as we progressed from 2019 to 2021 

and were more perceptible in the restricted irrigation treatments (3day/week). 
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Figure 5.5. Changes in normalized difference vegetation index (NDVI) values over time 

across the irrigation treatments for the restricted (3 d/week) and on-demand (7 day/week) 

irrigation treatments imposed in 2019 (top), 2020 (middle), and 2021 (bottom).  
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Figure 5.6. Changes in turfgrass temperature values over time across the irrigation 

treatments for the restricted (3 d/week) and on-demand (7 day/week) irrigation treatments 

imposed in 2019 (top), 2020 (middle), and 2021 (bottom).  
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5.3.3. Soil salinity and Infiltration 

The daily average EC of the irrigation water (ECw) was 1.18 dS/m and ranged from 

0.92 and 1.65 dS/m during the experimental period. The soil salinity ranged from 0.79 ds/m 

to 1.66 ds/m in spring 2019 and 0.82 to 2.98 ds/m in fall 2019. In 2020, soil salinity ranged 

from 0.45 ds/m to 1.56 ds/m in spring and 0.52 to 3.90 ds/m in fall. In 2021, soil salinity 

ranged from 0.73 ds/m to 2.37 ds/m in spring and 1.13 to 4.72 ds/m in fall. As shown in 

Figure 5.7, the soil salinity increased in the fall season, especially in the shallow soil depths 

(0-30cm), indicating the accumulation of salts due to high evapotranspiration demand over 

summer. There was no significant difference between soil moisture threshold based 

treatments and irrigation frequencies. Spring collected samples were associated with lower 

soil salinity compared to fall samples. High rainfall before the spring 2020 sampling 

reduced salinity compared to the spring of 2019 and 2021(fig 1 & 6). Soil salinity 

distribution at different depths varied with the irrigation season as spring collected samples 

showed significantly higher accumulation at the 0-15 cm depth, while 15- 30 cm depth had 

substantially higher accumulation in the fall (Table 5.4). 

The sodium adsorption ratio (SAR) ranged from 1.67 to 4.68 in spring 2020 and 1.68 

to 5.51 in fall 2020. SAR ranged from 2.89 to 5.68 in spring and 3.26 to 7.76 in fall of 

2020. Irrigation frequency had no significant difference on SAR, except in spring 2020, as 

shown in table 5.4. SAR distribution at different depths varied with the irrigation season 

as spring collected samples showed significantly higher values at the middle depths (30-45 

cm), while shallow depths, particularly 0- 30 cm, had significantly higher values in the fall. 

Infiltration rate (IR) measurements were not as well defined as soil salinity and SAR for 
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each season. Mean IR values observed during the study period are shown in Table 5.5. 

Although there was no significant difference, the mean IR was higher for the on-demand 

irrigation treatments. 
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Figure 5.7. Soil salinity (ECe) distribution in the soil profile from soil samples collected before (Spring) and after (Fall) of the summer 

irrigation seasons for 2019, 2020, and 2021. 
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Table 5.4. Statistical analysis of the soil samples collected before (Spring) and after (Fall) 

the irrigation season in 2019, 2020 and 2021. 

  Depth (cm) Days 
  0 - 15 15 - 30 30 - 45 45 - 60 3 7 

5/1/2019 
ECe 1.33 b 1.27 b 1.25 b 1.04 a 1.26 a 1.19 a 

SAR       

10/14/2019 
ECe 2.08 b 2.37 b 1.37 a 1.06 a 1.70 a 1.74 a 

SAR       

5/6/2020 
ECe 1.16 c 0.59 a 0.76 b 0.74 b 0.77 a 0.85 a 

SAR 2.19 a 4.06 c 4.09 c 3.20 b 3.28 a 3.49 a 

10/13/2020 
ECe 2.09 bc 2.45 c 1.60 b 0.97 a 1.66 a 1.89 a 

SAR 4.76 b 4.74 b 4.61 b 2.93 a 4.40 a 4.12 a 

4/23/2021 
ECe 1.83 b 1.32 a 1.34 a 1.33 a 1.36 a 1.56 a 

SAR 3.94 ab 4.8 c 4.35 bc 3.61 a 3.76 a 4.59 b 

10/11/2021 
ECe 2.7 ab 3.21 b 2.55 ab 1.97 a 2.39 a 2.79 a 

SAR 6.22 b 6.07 b 5.05 a 4.25 a 5.33 a 5.45 a 

Means sharing a similar letter are not significantly different at significance level (α) = 0.05. 

Table 5.5. Mean infiltration rate (cm/s) for the entire study period measured by SATURO 

before (Spring) and after (Fall) the irrigation season. 

Means sharing a similar letter are not significantly different at significance level (α) = 0.05. 

5.4. Discussion 

5.4.1. Autonomous SMS based irrigation 

Scheduling the controller to irrigate 7d/week with proper threshold settings can allow 

for complete irrigation automation. The lower irrigation application by the SMS based 

irrigation using on-demand irrigation is also reported in other studies(Cardenas-Lailhacar 

et al., 2008; Cardenas-Lailhacar and Dukes, 2012). However, we observed no considerable 

difference in the average irrigation applications between restricted and on-demand 

 
Mean Infiltration (cm/s) Standard Error 

Bare soil 0.000394 a 2.29E-04 

3 d/week 0.000521 a 7.37E-05 

7 d/week 0.000687 a 7.64E-05 



 

135 

 

irrigation treatments. Therefore, on-demand irrigation might be the optimum programming 

choice during dry months in southern California. Furthermore, allowing SMS to decide 

when to irrigate results in running the irrigation for short periods, thus efficiently 

maintaining soil moisture between the programmed thresholds. This is evident from 

Figures 5.2–5.4, where soil moisture dropped below the lower threshold limit several times 

for the restricted treatments (T1 – T6) during the experiment since the controller was 

programmed to only irrigate 3 days of the week. It is widely known that infrequent 

irrigation promotes deeper rooting and increased drought resistance in turfgrasses. 

However, this was not supported by recent studies (Haghverdi et al., 2021b; Serena et al., 

2020), which is also concurrent with our research findings. 

The importance of understanding the smart controller settings for irrigation scheduling 

has been emphasized in literature (Davis and Dukes, 2016). The actual water applied by 

the irrigation controller in three years study was substantially lower than the reference ETo 

across all treatments. The applied irrigation water steadily decreased each year as also 

shown in Table 5.2, although the same soil moisture thresholds were maintained 

throughout three-year experimental period, which is unclear, and further understanding of 

the functioning of the controller is required. However, development of thatch over turfgrass 

as the experiment progressed might be the reason for reduced evapotranspirative demand 

and thus increasing the moisture holding capacity of the soil (Liang et al., 2017). 

Furthermore, relatively lower ETo and higher precipitation in the 2021 irrigation season 

could also be attributed to the reduced irrigation applications. 
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5.4.2. Response of bermudagrass to deficit irrigation with recycled water 

A minimum NDVI value of 0.5 for bermudagrass was considered acceptable to 

maintain the aesthetic quality in central California (Haghverdi et al., 2021a). Furthermore, 

75%ETo was suggested as the minimum irrigation application for inland southern 

California, and severe deficit irrigation levels are only feasible for shorter periods before 

the hybrid bermudagrass quality falls below the minimum acceptable quality (Haghverdi 

et al., 2021b). This was also supported in this study as the treatments irrigated with more 

than 75% of ETo resulted in an acceptable quality of turf (NDVI ≥0.5) for a longer duration 

during the irrigation season (Figure 5.5, Table 5.3). Therefore, further investigations are 

required to reevaluate the commonly accepted 0.6 crop coefficient for the 

bermudagrass(Meyer and Gibeault, 1986). Sevostianova et al. (2011) noted the acceptable 

quality of bermudagrass under saline irrigation (110%ETo) in New Mexico. On the 

contrary, we observed a reduction in the turf quality under deficit recycled water irrigation 

despite the seasonal leaching by rainfall, suggesting that bermudagrass does not perform 

well under autonomous deficit irrigation with recycled water on a long-term basis a semi-

arid climate. Future studies are needed to explore whether the continued deficit irrigation 

with recycled water had any effect on the spring green-up of hybrid bermudagrass. 

On-demand irrigation resulted in a 3.4% reduction in turf temperatures over the study 

period while maintaining relatively better turf quality compared to restricted irrigation. We 

attribute this to a more pronounced evaporative cooling associated with on-demand 

irrigation while minimizing runoff and deep percolation. In addition, the irrigated urban 

landscape can reduce daytime temperatures through evapotranspiration, thus moderating 
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the climate of urban areas (Shashua-Bar et al., 2009). A previous study in Los Angeles 

reported that irrigation-induced increases in latent heat flux could lead to land surface 

temperature reductions in urban parks (Vahmani and Hogue, 2014). Furthermore, Bonfils 

and Lobell (2007) demonstrated the significant cooling effect of irrigation expansion on 

the summertime average daily daytime temperatures in California. Therefore, more work 

is required to elucidate better the tradeoffs between water conservation and the vital role 

of the irrigated urban landscape to mitigate the urban heat island effect under deficit 

irrigation. 

5.4.3. Soil salinity, SAR, and infiltration rate under deficit recycled water irrigation 

Deficit irrigation with recycled water resulted in the increase of soil salinity which 

oscillated with the rainy season, as precipitation resulted in leaching of salts. Samples 

collected after the irrigation season were associated with the highest salinity measurements, 

whereas samples collected before the irrigation season had the lowest salinity 

measurements, which concurs with the findings studies utilizing recycled water or deficit 

irrigation strategies (Aragüés et al., 2014; Lockett et al., 2008). On average, there was a 

51% increase in soil salinity in fall 2021 compared to fall 2019. Lockett et al. (2008) 

observed the greatest fluctuation in soil salinity at the shallowest depth of 15 cm in golf 

courses irrigated with recycled water, which agrees with the results observed in our study 

with most seasonal fluctuation in soil salinity observed at the 0-30 cm of depth (Figure 

5.7). Domínguez et al. (2011) indicated based on the MOPECO- Salt model results that 

deficit irrigation strategies without LF are remediable if the off-season rainfall is sufficient 

to leach out the salts from the soil root zone, which also agrees with the results observed 



 

138 

 

from our study as lower irrigation applications resulted in higher salt accumulation. The 

lower irrigation water being applied by the controller as the experiment progressed left less 

remaining water available to leach salts from the root zone. 

Recycled water irrigation can increase the SAR of the soil, which can cause infiltration 

issues. High rainfall enhances the leaching of Na and K more than that of Ca and Mg since 

these are more soluble cations, which can explain the high SAR at deeper depths after the 

rainy season. There was an increase in SAR in our study, although no significant infiltration 

issues were observed. This agrees with the results from a study in 7 parks of Beijing, China, 

indicating an increase in soil salinity and SAR with recycled water irrigation compared to 

tap water (Chen et al., 2015). Aragüés et al. (2014) also highlighted the high transient 

salinity and sodicity risk under the combined effects of recycled and deficit drip irrigation 

in Mandarin trees. They concluded that soil water deficits should be avoided whenever 

saline reclaimed water is used for irrigation. Irrigation waters previously thought unsuitable 

for irrigation can often be used successfully without hazardous long-term consequences to 

crops or soils if proper management strategies are employed (Assouline et al., 2015; 

Rhoades et al., 1989). Although seasonal rainfall reduced the soil salinity (Figure 5.7) and 

no effect on infiltration was observed (Table 5.5) in our study, a steady increase in salinity 

and SAR over these cyclic occurrences need to be further investigated. Adding a leaching 

fraction to the required irrigation to manage salinity accumulation (Ayers and Westcot, 

1985) might be necessary if seasonal rainfall is insufficient to leach down the salts.  
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5.5. Conclusion 

Implementation of smart irrigation technologies offers to improve water use efficiency 

by maintaining the soil water status at the active root zone within a predefined desired 

range. This study focused on the implementation of soil moisture sensor-based deficit 

irrigation scheduling using recycled water. We observed that an irrigation application with 

soil moisture thresholds maintained between field capacity and 75% of field capacity 

results in the optimum visual quality of turfgrass with a minimum NDVI of 0.5 for more 

extended periods. This corresponded to at least 75%ETo of irrigation application, which is 

significantly higher than recommended crop coefficient of 0.6 for bermudagrass. On-

demand irrigation, i.e., programming the controller to irrigate 7 days/week, resulted in 

better visual quality and lower turf temperatures. Soil salinity oscillated with the seasonal 

cycles due to the rainfall in the non-irrigation season, although there was a steady increase 

in salinity and SAR as the experiment progressed. This was attributed to the combined 

effect of deficit irrigation and high evapotranspiration demand during the summer. No 

significant impact on the infiltration rate of the soil was observed. However, our results 

suggest that if irrigation management cannot minimize the salt accumulation, turfgrass's 

visual quality can be impacted over extended periods under deficit irrigation with recycled 

water. Furthermore, the use of smart irrigation controllers receiving feedback from the soil 

moisture sensors needs to be investigated for deficit irrigation scheduling.  
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Chapter 6. Summary and Conclusion 

The overall goal of this doctoral dissertation was to development of models and 

techniques for advancement of efficient urban landscape irrigation scheduling. Accurate 

estimation of the soil hydraulic properties and reference evapotranspiration (ETo) is critical 

for calculating soil water balance and are widely used for irrigation scheduling by smart 

irrigation controllers. Direct measurement of these properties is costly and time-

consuming, thus accurate models are required for better estimation using readily available 

data. Furthermore, use of smart controllers to implement autonomous deficit irrigation 

using recycled water needs to be explored in semi-arid conditions of California. 

In chapter 2 and 3, we developed and evaluated PCNN-PTFs to estimate the SWRC and 

SHCC measured using the evaporation experiments, mainly via the HYPROP system. The 

PCNN-PTF approach showed promising performance for continuous soil water retention 

hydraulic conductivity estimation over a wide range of soil tensions. The HYPROP system 

offers the advantage of producing high-resolution soil hydraulic conductivity data over a 

wide range of soil tensions (pF = 1.5 to 3.5), which is critical for developing robust PCNN-

PTF models since this approach learns the shape of the SWRC or SHCC directly from 

measured data. We recommend the PCNN-PTF approach to derive the next generation of 

water retention and hydraulic conductivity models using high-resolution data measured via 

the HYPROP system. 

In Chapter 4, we evaluated the performance of 8 empirical temperature-based and 4 

Artificial neural network models (ANN) ETo models at 101 active California Irrigation 

Management Information System (CIMIS) weather stations in California using more than 
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725,000 observations from 1985 to 2019. The ANN models outperformed the empirical 

equations and showed high generalization ability. Our results suggest that using raw input 

data for neural network models is better than using the reconstructed signal obtained from 

wavelet transform. The Hargreaves, and Hargreaves & Samani were the best performing 

empirical models across the seasons, years, and climate divisions. We recommend the 

application of the calibrated Hargreaves & Samani and the ANN model we developed in 

this study for accurate estimations of ETo in data-scarce conditions in urban settings across 

California climate divisions. Both these models only require on-site air temperature 

measurements, which are typically collected by smart weather-based landscape irrigation 

controllers. Therefore, these models can serve as an assessment guide for researchers in the 

realm of automatic weather-based smart irrigation scheduling, thus advancing better water 

management in urban landscapes. 

In Chapter 5, we focused on the implementation of soil moisture sensor-based deficit 

irrigation scheduling using recycled water. We observed that an irrigation application with 

soil moisture thresholds maintained between field capacity and 75% of field capacity 

results in the optimum visual quality of turfgrass with a minimum NDVI of 0.5 for more 

extended periods. On-demand irrigation, i.e., programming the controller to irrigate 7 

days/week, resulted in better visual quality and lower turf temperatures. Soil salinity 

oscillated with the seasonal cycles due to the rainfall in the non-irrigation season, although 

there was a steady increase in salinity and SAR as the experiment progressed. This was 

attributed to the combined effect of deficit irrigation and high evapotranspiration demand 

during the summer. Our results suggest that if irrigation management cannot minimize the 
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salt accumulation, turfgrass's visual quality can be impacted over extended periods under 

deficit irrigation with recycled water. Furthermore, the use of smart irrigation controllers 

receiving feedback from the soil moisture sensors needs to be investigated for deficit 

irrigation scheduling. 


