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Abstract— Dual-radio, dual-processor nodes are an emerging properties, the question becomes: How should such a multi-
class of Wirelt_ass Sensor Network d(_i“ViCF}_S that provide bOth_|OW- radio system be applied to best benefit energy and applicatio
energy operation as well as substantially increased computational demands? It is important to note that the high-bandwidtiorad

performance and communication bandwidth for applications. ¢ ith h t ffici than the |
In such systems, the secondary radio and processor operatesOpera €S with much greater energy einciency than the low-

with sufficiently low power that it may remain always vigilant, bandwidth radio, in terms of energy per bit transmitted (for
while the the main processor and primary, high-bandwidth radio example, 112 nJ/bit for 802.11g as opposed to 979 nJ/bit for
remain off until triggered by the application. By exploiting  802.15.4 [2]). However, the larger radio also has a mucherigh

the high energy efficiency of the main processor and primary giate transition cost and idle energy consumption, more tha

radio along with proper usage, net operating energy benefits . . .
are enabled for applications. The secondary radio provides 10 times that of the low bandwidth radio as can be seen from

a constantly available multi-hop network, while paths in the Table I( [1], [2], [11]). It is therefore counter-produactivto
primary network exist only when required. This paper describesa use the high-bandwidth radio if there is little or no data to

topology control mechanism for establishing an end-to-end path send or if data needs to be sent only occasionally. Instead,
in a network of dual-radio nodes using the secondary radios j, order to reduce energy consumption, the high-bandwidth
as a control channel to selectively wake up nodes along the . . .
required end-to-end path. Using numerical models as well as r?d'Q.ShOUId be kepoff, to be activated only when th(?re IS a
testbed experimentation, we show that our proposed mechanism Significant amount of data that needs to be transmitted. The
provides significant energy savings of more thar60% compared low-bandwidth radio, on the other hand, is less energy efiici
to alternative approaches, and that it incurs only moderately put consumes much less energy when idle and is able to
greater application latency. quickly transition from sleep to active state, send the ssagy
data, and then deactivate. It is therefore ideal for tratismi
small amounts of data as well as remaining “vigilant” fordon
Ever-increasing application demands in conjunction wittime periods, especially when techniques such as Low-Power
advances in low-power hardware design have resulted in laistening [12] are used.
increasing use of larger, more powerful sensor nodes [1], [2 In a multihop network of nodes that maintain their main
In addition to a 32-bit CPU, those nodes include sophistitatCPU and high-bandwidth radio in a low operating duty cycle
peripherals and megabytes of RAM and flash as well as a higlo- as to conserve energy, end-to-end paths do not always exis
bandwidth 802.11 radio. 32-bit nodes are used in standaldnesensor network applications where observing a phenomeno
wireless sensor network deployments [3], [4], [5] as well a®r which a well-established model exists, this problem loan
in tiered architectureswhere they operate in conjunction withsolved by either a static or an adaptive scheduling algorith
microcontroller-based WSN devices [6], [7], [8]. where nodes coordinate in order to guarantee that theirupake
When the 32-bit nodes are used in a tiered architecture, thayes are synchronized and to perform other low duty cycle
must communicate with the network of microcontroller-tthsecoordination functions. However, when such a model does not
nodes (typically 8- or 16-bit motes [9], [10]). For this reas exist and may not be learned as in seismic event detection,
a new generation of 32-bit nodes as for example the LEA® when timely notification of an event is required, as in
node [2] include an on-board low-power microcontrollerr(fointrusion detection, a periodic wakeup algorithm may not
constantly vigilant operation) and a second, low-bandwidalways perform with sufficient low latency.
radio. As a result those nodes enable not just tiered comgputi To address the needs of applications such as the ones men-
but alsotiered radio networkingWhen a node has multipletioned above, we propose end-to-end routing using vigilant
radios with different communication capabilities and powdow-power radios that activate the mostly-off high-bandiilvi

I. INTRODUCTION



LEAP main CPU LEAP MCU Stargate Mica2
(802.119) (802.15.4) (802.11b) (CC1000)
CPU Suspend Power 25 mW 1.925 mW 300 mW 0.648 mW
CPU Idle Power 210 mwW 2.095 mwW 900 mW 9.6 mW
CPU Active (max load) Power 825 mW 4.31 mW 1650 mwW 24 mw
CPU Off-to-On Time 30 sec < 1 msec 30 sec < 1 msec
CPU Suspend-to-On Time 3 sec < 1 msec 3 sec < 1 msec
Radio TX Power draw (max output) 1320 mW 57.42 mW 1425 mwW 64.5 mW
Radio RX Power draw 924 mW 65.01 mW 925 mW 21 mwW
Radio efficiency 112 nJ/bit 979 nd/bit  427.27 nJ/bit  4453.125 nJ/bit
TABLE |

POWER CONSUMPTION TRANSITION TIMES AND RADIO ENERGY EFFICIENCY FORLEAP, STARGATE AND MICA2 NODES.

radios for bulk traffic. Prior work in multi-radio systemstimely naotification will suffer since data can only be sent in
has focused on exploiting the higher capacity of differemredetermined periods and optimizing for energy conswnpti

radios [13], [8], using the low-bandwidth radio for resaeirc(thus powering up very infrequently) will increase latency
discovery [14], [15], as a control channel to perform networ even more. As a result, this system stresses the energycyate
ing functions such as access point association [16] and feadeoff inherent in scheduling mechanisms.

transmission scheduling [17]. However, to the best of our\wake-all: A system where the nodes’ main processor and
knowledge none have explored how to utilize the the lovyigh-bandwidth radio are powered down and are powered up
bandwidth radios to establish @&md-to-end multihop patfor \hen an important event occurhis system uses a second
the high-bandwidth radios. In our proposed approach, eagltiio to inform the nodes that an event has occurred and
node uses its low-bandwidth radio to connect to a specitifys force them to power up. In network terms, this can
node, called théopology controllerand request an end-to-endpe achieved by flooding (or by just turning the radio on
path to a particular destination. The controller then degidgng simply saturating the channel), i.e. no pre-estatdishe
which nodes to wake up based on cached information ab@jitmaintained routing is necessary in the second radio. This
routing paths and sends the appropriate requests to otdesnaystem is expected to have low latency, as it is event-based
again using the low-bandwidth radio. When nodes receive thad doesn’'t depend on any particular schedule. However, its
wakeup request, they turn on their CPU and high-bandwidghergy consumption can be considerable, depending on the
radio so that the end-to-end data transfer can start. number of nodes in the network versus the number of nodes
The main contribution of this paper is a new approach tayolved in the establishment and maintenance of the path.

enql-tq-end routing that e”at."es thg energy and performanc%ake_path: A system where the nodes’ main processor and
g_ptlmlze(tj_ Iom:j—bgndlwld;h rad;os t(k) t\;{/gger h|gh-|ba_ndwuiﬂa high-bandwidth radio are powered down but only a necessary
dios In a tiered, dual-radio network. Ve use analysis an@expg, ,qet of nodes are powered up when an event ocgiuis.
Imentation to S.hOW the be”?f'ts of this approach, concl-ud| stem requires a second radio to notify the appropriatesod
that our algorithm that activates nodes ann'g a PreviIoUS¥at are needed for the path formation. Since a specific subse
established path can redgce energy consumpn.on by' more t fthe nodes need to be reached, the system would also benefit
60% compargd to alter_natlve _app_roaches while incurring a o Pom a unicast routing protocol on the second radio. This
a moderate increase in application latency. system is expected to have low latency, as it is event batsisd. |
also expected to perform well in terms of energy consumption
as it attempts to wake up only the nodes that are deemed
@_ecessaryor the path to be established. However, it depends
@? previous information to determine which nodes need to be
oken up, and that information can potentially be invalid A

Always-On: A system where nodes operate all their radié result', its performance is more dependent on networkitkg/|
and CPU resources at all time§his system does not needpropertles than that of the other systems.
a second radio and is expected to have the lowest latency iff he choice of the appropriate mechanism depends on the
terms of data transmission but will consume the most energfjysical characteristics of the sensing phenomena as well a
(as no power-saving state is used). the networking characteristics (i.e. routing topology &acd-
Periodic-wakeup: A System where the nodes’ main proW|dth) In the fO”OWing SeCtion, we will perform numerical
cessor and high-bandwidth radio are powered down and a@é1alysis in order to discover the appropriate operatingean
periodically powered up to send datés in the previous for each mechanism.
case, this system doesn’t need a second radio. This systerin approaches which require the use of the low-bandwidth
is expected to have very low energy consumption, especiathdio, we assume that the low-bandwidth networ&aanected
if the power-up/power-down time ratio is very low. Howeverand not partitioned and that the MCU which controls the

Il. DIFFERENT APPROACHES TO ENBTO-END ROUTING
FOR DUTY-CYCLED DUAL-RADIO NODES

In order to solve the problem of establishing an end-t
end path over LEAP-class nodes, we consider the followi
approaches:



low-bandwidth radio is not put to sleep, so that it can at where f. is the event frequencyP; 5, is the main pro-
any point in time wake up the main processor and the higbessor’s idle power consumption aithr s is the energy
bandwidth radio. Note that this assumption dnesmean that required to transmit the data generated by the event using th
the two network topologies are the same. A neighboring notiggh-bandwidth radio, as defined in Equation 1. Note that in
over the high-bandwidth radio is not necessarily a neiginigor the above equation, we assume that in the absence of an event
node over the low-bandwidth radio (and vice versa). The notiat requires a transmission, the 802.11 radituised off for
partition assumption implies that either the two radiosehawall nodes and as a result the only idle energy cost is induced
comparable ranges (i.e. within the same order of magniagle by the CPU.
is the case for 802.11g and 802.15.4) or, failing that, thatt In the mechanisms where nodes are turned off, we need to
low-bandwidth network issufficiently augmenteavith extra consider the wakeup energy cost as well as the cost of the
dual-radio nodes or even standalone mote-class nodes. wakeup mechanism itself.
We also do not consider anyobility patterns since most  The wakeup cost for a single node is:
sensornets today are stationary. As a result the routingspat
will not be invalidated due to mobility, and exploration of Eeow=Tiow  Psw (3)
mobility is a potential area of future work. However, we do
consider cases where routing paths become invalid whersnodewhereT_.,, andP,_,,, are the transition time and transition
fail and design our mechanism accordingly (Section 1V-C). power from “power down” or “suspend” to the “on” state.
In the periodic-wakeupmechanism nodes wake up on a
HI. ANALYSIS timer so the cost of the wakeup mechanism can be effectively
The primary research question that we are trying to answgnored if we assume that the preprocessor is also turned
is: Under which conditions is each approach advantageousff and can be turned on from a hardware timer. In the
More specifically, we want to figure out in which case our praevent-based cases however, there is also a transmissibn cos
posed solution has clear benefits over the alternativeisoijt associated with the wakeup that involves sending packets ov
where the benefits are measured in terms of reduced enetgy low-bandwidth radio. In thevake-allmechanism this can
consumption for the duration of an entire data exchange. Ae accomplished by flooding a control packet to the entire
“exchange” is defined as the generation of a sensor evemétwork, so the wakeup cost is:
followed by an appropriate data transmission between the
source and a destination.
The main question can be broken down into the following: Ewan = (N-1) Cu (Prx.s + Prx.s) N + Eqe

« Does powering down the nodesvaysresult in reducing BWs 4
energy consumption? Is there a sensor event frequency (4)
for which powering down isn't beneficial anymore? where C,, is the data size of the control message and

« Should nodes be always powered down or should Weyys, Pry 5 and Prx s are the secondary radio’s bandwidth,
consider other power states such as suspend mode? transmit and receive power respectively.
« How does the network topology affect the choice of Forwake-paththe wakeup cost consists of sending wakeup
mechanism? packets to and receiving acknowledgements from all nodes in
As our goal is to ascertain the design space for eagblved in the high-bandwidth radio path. The actual numifer o
mechanism, in the remainder of this section we attempt tiansmitted packets however depends on the routing topolog
derive answers to the aforementioned questions by usifig simplify our calculations, we assume a uniform path langt
simple numerical models. distribution so theaveragepath length is%. As a result,

A E tion f h hani the wakeup cost of thevake-pathapproach, assuming that the
- ENergy consumption for each mechanism size of the control data is the same asniake-allis:

Using a very simple communication model where we ignore
effects of channel contention, packet loss and retrangmiss
as well as MAC, network and transport protocol overhead, the Ew path =
energy required to transmit the dafta generated by a sensor

Cu
event overp hops is: p BI/;/S (Prx,s +Prx,s) (N —1)+ Es_w| (5)
Epra = ﬁ(PTX,M + Prx.m) P (1) In Equat@ons 4 anq 5 we note that the pgr-node transmission
M cost (the first term inside the brackets) is almost the same.

where BW,. is the radio’s bandwidth anfirx . and Prx , If we take into account that the size of the control data is
indicate the radio transmit and receive power respectively very small (usually less than 100 bytes), the dominant term i
For a network of N nodes and for a total time peridl, those equations is the node wakeup ddst,,, as it is about 6
the energy consumption of treways-onmechanism is: orders of magnitude higher. The number of nodéseeds to
be exceedingly large for the transmission cost of the céontro
Eoywon=N-Poy-T+ fe-Epram-T (2) messages to be comparable to the wakeup cost therefore, for



practical purposes we can ignore the transmission costeof th wherer = p/N is the path-to-total-nodes ratio and is equal

control messages. to 1 for the wake-all mechanism, for this to be the case.
Equation 5 also does not take into account the cost Bforeover, since: < 1 we note that thevake-pathmechanism

constructing and maintaining the routing tree in the low- will be always better than theiake-allmechanism, regardless

bandwidth network. One can assume that the tree formulatiohthe value of the event frequency.

cost is a one-time cost and thus can be ignored. The mainfor the wake-pathmechanism to be more energy efficient

tenance cost however can be substantial, especially wieen ttan periodic-wakeupthe following needs to be true:

system needs to operate for extended periods of time. For the

purposes of this analysis, we again assume that the mainte- fu-Esw— Pig

nance cost is negligible. Nevertheless, the need to mieimiz fe < B D . )

the maintenance cost of the low-bandwidth routing protégol m Eoow + P O

one of our design decisions in creating the topology control

. : . - ; The path-to-total-nodes ratio, can be considered as an
protocol and will be discussed in more detail in Section I'V'Bmdication of thenetwork topoloavin a very sparse tonolo
The total energy consumption @fake-allis: pology Y sp pology

(e.g. line),r will be very close to one and waking up all the

nodes will have more or less same effect as waking up only
Fuwakeatl = N (Pi.s + Pueepar) T+ the nodgs al_ong a path. On the other hand, _in very.dgnse

D topologies with relatively _smaII path lengths (in the limit
fe (EDT, M+ Ewer+N-P; oy —e) T (6) a 1-hop star topology); will approach zero and thavake-
BWn pathmechanism can potentially outperform even the periodic-

where P; ¢ and Psjccp. s are the MCU idle and CPU sleepwakeup mechanism in terms of energy consumption.

power consumptions respectively. Finally, we address the issue of selecting the appropriate
For wake-paththe total energy consumption is: low power state. For suspend mode to be more energy efficient

than turning the node off, the event frequency must be:

(10)

Ewak'e_path =N (Pi,S + Psleep,M) T+

Psus end, M
D. fe= P (11)
fe\ Eprom + BEwpath + 0 Py - 55— | T (7) Eoff—on = Esuspend—on
BWum
The periodic-wakeupapproach is similar to thalways- ~ Figure 1 shows the energy consumption as a function of

on approach in that no second radio is neededpéniodic- €vent frequency for thalways-onmechanism as well as the
wakeup nodes wake upf,, times and in those times theywake-allmechanism for both power-down and suspend power

transmit as much data as has been gathered since the previd@as, using values for the LEAP nodes provided in Table |
wakeup, i.e.d= - D,. and [2]. The time period” was set to one hour and the path

The total energy consumed fperiodic-wakeugs: lengthp and number of noded” was set tol0. The thin lines
in the graph represent a data size46f) KBytes while the
thicker lines represent a data size 4if MBytes. Based on
Eperiodic = N - Pojeepnr - T+ this figure as well as our equations, we can see that powering

A f. . down the nodes is very energy-efficient in low frequencies.
fu [_EDT,M +N <E5ﬂw + Py )] T (8)

However for frequencies higher thah6 events per hour it
w fw BWM .
. ) is better to place the nodes @uspend modeMoreover, as
Using Equations 2, 6, 7 and 8 we can now compare thg, e\ent frequency reaches higher values, it actuallyrheso
mechanisms with each other and determine the effects of evgp, o energy efficient to keep the nodes always on. Placing
frequency and network topology. nodes on suspend mode yields more benefits in this case as

B. Effects of Event Frequency and Network Topology well. We also note that increasing the data size results in

The event frequency. is the frequency at which an externan rsg.l;?rlfnnesgggiir?gxgﬂr;ﬁfi\;(lam frequency for which the
sensor triggers a request for a data transfer and depending & '

the system used, node wakeup. Our goal is to determine the

effect of this parameter on the energy consumption of each of IV. THE TOPOLOGY CONTROL PROTOCOL
the four mechanisms as well as determine which sleep state _
(power down or suspend) is more appropriate. The purpose of the topology control protocol is to wake up

Our first observation is that the mechanisms that wake @f the nodes that are required in order to form an end-to-end
nodes arenot always more energy efficient thalways-on Mmultihop path from the initiator of the request (source)tte t

Instead, the event frequency needs to be less than: final destination of the data. Therefore, the protocol nededs
first determine the nodes that are required for the path ta for
£, < 1 Piv — Pis — Psteep, 9) and then send control packets over the low-bandwidth radio
e = D

T Eywt Pin - gy to wake them up.



100000 ; ; ; The main advantage of the distributed approach lies in the
fact that it does not need to forward data to a particular iode
1 the system. Moreover, it does not have a single point ofriajlu
compared to the centralized approach. On the other hand, in
the centralized approach the controller has knowledge lof al
the nodes that are awake in the entire network. Whettiple
concurrent transfersare involved the controller can decide
not to turn on any extra nodes if the network is sufficiently
_,_.""/—,r"'\//g/ake-all (powerdown) connected. This optimization which can lead to considerabl
10 f- 1 energy savings cannot be easily done with a distribute@syst
as each individual node does not have sufficient information
1 1 " 00 1900 about the power state of all other nodes.
Event frequency (Events per hour) In applications that send data to a particular node in the
system (as is the case for several data collecting appitsiti
Fig. 1. Energy consumption as a function of event frequency f&ne can use the centralized approach and co-locate the con-
the always-onand wake-allmechanism using both power-down and, ;- yith the destination node. As each node needs to send
suspend power states. . L
data to that single destination, the controller can coltbet
routing topology without any extra transmissions as in the
general case. One extra advantage of co-locating the dientro
with a well-known data destination is that the low-bandWidt
One can determine the required nodes using either a digtwork can now be efficiently used (compared to flooding) for
tributed or a centralized approach. In the distributed @@gn, transmitting low-rate sensor data, e.g. temperature, dityni
an any-to-any routing protocol is used over the high-badtwi etc. For these reasons, our current implementation is based
radio. Each node in the network keeps a path to all potentiak centralized approach. A further study of the distridute
destinations in its routing table. In addition, the routiadple approach and a comparative analysis with the centralized
is assumed to exist in non-volatile memory so that it doesmipproach is part of our future work.
get affected by shutdowns. When an event occurs, the node
selects the candidate nodes along the path and sends walufRouting considerations for both radio topologies
packets to them along the low-bandwidth radio. Since memoryin choosing the routing protocols for the high-bandwidth
restrictions on mote-class devices make any-to-any rgutiand low-bandwidth radios, we need to consider the usage and
protocols difficult in full systems [18], the node needs tinei power patterns of those two networks. The high-bandwidth
create a low-bandwidth radio routing tree rooted at itself metwork will be disconnected for most of the time as nodes
the fly, or resort to flooding (or some more efficient reliablare placed to sleep. Once a path needs to be established
dissemination mechanism, e.g. Trickle [19]) to distribtlie however, routing formulation should take as little time as
requests. The candidate nodes can then reply to the remgiespiossible, in order to minimize idle energy consumption whic
node either by using a flooding protocol again or by unicastiris considerable in the high-bandwidth radio and main CPU.
their replies back, if a unicast path over the low-bandwidth In addition, since the high-bandwidth path will in general b
dio is available. After receiving confirmation from all inved short-lived, the control overhead of the routing protocod a
nodes, the initiator node can start the data transfer over donsequently itguiescent cosis not of primary concern.
high-bandwidth radio. In the low-bandwidth network however, the quiescent cost
In the centralized approach, the nodes again use an aagd control overhead are points of concern. Since the low-
to-any routing protocol over the high-bandwidth radio. EEacbandwidth network is considered to be always connectea, eve
node in the network now sends its routing table informatiom small butperiodic routing control overhead can amount
to a special node, called thepology controller The topology to considerable energy consumption over a large time period
controller is considered to be always on. In addition, th&ithout any tangible gains, as data is rarely being trartedhit
topology controller has formed a routing tree to all othedle® As a result aron-demandouting protocol is more appropriate
in the network over the low-bandwidth radio with itself ag thfor the low-bandwidth network, in terms of long-term energy
root. When an event occurs, the initiator node sends a uniceshsumption.
request to the topology controller over the low-bandwidth .
radio. The controller then selects the candidate nodes to e IMPlementation
woken up and sends unicast control packets to them. AfterBased on the above, we used a custom implementation
the nodes wake up, they inform the controller over the lowof DSR [20] that uses the ETX metric [21] as our 802.11
bandwidth radio (they cannot use the high-bandwidth radiouting protocol and CentRoute [22] as our low-bandwidth
since a path to the controller doesn't necessarily exist) arouting protocol. CentRoute is a centralized on-demandasti
the controller in turn informs the initiator node that thettpa mote routing protocol which provides high degrees of nekwor
exists. The initiator node can then start the data transfer. connectivity in high-density networks. The topology caofisr
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Fig. 2. The testbed used in our experiments, where Stargates are

represented by their ID and standalone motes are indicated by a circle. 1500 ¢
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receives routing input from DSR in order to build up its cache
of paths to all other nodes in the network. When a path request
arrives over CentRoute the controller consults its patlthea
and selects the appropriate nodes for the wakeup based on the 1
most recent valid 802.11 path that existed before the nodes
were put to sleep. It then dispatches wakeup control packef$ 3. Total energy consumption for all nodes in the network as a
to those nodes over CentRoute and waits for those nodeguiaction path length for a 4MByte data transfer, for tvake-path
confirm that they have turned on their main CPU. and wake-all mechanisms.

Since the candidate path is selected based on past informa-
tion and since we consider node failures, it is possible thf%tnctional NesC applications in the resource-rich envisent
the candidate path will be invalid. Therefore, the topolog

controller needs to be able to discover such cases and se éc? 32-bit platform. All the motes ran the MoteNIC soft-

alternative paths, if possible. In our current implemeatat ware [24] which is similar in functionality to the TinyOSerial

. . . Forwarder and enables the host device (PC or Stargate) to use
we only consider node failures that affebbth the main .
. . ; the mote as aetwork interface card
CPU and the MCU and both radios. If a confirmation packet
. . o e . The sleep and wakeup process on the Stargate hardware was
is not received within a specific time period, the controller. ) D L
su[‘nulated by sending specific signals to the Stargate-fpeci

retransmits the request. After a number of repeated regjues o2 o )
the controller considers that node to ioalid. All the paths communication stack (which included the DSR routing module

containing the invalid node are subsequently invalidated nd a neighbor discovery module) from the emulated mote

... code. For our experiments, we chasspendnode as our low-
well and the controller attempts to select another validh frat o .
. . ower state. The suspend-to-on transition time was simalat
order to satisfy the request. As a fallback measure, if nd su

path is known to exist (from the controller’s perspectivied t Eg grig](?ir?Tgte;llzyl grr:;e[rz]o i;j?ﬂ‘:&tgﬁfg fc?rntrfz(iovalllcj)es
controller floods a wakeup requestath nodes in the network. P ' pgiog

controller’s reliability mechanism was set tseconds and
the number of retries was also set %o Throughout our

_ . _ experiments we report mean values. Error bars indioate
In this section, we use experiments on real hardware #nfidence intervals.

order to ascertain the validity of our numeric models as well
as measure the performance of our topology control protocOt Energy Consumption

Since we only had a very limited number of LEAP nodes, Our first experiments involved measuring the energy con-
we conducted all our experiments using our testbed congistsumption of ourwake-pathmechanism and comparing its
of 11 Stargates, each with with a Mica-2 mote attacheg@erformance with that oivake-all mechanism.
Radios are 802.11b on the Stargates and CC1000 running BWe chose Stargat&69 as the node that ran the topology
MAC [12] on the motes. During our initial experiments, wesontroller which consequently was the root of the CentRoute
discovered that even though the 802.11b link topology wage and also the destination node for all other Stargates. A
adequately connected, the CC1000 topology was partitionegh initial bootstrap process, all Stargates attemptedtédksh
In particular, the correlation coefficient between the tivk | valid paths over 802.11 to node9. All the nodes (besides
topologies had am? value of 0.19, with several 802.11 links169) were subsequently put to (simulated) sleep as described
lacking an equivalent in the CC1000 topology. Our topology the beginning of this Section. We then sent a “wakeup”
control mechanism requires the low-bandwidth network ommand to a Stargate which initiated the topology control
be connected; therefore we uséd extra standalone motesprotocol. Once a path over 802.11 had been established,
from our testbed to augment the CC1000 topology. Thee initiated a4 MByte data transfer over 802.11 to node
experimental topology is shown in Figure 2 where the stagyatl 69, again using TCP as our transport protocol. After the
are shown by rectangular numbered boxes. completion of the transfer, we again put all Stargates tepsle

All of our experiments were run using the EmStar framefFhe above process was repeated until we had at least 10
work [23]. The mote-specific code for both Stargate-coregkctsample points for path lengths ranging fronto 5. Our
and standalone motes was run using the EmTOS [24] emutaeasurements involved the number of nodes woken up, the
tion module of EmStar, which allows development of fullyduration of the wakeup process as well as the duration of
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Fig. 4. Energy consumption ratio of theake-pathmechanism versus Fig. 5. Time required for the node wakeup process using the
the wake-allmechanism as a function of path length for 400KBytethe wake-pathand wake-all mechanisms as well the DSR path
4MByte and 40MByte data transfers. establishment time for both mechanisms as a function of path length.

the data transfer and the total number of bytes transmittgg.lce the wakeup operation has completed) and the time
and received. Those values were then multiplied with th@quired for TCP to transfer the data.

energy/power values of Table I. The extra time required for the topology controller to wake

Figure 3 shows the t(_)tal energy consumptipn for all mmesﬂéﬁthe required nodes as well as the DSR path establishment
the network as a function of path length, using the “suspengl- e is shown in Figure 5. As expected, the latency cost of

to-on” power state transition mode. Our expectation, based the wake-all mechanism is independent of the path length,

the numef:fr]c.al mzdelshtha}(trwﬁlke—pﬁthmechan|sn:r IS mdo[)e since all nodes are being woken up. When usingithke-path
ehnergy % |((j:|ent tlan Lwa e-alimec lanlsm IS cr?n 'ane %Y mechanism, the topology controller needs to contact thesiod
the testbed results. However, we also note that there Is an, e a5 wait for replies from them. Moreover, even though

order-of-magnitude difference between the numerical t®@SU-q 1route employs link-layer retransmissions, therevigys

ahnd thehtlestbehd_ ones which hbecomes ?spehcf‘lallly pro anL_‘,n(_:e Brobability of a packet loss and the probabilityadfeast one
Le pat her;fgt .|ncr§as§s..c;rh\(/ehrer?§on orr: IS alrlge hem&tr: control packet being lost increases as the number of control
ue to theeflective bandwidthvhich is much smaller than the . oo increases, i.e. when the path length increases. The

nominal bandwidth of 802.11b (1 Mbit/sec in ad-hoc mode fQr, g1 (or the node that requested the path) will timeou

our Stargate testbed) gsed in the numerical modg-l. As atreﬁ]ug reply has not been received afteseconds as mentioned

, ; therefore the increased probability of a pmck
4955 also has an effect on the latency of the path establishme

as the nodes need to keep their main CPU and 802.11b raig - anism. Nevertheless, we note that the latency penialty o
on for significantly longer time periods.

: _ the wakeup mechanism itself is fairly low. Considering that
Based on Equations 6 and 7, the energy gainsvake-

. =~ the simulated suspend-to-on timesiseconds, the actual delay
path compared towake-all are higher for smaller data sizes

X ° i induced by the protocol is approximatedyseconds at higher
Figure 4 shows this to be indeed the case for our testbﬁgth lengths.

experiments. Thavake-pathmechanism IS up {®0% more The DSR path establishment time on the other hand requires
energy efficient than thevake-all mechanism when transfer-

. . - onsiderably more time than the wakeup mechanism itself and
ring 400 KBytes of data. The qwfe_rences become S'gn'f'@’am& also dependent on the path length. This is to a large extent
less pronounced as the data size increases and the dafartra Se 1o our particular implementation of DSR, where, in order
ererdy cost hecomes e most dominant eneray conSuMPYS el with unreliable links as well as limit the overhead of

- 719 . . epath discovery, the time between consecutive route regjuest
to-total-nodesratio, . As the path length increases, so does : :
. Was set tol0 seconds. Setting the timer foseconds resulted
r and consequently the energy consumption ofuia&e-path

mechanism also increases in an average o.f 2-5 seconds regluction i.n thg delay. As an
' further optimization, we have considered disabling DSReou
discovery after a wakeup operation and instead piggybaek th
required routing information on the wakeup packets senhby t
Our next experiments focus on characterizing the timirtgpology controller. We also note that DSR path establisitme
properties of thewake-pathand wake-all mechanisms. Intime is independenbf the choice of a wakeup mechanism,
particular, we are interested in discovering the time nexglii as path establishment happens after the wakeup process has
for the wakeup operation, the DSR path establishment timempleted.

B. Latency
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501 1 TCP for our single-node-failure scenario as well as a normal
o 5 : . ; 6 scenario without any node failures. We ran each scersdrio
Path length (number of nodes) times and report average values.

Table 1l shows the results of our reliability experimenteTh

Fig. 6. Transfer time for a 4 MByte TCP data transfer as a funCtiobeiabiIity mechanism ofwake-pathallowed it to establish
of path length. successful paths i29 out of 30 runs vyielding a reliability
percentage a96.7% for the single node failure case. However,
the reliability mechanism induces significant delay in term

This is due to the current implementation of the topology
Gntroller which attempts to wake up a candidate Stargate up
% times in a row, withs second timeout intervals in between

ccessive attempts. Moreover the effective bandwidtthef t
end-to-end path is reduced in the single-node-failure aten

The dominant latency factor in the entire system is t
data transfer time which can be almost an order magnitu
more than the expected time based on the capacity of
link, as shown in Figure 6. Even in the one-hop case (pa,g
length of 2) the average data transfer timesds87 seconds,

corresponding to a bandwidth @59 Kbits/sec. Moreover, This is expected since thweake-pathmechanism first attempts

there is a significant increase in latency (which translat%; bring up thebest path based on the ETX metric which is
directly to an increase in energy consumption as shown e path with the highe’st throughput

Figure 3) when the path length dsnodes. This is due to our Based on our encouraging initial testbed results, in the

expgnmeptal topology, where_ the cgntral node.s haye h'grﬂYture we plan to test our topology controller protocol ire th
varying links and often unreliable links to their neighhor

S . .
e o . actual LEAP platform as well as evaluate its performance in
with link qualities ranging fromd0% to 95%. Those central P b

nodes (in particular nodes 168 and 129) alwaysfound in outdoors and real-world deployment scenarios.
path lengths of 4 nodes or more to destination 169. This & als VI. RELATED WORK

the reason why the time for DSR path establishment exhibits
considerably higher delay when the path length is 4 nodes

more (Figure 5). Consequently the end-to-end path remab”higher—bandwidth radio in a tiered architecture [8], usthg

of long paths can be as low 8% or less at times. ti1econd radio as a paging and control channel for resource and

TCP is known to perform poorly when the end-to-end pa ighbor discovery and mobility support [14]. [16]. [15]can
exhibits such high losses (in addition to consecutive pac%r%ransmission theduIing [17%_ pport {14], [16], [15]

losses). As a result we are considering using alternatarestr

8rior work on multi-radio systems has focused on hierar-
Hical power management [26], exploiting the capacity &f th

; , o Turducken [26] is a multi-tiered power management archi-
port protocols like D.TN [25] or !OSS' or ereless-opt|m|zed[ecture for mobile systems. The mobile devices are congrise
TCPs for our future implementations and deployments. of three individual nodes: a mote, a PDA and a laptop. The
mote remains always on while the PDA is duty-cycled and
used in system tasks and application tasks that do not eequir
Our final experiment focused on the reliability aspects ef thuser input and finally the laptop is used only whenever user
wake-path mechanism. For this, we used a sinspigle-node input is required. Turducken is similar to our system in tihat
failure model, where we turned off a node along the expecteses both low and high-bandwidth radios and multiple tisrs a
pathbeforesending a wakeup signal. For this experiment, waell as being able to activate higher-power tiers like theAPD
chose a single Stargatd2@) as our sender and agairt9 and the laptop from the lower-power tier. However, the use
as the receiver and the host of the topology controller. rAftef the low-bandwidth radio is limited to time synchronizati
the bootstrapping process was completed we again placedlalbddition the high-bandwidth radio is only used in single-
Stargates to sleep. We then queried the topology controltesp infrastructure mode so there is no need for multihop path
to discover the path that would be selected should a wakeegtablishment.
request arrive fromi23 and randomly turned off one of the Yarvis et al. [8] propose using selected line-powered nodes
nodes in the path (excluding the endpoints). We measured thiéh high-bandwidth radios as backhaul links to deliveradat
wakeup delay, the number of nodes turned on bywlaée- with the goal of increasing the lifetime of the entire netiwor
path mechanism and the end-to-end bandwidth reported Bis work is similar in that it consists of a tiered networked

C. Reliability



system with both high and low-bandwidth nodes. Howevesre most beneficial when the sensor event frequency is low but
its goal is to use the longer range and increased bandwidliey can be counterproductive when events are very frequent
of the high-bandwidth radio to reduce the total number of We evaluated the performance of our proposed mechanism
transmissions and thus the energy consumption of the maieterms of energy consumption and latency using a testbed
class devices. In contrast, our system uses the high-bdtidwicomprised of Stargate and mica2 nodes. Our results show that
radio as its primary data transfer device and focuses oor mechanism provides energy savings of more t6@#
reducing the energy consumption of the high-power nodescompared to a mechanism that wakes up all the nodes while
Using the low-power radio as a paging and control channigcurring up to12 seconds of additional delay. Finally, our
and as a means to wake up a higher tier has been exploiejplogy control mechanism was able to deal with singleenod
in [14] and [16]. Wake-on-Wireless [14] is a two-tier systenfiailures and establish alternative path7% of the time.
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