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ABSTRACT OF THE DISSERTATION 

Effect of Grain Boundary Chemical Segregation on Electrical Transport in Complex Oxides 
 

By 
 
 

Hasti Vahidi 

Doctor of Philosophy in Materials Science & Engineering 

University of California, Irvine, 2024 

Professor William J. Bowman, Chair 

 

The significance of polycrystalline ceramic oxides as material candidates for applications 

in and beyond electronics, information technology and energy storage/conversion is undeniable. 

However, to further enhance the functionality and scalability of polycrystalline oxides for real-

world applications, considerable efforts have been focused on tuning macroscopic properties 

including electrical conductivity through the design of new chemistries and structures at atomic 

scale. Of particular interest, is understanding the role of grain boundary (GB) chemical 

segregation in electrical conductivity, to engineer effective GBs with improved electrical 

conductivity. GBs make up a considerable volume fraction of polycrystals, particularly in nano 

sized grains and have different structure and chemistry and therefore properties compared to that 

of the grains.  

While the influence of GB segregation in electrical conductivity of most binary oxides 

(containing one cation) and slightly doped, dilute solid solutions (containing < 1 mol% dopant 

concentration) is extensively studied, there is a noticeable gap in understanding GB segregation 

behavior in complex oxides, which comprise the most technologically important ceramics. In this 



 xiv 

work, we thus seek to expand the understanding of GB segregation in 2 different complex oxides 

defined here as oxides containing 2 or more cation species and more than 1 mol % of each in the 

lattice, with the goal of improving GB and total electrical conductivity. 

 The first part of this work aims to simulate cross-GB oxygen ion (O2-) conductivity in a 

concentrated gadolinium-doped ceria (Gd0.25Ce0.75O2-d) model system using the experimentally 

measured defect distribution profiles near the GB. Using aberration-corrected STEM-EELS and 

ELNES, we quantify Gd segregation, oxygen vacancy (VO
•• ) depletion and Ce3+ segregation to 5 

random GBs. This information is then used to develop a phase field model that calculates defect-

defect interaction energies (that were ignored in conventional models for dilute solid solutions), 

and inputs them to the Martin-Nakayama model, to predict the conductivity across each 

individual GB. Our results suggest that unlike in dilute solid solutions, where conductivity has a 

monotonic relationship with the concentrations of VO
••  near the GB, conductivity in a 

concentrated gadolinium-doped ceria is not solely dependent on the VO
••  concentrations. Instead, 

conductivity tends to peak when optimal amounts of VO
••  are present. This is a reasonable 

observation, considering that the interactions between defects (e.g., VO	
•• and Gd solutes) influence 

the mobility and migration of O2-across GBs. In summary, we divide the studied GBs into 2 

categories: “type a” and “type b”. Unlike the type a GB, which is likely a better O2-conductor 

with higher VO
••  depletions (~ 0.14 – 0.15 mole fraction which is the optimal amount mentioned 

above), type b GB is likely a poor O2- conductor with lower VO
••  depletions (~ 0.7 - 0.9 mole 

fractions). It should be noted that both type a and type b GBs have similar amounts of Gd3+ 

dopant and Ce3+ local electron concentrations.  
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The second part of this work explores the changes in the GB chemistry of a single phase 

(CoCuNiZnMg)O entropy stabilized oxide (ESO) rocksalt as it undergoes heat-treatment induced 

phase transformation. We hypothesized that the phase transformations result in changes in the 

concentrations of charge carrying defects in grains and at the GBs, affecting charge transport 

properties. Aberration-corrected STEM coupled with EDS and EELS is used to study the phase 

evolution at atomic-scale, by analyzing one single-phase (ESO-single) and two multiphase ESOs 

(heat treated at for 2 and 24 h at 700 °C - ESO-2h and ESO-24h). Our findings directly reveal 

that Cu segregates to the GBs in ESO-single, with homogenous distribution of all cations to the 

grains. In multiphase ESOs, an enthalpy stabilized Cu-rich tenorite secondary phase forms at 

some GBs in ESO-2h and at all GBs in ESO-24h. Additionally, Cu-rich tenorite and Co-rich 

spinel secondary phase particles are found in grains of ESO-24h. Changes in the electrical 

conductivity are then measured using electrochemical impedance spectroscopy (EIS). No 

resistivity contribution is detected for the GBs in ESO-single, suggesting that the insignificance 

of GB space charge potential. Upon heat treatment, the electrical conductivity of grains increases 

by 2 and 4 orders of magnitude in ESO-2h and ESO-24h, respectively. We attribute this 

significant enhancement to the formation of additional Cu+/Cu2+ pairs in grains introduced by the 

secondary phases. As hypothesized earlier, the altered GB chemistry plays a significant role in 

dictating charge transport properties of this ESO by allowing the nucleation and formation of 

secondary phases. We find that, while the conductivity across GBs covered by tenorite particles 

is much lower than that of the grains, ESO’s total conductivity still experiences a significant 

increase in this system with ~2-μm average grain size. 
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CHAPTER 1: Introduction 
1.1 Motivation 

Electricity is undoubtably an essential part of modern society and determines the quality 

of life on Earth9. Today, most of our electricity comes from combusting fossil fuels (e.g., natural 

gas, coal, etc.) and biomass (e.g., wood, animal residues, etc.). The heat generated from the 

combustion process is converted to electricity using technologies such as steam boilers or gas 

turbines. Unfortunately, these processes produce large quantities of carbonous gasses such as CO2 

that are the principal driver of climate change and air pollution10. Today, fossil fuels provide about 

80% of our global energy and due to the increase in energy use, emissions are expected to rise 

every year, worsening climate change11. Therefore, the innovation and adaptation of technologies 

that produce electricity with minimal greenhouse gas emissions are critical to mitigate the yearly 

increase in temperature and stabilize it at 1.5 °C by 204012. 

Polycrystalline ceramics are key to the newly developed low or net-zero emission 

technologies such as solid oxide fuel cells (SOFC) and batteries, due to their intrinsic properties 

such as high thermal, and chemical stability even under severe conditions, low costs, and 

production scalability. Additionally, while most commercialized ceramics (e.g., cathode materials 

in Li-ion batteries or gadolinium-doped ceria in SOFC) have not yet reached desired energy 

generation or storage efficiencies, the flexibility in engineering them to achieve novel functional 

properties sets them apart from other materials candidates and technologies. As an example, 

developments and recent progress in solid electrolytes for SOFC are discussed. Fuel cells convert 

currently available fuels (hydrogen, methane, etc.) to electricity with a higher efficiency than 

combustion engines, exceeding 60%. While hydrogen polymer exchange membrane fuel cells 

(PEM FC) only emit water, they rely on the expensive Pt group metal/metal-alloy catalysts which 
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increases the costs and limits their adaptability. On the other hand, SOFC are among the most 

efficient fuel cells that operate by the oxidation of fuel such as H2 at anode and reduction of oxygen 

at cathode13. In SOFCs, the solid ceramic-based electrolyte, sandwiched between anode and 

cathode (Fig. 1.1), is responsible for the conduction of oxygen ions to anode and it the primary 

reason for higher operation temperatures in SOFC (750-1000 °C) compared to other fuel cells. 

 

Fig. 1.1. Schematic of a solid oxide fuel cell. Oxidation of fuel happens at anode and 
reduction of oxygen is shown at the cathode electrode. Electricity is generated in the external 
circuit. 

 Even though ceramics are known for high temperature durability, higher operation 

temperature of SOFC is not ideal and can leads to issues including higher costs, long-term 

durability concerns and incompatibility with small scale applications, motivating the development 

of intermediate temperature SOFCs (500-750 °C)14. Among candidate electrolytes for intermediate 

Oxygen ions
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temperatures, gadolinium-doped ceria (GDC) has great electrochemical stability but shows a much 

higher grain boundary (GB) resistance compared to counterpart yttria-stabilized zirconia (YSZ) or 

scandia-stabilized zirconia (ScSZ), which adversely impacts SOFC efficiency. In general, GB ionic 

conductivity in most manufactured electrolytes can be 102 – 108 times lower than that of 

grains4,15,16. Therefore, significant research has focused on reducing the resistance of GDC GBs 

via tuning the structure and/or composition through doping, alternative sintering techniques17, or 

ion radiation. The challenge to enhance GB conductivity goes beyond SOFC and can play a 

significant role in other renewable technologies including proton conductors7 and Li-ion 

conductors for PEM fuel cells/electrolyzers and Li-ion batteries.1 An example GB resistive to Li-

ion conductivity in a perovskite oxide is shown in Fig. 1.2. 
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Fig. 1.2. Schematic of the atomic configuration of a specific GB type based on HAASD-STEM 
images and EELS analysis, along with an illustration of the decreased Li site concentrations at the 
GB. (Reproduced from Ref.1) 

The study presented in chapter three of this work is motivated by the overarching goal of 

enhancing the ionic conductivity of GBs in dilute and concentrated (doped) polycrystalline 



 5 

ceramics. A concentrated 25 mole % gadolinium doped ceria is selected as a model system for 

intermediate-temperature SOFCs and oxygen ion conductivity across individual GBs is predicted 

using an experimental-computational framework that considers charge carrier distributions 

measured using transmission electron microscopy and spectroscopy. This information allows for 

tuning GB conductivity for specific application using synthesis techniques such as spark plasma 

sintering (SPS) or cold sintering18 that have proven to control GB chemistry and defect profiles. 

1.2 Grain boundary segregation 

A GB is an interface where the two grains of same phases (i.e., equivalent stoichiometry 

and crystal structure) come together. Due to their disordered structure, GBs tend to have a 

stoichiometry different from that of grains and defect formation energies (such as oxygen 

vacancies or Schottky point defects) are usually lower in GBs. As a result, segregation of solutes 

to GBs is a common observation and usually tends to reduce the total Gibbs free energy of the 

system19, example shown in Fig. 1.3. Segregation can be an equilibrium or non-equilibrium 

phenomenon. Equilibrium segregation is based on the intrinsic chemical properties of the system, 

while the non-equilibrium stems from systems processing and thermal history; for example, 

coupling of solutes with oxygen vacancies at the GB. Equilibrium segregation is typically driven 

by factors including the electrostatic potential at the GB space charge layer. Elastic strain energy 

due to the lattice disorder (variation in size of solute and host atoms/ions) is another driving force, 

which creates lower energy sites for solutes at the GBs.  
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Fig. 1.3. Schematic of GB segregation in a ceramic oxide with dark circles representing 
segregated solute ions.(Reproduced from Ref.2) 

1.3 Grain boundary conductivity and space charge layers 

In a polycrystalline material, charge carriers must transport through both grains and 

across/along GBs, as GBs make up a significant volume fraction of the materials, particularly 

when grain size is smaller. Due to their structural and compositional deviations from grains, GBs 

tend to have a different contribution of conductivity, acting as fast or slow conduction pathways. 

As an example, oxygen ion transport across a polycrystalline zirconia involves oxygen ion 

hopping via oxygen vacancies through the grains and across the GBs, not along GBs, due to their 

high resistivity. The high resistivity phenomenon at GBs of such ceramics is attributed to the 

formation of an intrinsic electrostatic space charge layer (SCL) at GBs20–22. It is well-accepted 

that a high concentration of oxygen vacancies exists at the GB core. Due to the positive charge of 
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these oxygen vacancies, compared to divalent oxygen anions in the grains, a net positive 

electrostatic potential is created at the GB core, resulting in redistribution of other charges 

around GB core, forming SCL that are typically a few nm wide. As positive oxygen vacancies at 

GB core repulse other positive charges, the rest of the oxygen vacancies are depleted from the 

SCL and are unable to participate in charge transport, ultimately leading to the resistive GBs, 

which reduce total conductivity. In the case of doped ceramics such as yttria-stabilized zirconia 

and gadolinium-doped ceria, substitutional solutes with a net negative charge (e.g., Gd3+ 

substituting a Ce4+ with a net charge of -1 or GdCe
'  according to Kröger & Vink notations23) 

accumulate near the GBs due to the attractive electrostatic force between positive GB core and 

negative solute. While the segregation of solutes can adversely impact GB conductivity by 

increasing conductivity activation energy through increased solute-vacancy interactions, research 

shows that the concentration or type of segregated solutes be used as tools to alter conductivity 

by changing the space charge potential15.  

Nowadays, conventional models are available to predict defect concentration profiles 

near the GB under different space charge potentials such as Mott-Schottky (M-S)20,24, Gouy-

Chapman (G-C)24 and Poisson- Boltzmann25. Fig. 1.4 shows the distribution and concentrations 

of defects at and away from the GB according to M-S and G-C.  
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Fig. 1.4. Space charge profiles of acceptor dopant, oxygen vacancies, and electron near a GB 
interface with a space charge potential +0.44 V, according to both the G-P model and the M-S 
model. Reproduced from Ref.3. 

However, these models assume a reasonably dilute solid solution (i.e., < 1 mol %) in 

which defects are not interacting with each other. Therefore, there are uncertainties about the 

influence of higher-level dopants and there has been effort to include the defect interaction 

contribution to the models22,26,27. Concentrated solid solutions are particularly important as the 

most useful compositions for solid electrolyte applications and therefore, there is a need for 

development of theories capable of explaining these regimes as well. It is worth noting that due 

to limited simulation cell size, it is hard to use DFT for ascertaining point defect distributions in 

concentrated solid solutions28.  
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1.4 Heterointerfaces 

A heterointerface (HI) describes an interface between two phases that differ structurally 

and/or chemically29. Fig. 1.5. contains schematic diagrams and BF-TEM micrographs of GBs 

and HIs in a single phase and a multiphase polycrystalline oxide. GBs/HIs comprise an 

approximately two-dimensional “core” or “structural” region where the atomic structure deviates 

from that of both adjacent crystals over ~1 unit cell in the direction normal to the interface plane. 

A diffuse three-dimensional “space charge zone” or “chemical” region extends up to several nm 

into adjacent crystals depending on the point defect concentration30. 

https://www.mdpi.com/2073-4352/11/8/878#fig_body_display_crystals-11-00878-f002
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Fig. 1.5. Schematic diagrams of interface between (a) same material (GBs) and (b) different 
materials (HIs) at atomic scale (c) BF-TEM micrograph of GBs in a polycrystalline Gd/Pr co-
doped CeO2 (d) BF-TEM micrograph of HI and GBs in a polycrystalline MgAl2O4, YSZ and 
Al2O3 multiphase oxide. Grains in red and blue in (a, b) are depicting different materials with 
different chemistry and crystal structures for demonstration (Reproduced from Ref.4–6. 
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1.5 Entropy stabilized oxides 

A grand challenge facing materials science and engineering in the upcoming years is the 

continuous need to identify new compositions and engineer their properties. Utilizing entropy 

stabilization as a material design strategy rose from the metal community more than 2 decades 

ago, to introduce new, potentially useful materials31,32. In 2015, this concept was introduced to 

the ceramics community by Rost et al 33. The newly discovered materials, called high entropy 

oxides (HEO) are composed of 5 distinct cations sitting in an anion sublattice, forming a single-

phase crystal structure with homogenous distribution of cations. Later, entropy stabilized oxides 

(ESO) were defined as a subset of HEO, in which entropy dominates the enthalpic term and 

allows for the formation of a single phase, without one or more of the parent constituents.  

Interestingly, it was shown that ESO can reversibly convert to multiphases, proving the 

dominance of entropy over enthalpy. Since both HEO and ESO greatly expand the available 

compositional space and possess promising functional and mechanical properties 34, they are 

strong candidates for solid electrolytes in batteries, fuel cells/electrolyzers, solid-state 

electrochemical devices, etc35–40. Reasonable electrochemical stability due to the sluggish nature 

of diffusions and coexistence of active and inactive components during the redox reaction in 

battery cycling are among the other attractive properties of these materials 41,42. In addition to 

oxides, other high entropy systems such as carbides 43–46, borides 47–49 and nitrides 50–52 have 

been the topic of interest of several studies. Entropy stabilization can form unique and long-

range crystal structures and local compositional disorder in the lattice1. In oxides with O-M-O-M 

bonds, factors such as the M cation coordination number, bond length, angle, energy, degree of 

covalency, and vibration frequency are influenced by compositional complexity imposed through 

the distribution of M cations, allowing tunability of functional properties, such as 
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thermoelectric2, dielectric3,magnetic4, electronic5, ionic6, thermal conductivity7, and catalytic 

activity8  that are useful in energy storage and conversion9,10. 

1.6 Scientific Problem and Research Objectives  

Grain boundaries (GB) play a determining role in the macroscopic functional and 

mechanical properties of polycrystalline materials including ceramic oxides, as elaborated in 

previous sections. Large scale production of such materials is relatively easy and cheap 

compared to single crystals synthesis or thin film deposition. Unfortunately, most existing grain 

boundaries in ceramics negatively influence the overall properties, a phenomenon known as GB 

effect, which limits the functionality and adaptation of technologies that heavily rely on 

polycrystalline ceramic oxides. It is noteworthy that there are GBs with enhanced properties 

observed in some polycrystals as well.  As a result, scientists and engineers have spent decades 

on understanding the GB effects in many material systems, with the goal of enhancing GB 

properties. This can be done using structural or compositional tuning through a variety of 

ceramic processing and sintering methods. Such findings can lead to the creation of a new era of 

material design and large-scale production of polycrystalline ceramic oxides for aerospace, 

automotive, energy storage and conversion, defense and more. In addition, the significance of 

this research is not limited to conventionally sintered polycrystalline ceramics, as GBs are 

commonly seen in ceramic thin films and can influence their properties and applicability in 

multilayered micro-devices. 

Additionally, the concept of GB engineering, once established, can be applied to tailor the 

properties of many other interfaces in materials and devices such as heterointerfaces in 
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multiphase materials and interfaces between multilayer devices such as solid-state batteries53 and 

microelectronics54.  

However, big problem requires bigger solutions. While the extensive body of research so 

far has led to novel discoveries, there is still room for improving our understanding of grain 

boundaries, particularly with respect to complex oxides. The term complex oxide used throughout 

this dissertation refers to oxides with 2 or more cation species and more than 1 mol % of each in 

the lattice. The grain boundaries in so-called complex polycrystalline oxides are more difficult to 

analyze, predict and improve due to the existing of more constituting elements and possibly point 

defects.  

This work attempts to bridge this gap in the literature through synthesis, characterization, 

and modeling of GBs in complex polycrystalline oxides. Two promising and different complex 

polycrystalline oxide model systems (gadolinium-doped ceria and (Co,Cu,Mg,Ni,Zn)O entropy 

stabilized oxide) are selected and synthesized via conventional and spark plasma sintering (SPS). 

Due to the fine nature of these interfaces, useful characterization techniques are limited to a few 

with high enough resolution and efficiency. Here, the role of GBs and grain structure and 

composition in charge transport/electrical conductivity is investigated by scanning/transmission 

electron microscopy (S/TEM) coupled with spectroscopy (EDS and EELS) as well as 

electrochemical impedance spectroscopy (EIS) (see methods in chapter 2). STEM enables offer 

unique capabilities for such explorations in polycrystalline oxides by enabling qualitative and 

quantitative analysis of structure and chemistry down to the atomic scale. EIS enables resolving 

GB electrical conductivity. The findings of this work can expand our knowledge on transport 
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phenomenon in many materials systems and help design defect chemistry in a way that meets the 

needs for energy storage and conversion. 

Despite the similarities in the two material systems and exploration techniques used, each 

project involves a unique investigation approach, covering different aspects of GB analysis, yet 

with one cohesive goal of enhancing GB properties for future applications not limited to solid 

electrolytes in solid-state batteries and fuel cells, oxygen sensors, membranes, and thermal barrier 

coatings. Detailed research objectives of each project are provided below:  

Project 1: Gadolinium-doped Ceria 

This project involves the synthesis and characterization of a 25 mol% gadolinium-doped 

ceria with fluorite crystal structure as a concentrated solid-solution. Five randomly selected GBs 

are probed vis STEM/EELS to measure the atomic concentration of charge carrying point defects 

(Gd3+ solutes, electrons localized at Ce3+, and VO
••) across each boundary. Each measured set is put 

into a phase-field model that calculates defect-defect interaction (ex. oxygen-vacancy-dopant) 

energies and incorporates them into the Martin-Nayakama model for conductivity prediction55. So 

far, limited research has been done on the influence of defects-defect interactions in GB 

conductivity, which is a significant factor for complex polycrystalline oxides with high 

concentrations of dopants (> 1 mol%) or high number of cation configurations, that are the most 

technologically relevant solids. We hypothesize to find a relationship between defect 

concentrations and predicted conductivity values at each individual GB. The findings will enable 

the optimization of total conductivity through engineering GB chemistry by sintering and 

processing routes, such as spark plasma sintering, cold sintering, or ion beam radiation.  
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Project 2: (Co,Cu,Mg,Ni,Zn)O Entropy Stabilized Oxide  

This work focuses on measuring charge transport in an entropy stabilized oxide (ESO) as 

it undergoes heat treatment induced phase transformation. Single-phase ESOs were synthesized 

via solid-state powder processing and spark plasma sintering. Two specimens were heat treated 

for 2 and 24 h at 700 °C, to undergo phase transformation. The composition and structure of each 

ESO sample was explored via S/TEM EDS and EELS. EIS was used to identify the electrical 

conductivity and conductivity activation energy. We hypothesize that GBs play a role in 

stabilization of single phase by accommodating cation species that may reduce to the GB. The 

segregation of some cations to the GBs can cause a noticeable GB space charge potential and 

influence GB conductivity. As the ESO undergoes phase transformation, GB’s role in 

conductivity may change, due to potential accommodation of second phase particles in the GB, 

that can influence defect chemistry. This is the first work focusing on composition and 

conductivity of GBs in ESOs and will shed light on the nature of GBs in ESO, with specific 

focus on their role on electrical conductivity. The results of this work allow for tuning single and 

multiphase ESOs with superior functional performance.  
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CHAPTER 2:  
2.1 Material Fabrication 

2.1.1. Co-precipitation Particle Synthesis 

Nanocrystalline ceramic particles can be synthesized using various routs. Particles 

prepared via soft chemical routes, including co-precipitation and sol-gel methods co tend to have 

smaller sizes leading to higher densification kinetics and sinterability56. Particle size is shown to 

have a significant role in the densification process of sintered ceramics57. The co-precipitation and 

sol-gel methods are commonly used for synthesis of nanoparticles. In each method, different 

parameters like pH, reaction temperature and time, concentration of the initial solution play an 

important role particle shape and size. Both methods require dissolving appropriate amounts of 

metal nitrates in deionized water followed by the addition of a complexing agent such as ethylene 

glycol (C2H6O2). Unlike in aqueous sol-gel58, the reaction and solution environment lead to 

formation of a gel, co-precipitation56 requires the stirring the solutions for several hours, leading 

to precipitation of particles, that will then be filtered and washed properly.  

2.1.2. Conventional and Spark Plasma Sintering 

Conventional sintering ceramic particles involves consolidation of particles by heating the 

green body to high temperatures for long times below the melting point, in which separate particles 

diffuse to the neighboring particles and bond together. Reduction of particle surface energy by 

minimizing air-particle interfaces is the driving force for sintering process. Since sintering is a 

diffusion process, it often requires several hours to allow for particle diffusion in solid-state form. 

As a result of sintering, pores formed in the green body tend to shrink or close, leading to 

densification of bulk ceramic with enhanced mechanical properties.  
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To enhance the densification process of ceramics and control microstructural features such 

as grain size, advanced sintering techniques are invented that use additional external forces for 

sintering. Among these methods, park plasma sintering (SPS) utilizes uniaxial force and a pulsed 

direct electrical current (DC) under low atmospheric pressure to speed up the consolidation of the 

powder, achieving enhanced densification in short periods of time (a few minutes)59,60.  

2.2 Electrical Characterization  
2.2.1. AC- Impedance Spectroscopy (AC-EIS) 

Electrical conductivity is the migration of charged species through a medium and can be 
calculated using the following general equation:  

 𝜎	 = 	𝑛	 ⋅ 	𝑞	 ⋅ 	µ	 Eq. 2.1  

Where n is the concentration of charge carrier, q is the charge of the charge carrier and µ 

is the mobility of charge carrier in the environment that depends on factors such as 

concentrations of charged and neutral species in the environment and temperature. In ceramic 

oxides, mobile charged species are often positively or negatively charged ions such as Li+ and 

O2- or localized electrons or holes (also known as small polarons) that hop through an oxide 

lattice via defects including oxygen vacancies61 (example is O2- conductivity in gadolinium-

doped ceria) or transition metals cations with more than one available oxidation state62 (example 

is Ce3+ localized electron in ceria). 

In a polycrystalline ceramic, the total electrical conductivity (ion or localized 

electron/hole) comprises conduction through grains and across GBs (in the case of GBs being 

highly resistive). GBs tend to have several orders of magnitude difference in conductivity from 

that of grains.  Less often, GBs have a higher conductivity than that of the grain, resulting in 

conduction through the GB network. The conductivity of a polycrystalline ceramic can be 
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measured using ac-electrochemical impedance spectroscopy (AC-EIS), assuming the 

microstructure consists of fully dense arrays of cubic grains separated by uniform GB layers, Fig. 

2.1. This strategy or the so-called brick layer model has been extensively used in literature63,64 

and considers grain sizes with an average width of G and GBs with a uniform thickness of g. In 

this model, GBs are either arrange perpendicular or parallel to the conduction direction. 

Fig. 2.1. Schematics of brick layer model for measuring the conductivity of polycrystalline solids 
with grains (grain interiors) depicted as cubes with a width of G and GBs depicted as uniform 
layers with a thickness of g. Reproduced from Ref.7. 
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In AC-EIS, an AC voltage of Et with signal amplitude of E0 and radial frequency of w = 

2pƒ is applied to the sample, inducing a current of It that is out of phase with Et by phase angel j 

as can be seen below: 

 𝐸" 	= 	𝐸# 𝑠𝑖𝑛(w𝑡) Eq. 2.2  

 	𝐼" 	= 	𝐼# 𝑠𝑖𝑛(w𝑡	 + 	j) Eq. 2.3 

The impedance of the sample, Z, can be defined as:  

 𝑍 =  $!
%!
=  	$" &'((w")

	%" &'((w"	+	j)
= 	𝑍#

&'((w")
&'((w"	+	j)

 Eq. 2.4 

Assuming 𝑍# is the magnitude of impedance and based on Euler’s relationship, Z can be written 

as: 

 𝑍(w) 	=  $!
%!
= 	𝑍# 𝑒𝑥𝑝( 𝑗j) 	= 	𝑍#(𝑐𝑜𝑠 j	 + 𝑗 𝑠𝑖𝑛 j)	 Eq. 2.5 

When plotting the real and imaginary components of impedance or Zreal and Zimaginary in x 

and -y direction as a function of frequency yields a spectrum called a Nyquist plot, that helps to 

present and extract impedance information from the sample. Nyquist plots usually contain a 

series of arcs each of which correspond to impedance response of an electrically independent 

component of the sample, see Fig. 2.2.  



 20 

 

Fig. 2.2. A typical impedance spectrum for a solid with GBs and blocking (or partially blocking) 
electrodes. The equivalent circuit model shown with definitions of impedance for a resistor and a 
capacitor. Reproduced from Ref.3. 

In a polycrystalline sample, the arcs are usually attributed the grain, GB, and electrode. 

To determine the conductivity values of each of these components, a Nyquist plot is fit to an 

equivalent circuit model with elements that mimic the electrical response of each component and 

are connected in series or parallel. The equivalent circuit model in this case typically contains a 

single resistor in series with 2 parallel resistor-constant phase elements (CPE) subcircuits. A CPE 

is a non-ideal capacitor which has an uneven distribution of charge alongside the capacitor. CPE 

has an impedance given by Eq. 2.6. where Q denotes the CPE: 

 𝑍, = [(𝑗𝜔)-𝑌]./		 Eq. 2.6 

Where 𝛼 and 𝑌 are constants. 𝛼 ranges between 0 – 1 and is experimentally found to be 

closer to 1, suggesting that CPE behaves like a capacitor.  Each RQ pair in the model represents 

an independent phase/component in terms of impedance behavior. These components can either 

correspond to grain, GB, or electrode. Eq. 2.7. was used to calculate grain conductivity: 

 𝜎012'( = 𝑅𝐴 ⋅ 𝐿./     Eq.2.7 
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To determine the GB conductivity based on the derivation of brick layer model, the ratio 

of the microstructural data (G: average grain width and g: GB thickness) can be used. If not 

available, the ratio of the geometric capacitance of grain and GB (𝐶012'( and 𝐶03) can be used65. 

The geometric capacitance values can be determined from the capacitance values measured from 

the Nyquist plot. The GB conductivity can be determined using Eq. 2.8: 

 𝜎03 =
4
5
/
6#
@7$
7#
A 		 Eq. 2.8 

Where C1 is the geometric capacitance of grain and C2 is the geometric capacitance of 

GB. 

2.2.2. Conductivity Activation Energy 

The activation energy of conductivity is shown with Ea and can be calculated for grain 

and GB using the slope of Arrhenius plot of Ln(sT) as a function of 1/T using the following 

equation: 

 𝜎𝑇 = 𝜎#
%&'
() 			 Eq. 2.9 

2.3 Physical Characterization 
2.3.1. X-Ray Diffraction (XRD) 

X-ray diffraction (XRD) is a powerful tool for identification of crystalline phases and 

structures in materials. It is widely used in research and across many industries. In addition to 

phase and structure, other useful information can be obtained from XRD including stress 

measurements and texture or orientation analysis. The XRD technique shines x-ray beams through 

the materials, bouncing off the atoms in the structure, which changes the direction of the beam at 

some different angle from the original beam. This angle is called the diffraction angle, and it is 

caused by constructive interference as when beams. The angel of diffraction can be used to 

determine the differences in atomic planes or d using Braggs law: 
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 		𝑛𝜆 = 2𝑑 sin 𝜃 	 Eq. 2.10 

Where λ is the wavelength theta is the angle of diffraction, d is the distance between atomic 

planes. The distance between atomic plates can then be used to determine composition or 

crystalline structure. 

2.3.2. Scanning Electron Microscopy (SEM) 

Fig. 2.3. X-ray diffraction diagram showing a diffraction peak and information content that can be 
extracted. From Ref.8. 
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Scanning electron microscopy (SEM) is a technique used to image and analyze the 

microstructure, surface of materials using the electron beam. In SEM, an electron beam is 

focused to a spot and is scanned sequentially across the area of interest in the sample. Due to the 

interactions of electrons, different signals are emitted from the specimen which can be collected 

by various detectors. Intensities of signals collected from each specific location are used to 

modulate a pixel corresponding to that location and the combination of those pixels form an 

image66.  

2.3.3. Focused ion-beam (FIB)  

Focused ion beam (FIB) combined with SEM (FIB/SEM) is a powerful tool used for 

preparing thin material specimens for analysis in a TEM67. One of the major methods for TEM 

sample preparation in an FIB/SEM is the lift-out technique. This technique involves preparing a 

thin layer or lamella of the material by removing the material in the sides via ion beam 

bombardment with certain voltage and energy. This is followed by lifting the prepared lamella 

using an omni probe as viewed via SEM and FIB images. The lamella is finally transferred from 

the probe to a TEM grid and thinned by bombardment of lower energy ions. Once electron 

transparent, the grid that can be taken to a TEM column. 

2.3.4. Scanning/Transmission Electron Microscopy (STEM)  

Transmission electron microscope (TEM) and scanning TEM (STEM) are powerful tools 

for directly imaging atomic arrangements, and quantitative chemical analysis down to the atomic 

scale. Several books and review articles are written focusing on TEM68, STEM69,70, and the 

various analytical techniques available in both71–73. A basic introduction to these techniques as 

they pertain to GB characterization in polycrystalline oxides is provided here. In general, TEMs 
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can be configured to operate in multiple modes. In “TEM mode” (also called conventional TEM) 

a broad electron beam provides parallel illumination to the specimen. In “STEM mode” the 

electron beam is converged to a point (or “probe”) by pre-specimen electromagnetic focusing 

lenses and scanned in a raster pattern over the specimen. Today, a variety of analysis techniques 

are available to probe important characteristics and functionalities of organic and inorganic 

specimens in solid, liquid, and gas phases. Here, we highlight various imaging, diffraction, and 

spectroscopy techniques suited to characterize interfaces within polycrystalline ceramics, such as 

atomic resolution imaging, microstructure analyses (e.g., grain orientation mapping), and 

chemistry mapping (e.g., elemental concentration and chemical segregation). 

2.3.5. Imaging and Selected Area Electron Diffraction (SAED) 

Due to the wavelike nature of electrons and periodic arrangement of atoms within a 

crystalline specimen, electrons scattered from the specimen generate a diffraction pattern that 

contains rich crystal structure information. From the position and symmetry of the diffraction 

spots, it is possible to determine the crystal structure, unit-cell parameters, lattice type, defects 

such as twinning, while the intensities of the diffraction spots are related to the arrangement of 

atoms within the unit cell74. Selected-area electron diffraction (SAED) is the most used method 

to acquire this information, and it requires the microscope to operate in “diffraction mode. The 

information contained in the diffraction pattern is also contained in the image However, the TEM 

image displays this information in real space while the diffraction pattern represents this 

information into reciprocal space, the two are related through a Fourier transform. Depending on 

the application, one or the other representation may prove to be more useful. 
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A SAED pattern is acquired by isolating a small area of the specimen for diffraction 

analysis with an area-limiting aperture (usually 0.1 um or greater). In addition to crystal structure 

determination, the SAED pattern also contains information about overall pellet crystallinity and 

can be used to establish orientation relationships between multiple diffracting crystals (e.g., 

between precipitates and a host matrix, or at an interface like GB). On the other hand, widely 

used techniques such as bright-field (BF) and dark-field (DF) TEM imaging rely on filtering 

information from the SAED pattern to either exclude (BF-TEM) or preferentially select (DF-

TEM) diffracted beams for image formation, generating contrast based on whether a particular 

region does or does not meet the Bragg condition. In the case of apertureless imaging, the 

transmitted and diffracted intensities recombine, and the diffraction contrast is suppressed, while 

the BF and DF TEM images show much better diffraction contrast due to the coexistence of large 

intensity in transmitted beam and large loss of intensity in the diffracted beam, and vice versa. 

For example, heavier phases tend to be darker in BF and brighter in the DF mode. While the BF-

TEM helps learn about the morphology of the sample, DF can provide information about 

nanocrystal size and distribution in addition to defects such as dislocations, stacking faults and 

twinning. 

In STEM mode, the electron beam is converged to form a probe and scanned across the 

specimen. Imaging in the STEM is done primarily using elastically and inelastically scattered 

electrons which have interacted with, and passed through a thinned section of material, usually 

<300 nm. The scatter collection angle is critically important for image interpretation. The main 

imaging modes in STEM are explained below in the order of high to low scattering collection 

angles. They are often collected simultaneously and can be coupled with EELS and EDS 

analysis, which are explained below.  
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2.3.6.  Electron Energy-Loss Spectroscopy (EELS)  

EELS is the analysis of the energy distribution of electrons that have lost energy through 

inelastic scattering while passing through an electron transparent sample75,76. There are two 

general types of EELS in S/TEM, both of which rely on the fact that inelastically scattered 

electrons have kinetic energy corresponding to the energy lost, and that they can be dispersed in 

space by passing through a magnetic field, i.e., an energy-loss spectrometer. The first is energy-

filtered imaging, known as energy-filtered TEM (EFTEM)72, in which electrons having lost a 

relatively narrow range of energy (e.g., ~5 eV) are filtered out of the transmitted beam and used 

to form a real space image. The specific amounts of energy form a real space image. The second 

is parallel EELS, where all electrons having lost a relatively large range of energy (e.g., <2000 

eV) are dispersed onto a detector plane and typically analyzed further in terms of a one-

dimensional spectrum of counts versus energy loss. Both provide spatially resolved information 

about chemical composition and electronic structure, though parallel EELS is currently more 

commonly used because an entire EELS spectrum can be recorded at specified locations in a 

S/TEM specimen, potentially providing a rich set of data containing information about specimen 

thickness, chemical composition, and electronic structure of multiple elements simultaneously. 

EELS is now incorporated into S/TEMs that typically operate using high energy electron 

(60–300 kV) sources. The interactions between electrons and matter are either elastic 

(approximately zero energy loss) or inelastic (finite energy loss), providing various information 

about the sample. Elastic scattering involves Coulomb interactions with the atomic nuclei, while 

inelastic scattering refers to the interactions between a fast incident electron and the atomic 

electrons that surround the nucleus. Inelastic processes can be understood in terms of the energy 

band theory77. 
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The zero-loss peak (ZLP) represents electrons that are transmitted without losing 

measurable energy, including electrons scattered elastically and those that excite phonon modes, 

for which the energy loss is less than the experimental energy resolution (in conventional EELS 

systems). While the ZLP does not contain spectroscopic information about the specimen, it is 

useful for energy calibration of the loss spectrum, deconvolution of plural scattering in thicker 

specimens and determining local thickness. The high-loss electrons are related to the core 

binding energy, and therefore provide both qualitative and quantitative chemical information, as 

the intensity of each edge corresponds to the quantity of electrons generating a specific energy. 

In addition to the core-loss edges, the first 30–40 eV beyond each edge is related to the change in 

density of unoccupied states, which affects the electron loss near edge structure (ELNES), or fine 

structure78,79. 

2.3.7.  Energy-Dispersive X-Ray Spectroscopy (EDS)  

EDS is a powerful qualitative and quantitative analytical technique available in S/TEM 

used for chemical analysis of a desired specimen. The technique relies on the X-rays generated in 

the microscope due to the interaction between the electron beam and sample. Two different types 

of X-ray signals are generated: Bremsstrahlung X-rays and Characteristic X-rays. Bremsstrahlung 

or braking radiation results from the deceleration of primary beam electrons when deflected by the 

atomic nuclei in the sample. The characteristic X-rays are a result of sample atoms being ionized 

by the primary electron beam. Simply, a core-shell electron is excited and ejected from the atom, 

while an outer-shell electron replaces it; this energy difference is released as an X-ray. These 

characteristics X-rays are like fingerprints for each element and as a result, EDS spectra are very 

useful to determine elemental composition of any sample80. 
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3.2 Chapter Summary 

High-conductivity solid electrolytes are critical components of solid oxide fuel/electrolysis 

cells, solid-state batteries, information storage devices, and other electrochemical systems. Like 

many electrolytes, polycrystalline GdxCe1-xO2-δ (GCO) can suffer from low grain boundary (GB) 

conductivity relative to grain interiors, attributed to local nanoscale oxygen vacancy (VO
••) 

depletion which diminishes cross-GB ionic conductivity. To improve conductivity, microscopic 

analyses of GB structure and chemistry along with multiscale computational models are needed to 

accurately relate nanoscopic point defect concentrations to macroscopic ionic conductivity. Here, 

we present an experimental-computational framework that predicts which GBs in a polycrystalline 

electrolyte likely facilitate ionic conductivity. We developed a thermodynamic phase-field 

modeling framework and applied it to a model high-solute-content oxygen electrolyte 

Gd0.25Ce0.75O2-δ, wherein the microscopically measured GB-to-GB variability in defect 

concentrations was used to predict the GB-to-GB variability in cross-GB ionic conduction. 

Uniquely, our model prioritizes reproducing microscopically observed GB defect distributions and 

considers defect-defect interactions in highly concentrated solid solutions, making the framework 

applicable to most technologically relevant solid electrolytes. Across the GBs studied, we revealed 

a non-monotonic relationship between VO
•• depletion and GB conductivity, with the highest 

conductivity predicted for intermediate VO
•• depletion amount. 

3.3 Introduction 

Inorganic solid electrolytes with fast ionic conductivity are critical components of 

fuel/electrolysis cells, all-solid-state batteries, membrane and separation reactors, sensors and 

other electrochemical devices22,27,81–88. For example, solid oxygen ion (O2-) conductors are used in 
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solid oxide fuel/electrolysis cells (SOFCs/SOECs) for high-efficiency conversion between 

chemical and electrical energy and chemical production from CO2. For these applications, yttria-

stabilized zirconia (YSZ) is a widely used solid electrolyte partly due to its high O2- conductivity 

at high temperatures (800-1000 °C), facilitated by hopping oxygen vacancies (VO 
•• ) which charge 

compensate Y3+ acceptor solutes in YSZ89–91. However, high operating temperatures are 

problematic as they speed electrochemical cell degradation and increase cost, motivating the 

development of highly conductive O2- conductors at lower temperatures. Gadolinium cerium oxide 

(GCO, GdxCe1-xO2-δ) is a popular alternative to YSZ and a model system that exhibits higher O2-

conductivity and reasonable chemical stability < 700 °C92–94. 

Like other solid electrolytes, polycrystalline GCO can suffer from low grain boundary 

(GB) conductivity relative to grain interiors18,95,96. This was initially attributed to highly resistive 

silica-based glassy impurity phases97. However, once observed in samples without glassy GB 

phases, high GB resistivity was attributed to the formation of intrinsic space charge layers (SCLs) 

directly adjacent to GB cores98–100. SCLs form due to discontinuous crystallinity at GB cores 

accommodated by VO 
•• —whose lower formation energy in the core increases their concentration, 

resulting in both the segregation of charge compensating acceptor solutes from grain interiors 

(when sufficiently mobile) and VO 	
•• depletion in the SCL, diminishing cross-GB conductivity101,102. 

Several strategies have been explored to improve GB conductivity by mitigating the SCL effects, 

such as engineered solute segregation to GBs to counteract the core charge via conventional solid-

state synthesis103, cold sintering18 or photoelectron-mediated reduction of the GB space charge 

potential104.  
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Persistent barriers to elucidating the impact of SCLs on fast ion conduction in 

polycrystalline ceramics are the requirement for high spatial resolution experimental probes 

and the lack of comprehensive thermodynamic models describing both microscopic GB 

characteristics (e.g., electrostatic potential and defect concentrations) and cross-GB ion 

transport. For example, accurate GB characterization often requires nano- or atomic-scale 

imaging, spectroscopy, and/or holography by scanning/transmission electron microscopy 

(S/TEM), atom probe tomography (APT), or Kelvin probe force microscopy (KPFM) 

84,85,103,105,106. In dilute solution solid electrolytes (< 1 mole% solute), conventional 

thermodynamic models such as Mott-Schottky and Gouy-Chapman describe 

experimentally observed distributions of electrochemical potential and point defects near 

GBs3,107.  

However, for concentrated solid solutions (> 1 mole% solute), experimental 

observations consistently fail to reflect the thermodynamically expected defect profiles 

derived from these theories, likely due to their omission of significant defect interactions 

involving acceptor solutes, reduced cations (e.g., Ce3+), and VO 	
•• 95,108–110. This is a major 

drawback as concentrated solid solutions comprise most of the technologically important 

ceramics103. More accurate computational models based on density functional theory (DFT) 

are limited in simulation cell size and are non-trivial for ascertaining point defect 

distributions near GBs in concentrated solid solutions111. Inhomogeneous thermodynamic 

approaches, i.e., phase-field models, are able to replicate experimentally measured volume-

averaged ionic conductivity of ceramics,112–116 or microscopically observed point defect 

compositions115 independently, but a single model has not been successful at reproducing 

both conductivity and defect concentration profiles. 
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Here, we present an experimental-computational framework that predicts which GBs 

in a polycrystalline electrolyte likely facilitate ionic conductivity. We developed a 

thermodynamic phase-field modelling framework and applied it to a model concentrated 

solid solution oxygen electrolyte Gd0.25Ce0.75O2-δ, wherein the GB-to-GB variability in 

defect concentrations (Gd3+ solutes, electrons localized at Ce3+, and VO
••) was measured 

microscopically using STEM electron energy-loss spectroscopy (EELS) and energy-loss 

near-edge structure (ELNES). These data were used to predict the GB-to-GB variability in 

cross-GB ionic conduction using a unique model, which prioritizes reproducing 

microscopically observed GB defect concentrations and considers defect-defect 

interactions in highly concentrated solid solutions, making the framework applicable to 

other technologically relevant solid electrolytes. Across the GBs studied, we revealed a 

non-monotonic relationship between VO
•• depletion and GB conductivity, with the highest 

conductivity predicted for intermediate VO
•• depletion amount. This work lays the 

foundation for future experimental-computational research and advanced data-driven 

design of solid electrolytes needed for functional and energy storage/conversion devices. 

3.4 Materials and Methods 
3.4.1. Fabrication and physical characterization 

GdxCe1-xO2-δ nanoparticles (x = 0.001, 0.01, 0.05, 0.1, 0.2, 0.25) were synthesized 

using a coprecipitation method.117 Prepared compositions are named “GxCO”, with x being 

the mole % of Gd, e.g., G25CO is the aforementioned x = 0.25 sample. Gadolinium nitrate 

hexahydrate and cerium nitrate hexahydrate (99.9% purity, Alfa Aesar, Ward Hill, MA) 

were dissolved in deionized water and mixed. Addition of ammonium carbonate to the 

solutions resulted in precipitation of Ce and Gd mixed carbonates. To evaporate all 
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organics, solutions were stirred at 80 °C for 1h then dried overnight at 100 °C. Products 

were calcined at 700 °C for 2 h, then deagglomerated using mortar and pestle. 

The powder was pressed into pellets using a 13 mm cylindrical stainless-steel die 

with a pressure of 186 MPa for 2 min. Stearic acid was used as a lubricant inside the die. 

Pellets were covered by powder beds in an alumina crucible and sintered at 1550 °C for 5 

h (5 °C/min heating/cooling rates) in an NBD-M 1700 muffle furnace (NBD LAB, Kibbutz 

Zikim, Israel). Sintered pellets were polished using 6.5- 63 μm SiC grids. 

X-ray diffraction (Rigaku SmartLab, Wilmington, MA) confirmed the expected 

fluorite crystal structure, and the relationship between lattice parameter and Gd dopant 

concentration, which indicated successful formation of single-phase solid solutions (Fig 

3.1. in results and discussion). Theoretical density was calculated using lattice parameters 

from XRD data and the real density was measured using the Archimedes method. Pellets 

were prepared for SEM by polishing to 1-micron finish using diamond suspensions, then 

thermally etched for 30 min at 1440 °C (10 °C/min rate). After etching, the samples were 

sonicated in ethanol and acetone for 5 min, dried and the microstructures of the pellets were 

observed in a field-emission scanning electron microscope (Magellan XHR 400L FE-SEM, 

Thermo Fisher Scientific, Waltham, MA) with an electron beam accelerating voltage of 10 

kV and 10 pA, respectively. To avoid charging effects in the SEM, pellets were coated with 

3 nm of iridium. The average grain sizes were estimated over a total of 300 random grain 

measurements via ImageJ (open source). Physical properties of the bulk specimen are 

provided in Table 3.1 in results and discussion.  



 34 

The G25CO pellet was used for experimental measurement of defect profiles across 

the GBs using STEM EELS. Energy-dispersive X-ray spectroscopy (EDS) in SEM was 

used to measure the composition of G25CO at 5 random locations on sample surface (2500 

μm2 each). By comparing the averaged EDS spectrum to a series of simulated EDS spectra 

calculated using NIST DTSA-II X-ray processing software,118 the stoichiometry of G25CO 

was confirmed to be Gd0.245Ce0.755O2-δ  (Fig. 3.2 in results and discussion) (0.245 rounded 

up to 25).  

3.4.2. TEM specimen preparation by focused ion beam (FIB)  

A thin foil STEM specimen was prepared using the focused ion beam (FIB) lift-out 

technique in a dual-beam SEM/FIB (TESCAN GAIA3, Brno-Kohoutovice, Czech 

Republic) equipped with Ga+ focused beam. To minimize contamination prior to STEM 

characterization, the specimen was plasma cleaned in O2/Ar for 10 min before insertion 

into the TEM column. 

3.4.3. Defect chemistry measurements by electron energy loss spectroscopy (EELS) 

Point defect concentration profiles across 5 random GBs were measured using 

aberration-corrected STEM coupled with EELS (JEM-ARM300F, JEOL Ltd, Japan). A 

convergence semi-angle of 28 mrad, collection semi-angle of 100 mrad, exposure time of 

0.02 S/pixel, and 0.05 eV/pixel dispersion were used to collect the EEL spectrums across 

the GBs. Several 1D profiles in each EEL spectrum are averaged to calculate the overall 

defect profile across each GB as well as the uncertainty values. Microscope data were 

processed using Gatan Microscopy Suite, (Gatan, Pleasanton, CA). EELS background was 

subtracted using the inverse-power law fits (Table 3.1) 
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Table 3.1. EELS background and signal windows used in analysis. 

Core loss Edge Background window (eV) Signal Window (eV) 

Ce M 650 - 868 869 - 1000 

Gd M 1022 - 1168 1169 - 1289 

O K 415 - 524 525 - 594 

Ce M5 650 - 868 879.5 - 882 

Ce M4 650 - 868 897.5 - 900 

The quantification of point defects across the GBs were performed using the Cliff-

Lorimer method.119,120 K factors (microscope detection sensitivity factors) were measured 

using the grain EEL spectra (~ 6 nm away from GB cores) and were used to convert 

background-subtracted signal intensities to mole fractions using the Cliff-Lorimer equation 

(Eq. 3.1): 

 	7*+
7,-

= 𝐾78.09 .
%*+
%,-
		 Eq. 3.1 

where C and I are concentration and signal intensity, respectively. Averaged K factors 

(sensitivity factors) were KCe-Gd =1.87 and KCe-O = 3.93 assuming the grain composition (at 

least 6 nm away from each GB) is equal the measured (Gd0.245Ce0.755O2-δ) stoichiometry. O 

K, Ce M45 and Gd M45 EELS ionization edges were used to measure defect concentrations 

(Fig. 3.3 in results and discussion), and Ce M45 ELNES (Ce M4-to-M5 peak ratio) were 

used to quantify the reduction of Ce4+ to Ce3+ near the GB. Lower Ce M4-to-M5 peak ratio 
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values are correlated to the reduction of Ce4+ to Ce3+, due to the addition of one valence 

electron to 4F orbital.121 The Ce M45 ELNES in grain and at the GB core were used to 

calculate the highest and lowest Ce M4-to-M5 peak ratios (taken as the points of minimum 

(A) and maximum (B) amounts of relative Ce4+ à Ce3+ reduction for each case- Fig 3.1.).  

Fig. 3.1. (a) ELNES of Ce M45 for grain and GB. (b) The linear relationship between Ce M4/M5 
ratio and oxygen/cerium ratio for oxidation state quantification. 

Linear interpolations between the highest and lowest Ce M4-to-M5 peak ratio values 

(points A and B) were used to calculate the molar fractions of Ce3+ and Ce4+. Due to the 

bombardment of specimen surface with Ga+ during preparation, partial reduction of Ce4+ 

to Ce3+ was observed in the grain. Subsequently, the Ce3+ concentration profile was scaled 

to zero in the grains to account for the assumption that all Ce in the center of the grains is 

fully oxidized (Ce4+). We assumed too that the concentration of VO 
••  in the grains was equal 
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to 0.5 × (Gd3++ Ce3+). We made no assumption about the Gd or VO 
••  concentrations at/near 

the GBs. 

3.4.4. Ionic transport measurement by electrochemical impedance spectroscopy (EIS) 

Grain, specific GB, and total O2- conductivity, as well as the associated conductivity 

activation energies were measured from 207 °C to 521 °C in air (~ 50 °C increments with 

2 h hold at each temperature) using EIS. Measurements were performed from 0.1 Hz to 1 

MHz with 50 mV applied potential using a commercial electrochemical measurement 

station (Plug & Probe, Huber Scientific, Vienna) connected to a potentiostat (Interface 

1010e, Gamry Instruments, Warminster, PA). Pellets were heated using a tube furnace 

(Carbolite Gero 1600, UK). Porous silver paste (Fuel Cell Materials, Columbus, OH) was 

applied on the polished surfaces of all pellets and annealed at 800 °C for 1 h.122  

EIS data were interpreted by fitting to equivalent circuit models containing a single 

resistor in series with 2 subcircuits each comprising a resistor in parallel with a constant 

phase element (Q). A CPE is a non-ideal capacitor which has an uneven distribution of 

charge alongside the capacitor. Constant phase element has an impedance (Z) given by Eq. 

3.2. below: 

 		𝑍, = [(𝑗𝜔)-𝑌]./	 Eq. 3.2 

where ω is radial frequency, Y and α are constants, with α ranging between 0 - 1 and 

Y experimentally found to be close to unity.123  Each RQ pair in the model (corresponding 

to an arc in the Nyquist plot) represents an electrochemically distinct phase component. 

Components can either correspond to electrochemical responses of the grain, GB, or 
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electrode. The R-2RQ circuit model was used in our analysis which corresponds to system 

offset resistance (R0), grain (R1Q) and GBs (R2Q). Eq. 3.3. was used to calculate the total 

conductivity: 

 		𝜎" =
4
65
	 Eq. 3.3 

where L and A are specimen thickness and cross-section area, respectively. R is the 

resistance (i.e., the diameter of the grain arc in the calculation of grain conductivity, or the 

sum of the diameters of the grain and GB arcs in the calculation of total conductivity). For 

GB conductivity, Eq. 3.4.  was used124: 

 		𝜎03 =
:,.
:/
⋅ 𝜎" Eq. 3.4 

where τ, is the time constant which is equal the product of resistance and capacitance 

values for each arc (determined from data fitting). Eq. 3.5. is the Arrhenius expression used 

to calculate the conductivity activation energy, Ea of grain and GB: 

 		𝜎 = 	 ;"
<
𝑒𝑥𝑝(.$'

=	<
) Eq. 3.5 

where T is temperature in Kelvin, σ0 	is a pre-exponential constant, and k is Boltzmann’s 

constant. Eq. 3.6. was used for simplified porosity correction (ionic conduction is limited to the 

solid portion of the ceramic) to calculate the accurate grain and total conductivity125,126: 

 	𝜎 = /
>?0

	 Eq. 3.6 
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Df (Dfraction) represents relative theoretical density, and ρ is resistivity. Without this 

porosity correction (taking volume fraction of pores into consideration), the material’s 

actual conductivity is underestimated. 

3.4.5. Modeling defect chemistry and ionic conductivity  

The Poisson-Cahn model22 equipped with BSS-ANOVA Gaussian process (GP) 

stochastic functions127 was applied to the experimental results to estimate free energy 

functions for each GB. To accomplish this, first BSS-ANOVA GPs, δ (Eq. 3.7) were 

applied to the experimental defect profiles directly, using a modified version of the 

MATLAB-based FoKL-GP128 sampling routine: 

 	δ =∑ βiφii  Eq. 3.7 

where βi are the estimated basis coefficients and φi are the known basis functions. 

The MATLAB-based sampling routine requires a set of user inputs to build a single-output 

BSS-ANOVA emulator model automatically. The user input parameters include shape (a) 

and scale (b) parameters of the inverse gamma (IG) distribution for the observation error 

variance (σ) of the data. Additionally, τa and τb are parameters of the IG distribution for the 

τ2 parameter (variance of the basis coefficients). The selected number of draws or 

specimens is also required. BSS-ANOVA functions are represented by an expansion over 

a known set of spectral and deterministic basis functions (φi) which are expressed using 

cubic splines. The model-building routine decomposes the desired function into main 
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effects, two-way interactions, and so on through an expansion over the basic functions. It 

incrementally adds higher order basis terms to better model the experimental data profiles.  

Although adding more terms can, in principle, achieve a better coverage of the data 

variability, too many terms can make the model unnecessarily complex, and a balance is 

therefore struck using the Bayesian Information Criterion (BIC), which penalizes models 

that have more expansion terms. Due to the inherent noise in the experimental data, the 

fitted emulator defect profiles require additional filtering to remove physically inconsistent 

data (such as negative concentrations) and enforce reasonable boundary conditions on the 

system, such as electroneutrality in the grain. When readily differentiable, stochastic 

representation of the defect profiles has been achieved, the next step is to use the continuous 

BSS-ANOVA functions for the defects to numerically solve Poisson’s equation (Eq. 3.8 

and 3.9) for the electrostatic potential (ϕ). 

 	𝛻@𝜙 = − A
B1B"

𝜌 Eq. 3.8 

where ρ corresponds to the charge density: 

 	𝜌 = 2𝑛C𝑣 − 𝑛D𝑦 − 𝑛E𝑞 Eq. 3.9 

   The filtered emulator functions for the dopant (y), electrons (q) and VO 
••  (v) defect 

site fraction profiles are then accessible to solve the Poisson-Cahn formulation for 

inhomogeneous systems. This allows the emulator routine to be reused in modeling the free 

energy of the system (F) and build an empirical function (Eq. 3.10) for the interaction 

energies of the defects (η) and their corresponding gradient energy coefficient (cv and cy):  
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where W (Eq. 3.11) is the configurational entropy and 𝜂 (Eq. 3.12) the excess free energy 

contribution from the defect interaction energies that is modelled using the BSS-ANOVA 

decomposition (Eq. 3.13): 

 	𝑊(𝑦, 𝑣, 𝑞) = ∑ 𝑅𝑇[𝜒' 𝑙𝑛 𝜒' + (1 − 𝜒') 𝑙𝑛(1 − 𝜒')]'  Eq. 3.11 

 	𝜂(𝑦, 𝑣, 𝑞) = ∑ 𝛽'𝜑(𝑦, 𝑣, 𝑞)'  Eq. 3.12 

	η(y,v,q)	=	β1φ1(v)	+	β2φ1(y)	+	β3φ1(q)	+	β4(v) φ1(y)	+	β5φ1(v)φ1(q)	+	β6φ1(y)φ1(q) Eq. 3.13 

Taking a variational derivative of the free energy (F) with respect to each defect (Eq. 

3.14) gives the electrochemical potential of the defect (𝜇') in the system (Eq. 3.15): 

 HA
HG4

= 𝜇' Eq. 3.14 

 	𝜇' =
HI
HJ4

− 𝑐'
9#J4
9G#

+ 𝑧'𝐹𝜙 + 𝑅𝑇 𝑙𝑛
J4

/.J4
 Eq. 3.15 

where zi  represents the defect-specific charge, ϕ the electrostatic potential, 𝐹 the 

energy constant, 𝑅 the universal gas constant, 𝑇 the temperature, and χi the defect-specific 

site fraction. 

Balancing this result with the grain value, μ_ i (Eq. 3.16) leads to a set of differential 

equations (Poisson-Cahn formalism). These equations can be used to transform the 

microscope data in the emulator into a linear statistical model for the coefficients in the 
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BSS-ANOVA expression excess free energy, η, and the gradient energy coefficients, ci 

using Eq. 3.17: 

 𝜇' − 𝜇_ = 0 Eq. 3.16 

 KI(J4.JL4)
KJ4

− F4
(4

9#J4
9G#

= −𝑧'𝐹𝜙 − 𝑅𝑇 𝑙𝑛 @
J4

/.J4
∙ /.JL4

JL4
A Eq. 3.17 

The outcome from the data-driven model-building routine using this approach provides 

a concentration-dependent function for the interaction energies of the defects (self-

interaction and two-way interactions). Because of the high observation error (noise) in the 

experimental measurements, a direct sub-model for electrons was ignored and terms were 

estimated only for VO 
••  and the dopant defect concentrations. (Data for electrons was utilized 

in the solution of Poisson’s equation and in the estimation of interaction terms with 

vacancies and the dopant.) Ultimately this yields a two-dimensional surface for the 

interaction free energy, in terms of the concentration of the defects. 

The rare-earth solute and oxygen vacancy (RE-V) interaction energy for a Gd-doped 

system is used to determine the ionic conductivity for a given specimen’s data by applying 

the Nakayama-Martin model55 (Eq. 3.18) to discretize the one-dimensional domain into 

smaller elements and sum the individual resistivities (𝛺') in series: 

 𝛺' =
MG4

N(OA# 6<⁄ )QR#(2C48
5%6&'4 7)⁄ 9

 Eq. 3.18 

 where 𝛥𝑥 denotes the 1D element length (m), ζ the unitless jump frequency, ν the 

vibrational frequency (s-1), 𝜆 the lattice parameter (m), 𝐹𝐸24 	the Faraday constant (C.mol-1) and 
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𝐸24 	is the activation energy for discretized element i. Knowing the averaged grain size 

measurement, the total conductivity, 𝜎<, (Eq. 3.19) for each grain is estimated and identifying the 

last discretized element in the series resistance, the grain/bulk conductivity (𝜎S) is also determined. 

With the total and grain conductivities estimated, the GB conductivity (𝜎03) is approximated by 

using a cut-off of the initial element resistivities where the interaction energy profile has the most 

significant variation with respect to the grain/bulk. 

 𝜎<T"2U =
U

∑ W4:
4;$

 Eq. 3.19 

Given the intrinsically heterogeneous fluctuations from the microscopic data for any 

experimentally obtained compositional line-scan for a unique GB, and the favored 

generalization from comprehensive datasets, it becomes apparent that coupling multiple 

datasets to generate a global description of the excess free energy, and thus a more unified 

defect-defect interaction energy, gives a more realistic idea of the behavior for the GB ionic 

conductivity in each individual GB.  

Expanding on this notion and following the approach from Scott et al.129, a consolidated 

model (βd) obtained using a weighted average method (Eq. 3.20) for combining the separate 

basis coefficients from each individual BSS-ANOVA GB model (βs) is imposed and used 

to produce grain, total, and GB conductivities for the 5 experimental datasets.  

 𝛽e = (∑ 𝑊&& )./∑ 𝑊&𝛽&&  Eq. 3.20 

where Ws are the model precision matrices, computed as the inverse of the covariance 

matrices for the basis coefficients, and βs the mean for the basis coefficients. 
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3.5 Results and Discussion 
3.5.1. Physical properties of GCO samples 

X-ray diffraction confirmed the expected fluorite crystal structure, and the successful Gd 

doped single-phase solid solutions, which indicated an expansion in lattice parameter as dopant 

concentration increases (Fig. 3.2). 

Fig. 3.2. (a) X-ray diffraction patterns of GdxCe1-xO2-δ (GCO) pellets with 1-25 mole % Gd and 
pure ceria (from Advantage Materials Research, Southlake, TX). (b) As the Gd content increases, 
XRD peaks shift to lower diffraction angles. (c) Change in lattice parameter indicates lattice 
expansion and successful solid solution preparation. 

Density of pellets measured using Archimedes method, lattice parameter measured in XRD, and 

average grain size measured by SEM are reported in Table 3.2. 

Table. 3.2. Physical properties of GXCO (X = 0.1, 1, 2, 5, 10, 20, and 25 moles % Gd) sintered 
pellets. G25CO is the pellet used for STEM EELS defect chemistry concentration measurements 
and contains ~ 24.5 mole % Gd per SEM EDS analysis (Fig. S3). 

Gd content- 
x 

GdxCe1-xO2-d 

Lattice 
Parameter 

(Å) 

Theoretical 
Density 

(g cm-3) 

Real 
Density 

(g cm-3) 

Relative 
Density 

(%) 

Average 
Grain Size 

(µm) 

0.001 5.410 7.18 6.26 89.32 2.06 ± 0.72 

0.01 5.413 7.21 6.39 88.57 2.67 ± 1.8 
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SEM-EDS was used to measure the composition of synthesized powder. To confirm the 

measured composition, EDS spectrum was simulated for each composition and experimental EDS 

spectrum was compared with the simulation results as shown in Fig. 3.3. 

Fig. 4.3. SEM EDS data were simulated for GXCO as a function of Gd content (a). The simulated 
EDS spectra of 1-25 mol% GCO, (b) Simulated Ce-to-Gd intensity ratio SEM-EDS signal 
intensity ratios as a function of Gd dopant in blue with the experimentally measured Ce-to-Gd 
intensity ratio for G25CO in green. (c) Comparison of experimentally measured EDS with the 
simulation results to estimate the true Gd concentration of 24.57 ± 1 mol% (labeled as G25CO). 

 

3.5.2. Quantitative chemical analysis of GBs  

To elucidate the impact of GB-to-GB local defect chemistry distributions on GB and 

total electrical conductivity, local concentrations of Gd3+, Ce3+/4+ and VO 
••  were measured 

0.05 5.416 7.23 6.61 91.44 1.26 ± 0.9 

0.01 5.420 7.25 6.49 89.61 4.65 ± 2.04 

0.02 5.425 7.30 6.59 90.25 2.12 ± 0.65 

~ 0.25 (0.245) 5.430 7.35 6.76 92.04 2.05 ± 0.71 
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across 5 randomly selected GBs in G25CO using STEM EELS. Fig. 3.4 shows an EELS 

spectrum containing the core-loss edges used for defect measurements. 

Fig. 3.4. Full EEL spectrum of grain in G25CO showing the O K-edge, Ce and Gd M45 edges 
used for composition quantification. The displayed background fitting window for O K-edge 
(‘background’) shows how the background was fit and subtracted from the oxygen signal 
(‘signal’). 

Fig. 3.5 a shows an SEM image of grains in G25CO polycrystal. A HAADF STEM 

image of one the selected GBs that was atomically abrupt and free of intergranular phases 

is shown in Fig. 3.5 b O K, Ce M45 and Gd M45 EELS edges were used to quantify the local 

GB point defect concentrations (Fig. 3.5 c-e).  
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Fig. 3.5 (a) SEM image reveals grains and GBs within the microstructure of G25CO. (b) 
STEM HAADF image showing the expanded view of a GB plane in this sample. ELNES 
of (c) O-K (1-3 peaks), (d) Ce M45, and (e) Gd M45 collected at the grain and GB, 
respectively.  

The concertation profiles of VO 
•• , Ce3+/4+ and Gd3+ across this GB measured are 

presented in Fig. 3.6 a-d. It was observed that all GBs exhibited decreased local VO 
••  

concentration (increased oxygen concentration), depletion of Ce4+, and accumulation of 

Gd3+ at/near the GB plane. The GB segregation/depletion chemical widths were ~3 nm at 

full-width half maximum, as typically observed130. We attribute the differences in STEM 

HAADF and EELS intensity across GBs to electron channeling effects due to the different 
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crystal orientations in neighboring grains131. Quantification of defect concentration was 

done by mirroring the EELS concentration profiles across the GB and calculating the 

average concentrations. 

Fig. 3.6. Measured concentration profiles of (a) O, (b) Ce and (c) Gd for the GB in Fig. 1. (d) 
Measured concentration profile of	VO 

•• , Ce3+ and Gd3+ for the GB in Fig. 3.4. The standard 
deviations associated with measuring 5 rows of pixels within the area maps is shown as the 
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measurement uncertainty in concentrations. (e). Quantified segregation and depletion of Ce3+, 
Gd3+ and VO 

••  relative to the grains for GB1-GB5. 

The reduction of Ce4+ to Ce3+ at/near GBs which was observed before,132,133 can introduce 

local electrons to the GB, influence local charge compensation and affect GB and total conductivity 

values by influencing negative charge compensation near positively charge GB cores and 

complicating defect-defect interactions in the SCL. Therefore, ELNES was used to quantify the 

Ce3+ concentration near the GBs.  

The reduction of Ce4+ to Ce3+ shows up as an decrease in the Ce M4-to-M5 peak 

intensity ratio, the disappearance of high-energy-loss M5 and M4 satellite peaks, and a slight 

shift of Ce M45 edges to lower energy-loss values132,134,135. Defect concentration profiles of 

VO 
•• , Gd3+, and Ce3+ measured across the GBs showed that Gd3+ and Ce3+ concentrations 

increased at all GBs, whereas VO 
••  are depleted (Fig. 3.6 e and Table 3.3). We found 

depletion of VO 
••  by as much as 0.08-0.17 mole fraction, enrichment of Gd3+ by 0.09-0.12 

mole fraction, and enrichment of Ce3+ by 0.01-0.23 mole fraction, qualitatively in line with 

prior experimental and conventional modelling results describing GB defect chemistry in 

dilute GdxCe1-xO2-δ136–138. 

Table 3.3. Defect concentrations measured at each GB using STEM EELS. Concentration values 
in this table are absolute values and not relative to the defect concentration at the grain interior. 

Concentration (Mole 
Frac.) 

Gd3+ Ce3+ VO 
••  

GB1 0.35 0.08 0.03 

GB2 0.34 0.07 -0.04 

GB3 0.34 0.08 -0.04 

GB4 0.39 0.22 -0.06 
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GB5 0.33 0.06 -0.002 

 

Given this significant difference in GB-to-GB local defect chemistry, we set about 

answering the key question: How does local compositional variability between GBs manifest and 

influence the overall ionic conductivity through the polycrystalline electrolyte? For instance, one 

might expect GB1 (Fig. 3.5 e)—with the least-significant VO 
••  depletion—to have the highest 

ionic conductivity, recalling that lower VO 
••  depletion is indicative of smaller space charge 

potential and thus faster O2- hopping across the GB1 107,114,139. In contrast, GB4—with the most-

significant VO 
••  depletion—should then be expected to have the lowest ionic conductivity. The 

remainder of this work attempts to clarify this by first measuring the grain, GB, and total ionic 

conductivities of G25CO, and then developing a thermodynamic model capable of predicting 

ionic conductivity based on our experimental microscopic STEM EELS defect chemistry 

analysis. By comparing experimental AC electrochemical impedance spectroscopy (EIS) 

conductivity measurements with model-predicted conductivity (derived from STEM EELS GB 

defect concentration profiles), we attempt to determine if the volume-averaged EIS conductivity 

is most reminiscent of one or more of the GBs investigated microscopically, thus indicating 

which GBs are more/less consequential to the ceramic electrolyte’s overall ionic conductivity. 

3.5.3. Oxygen-ion conductivity  

To provide experimental data against which our predictive conductivity model could 

be validated, and to ensure that our materials’ properties were consistent with the literature, 

we determined the volume-averaged grain, specific GB, and total ionic conductivities by 

measuring the G25CO pellet’s impedance, which decreased with increasing temperature as 
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expected due to thermally activated O2- mobility. EIS Nyquist plots were fit to calculate 

conductivities of G25CO (Fig. 3.7 a-b). From 207 °C to 433 °C, the grain and GB arcs were 

resolved within our measurement frequency range and successfully fit using a 2RQ model. 

At 477 °C and 521 °C the grain arc was not resolved, so the GB arc was fit alone using a 

RQ model. The calculated grain and total conductivities were similar across measured 

temperatures and ranged from 2.6 × 10-2 S cm-1 to 5 × 10-8 S cm-1 for G25CO (Fig. 3. 7 c). 

Comparatively, the specific GB conductivity was significantly lower at all measurement 

temperatures, ranging from 2 × 10-6 S cm-1 to 8 × 10-10 S cm-1. By fitting the conductivity 

Arrhenius plots, conductivity activation energies for grain, total, and specific GB were 

calculated to be 1.18 eV, 1.19 eV, and 1.09 eV, respectively (Fig. 3. 7 c). 

 

Fig. 2.7. (a) Select EIS data from G25CO measured at 300, 345 and 389 °C. (b) expanded 
view of EIS data measured at higher temperatures in a. (c) Arrhenius plot showing grain, 
total and specific GB conductivities along with corresponding conductivity activation 
energies. 

Despite the substantially lower specific GB conductivity, the total conductivity in 

G25CO was close to the grain conductivity, suggesting the grain size may be large enough 

to mitigate the negative impact of GBs on the total conductivity though it is unclear why 

both GB conductivity and activation energy are lower than the grain. Because the ionic 
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transport mechanism across GBs with high solute concentration is a topic of current 

discussion in the literature broadly speaking, to ensure our electrical data align with those 

already reported, and to potentially shed light on the nanoscale nature of GBs in previous 

studies, we compared our results with literature64,95,98,124,140–147. Our grain, total, and 

specific GB conductivities closely track the reported values and trends with Gd 

concentration, confirming that our G25CO sample behaves consistently with materials 

studied in the field. The grain conductivity activation energy measured here (1.09 eV) is 

significantly larger than that reported by Zhang et al,146 but is line with an extrapolation of 

the trend with Gd concentration shown in literature. Importantly, the GB conductivity 

activation energy is well-aligned with reported data. 

3.5.4. Modeling GB defect chemistry to predict ion conductivity 

With the goal of identifying which GBs are definitive in overall ionic conductivity, 

we developed and applied a novel modeling framework which calculates the temperature-

dependent conductivity of a hypothetical polycrystalline ceramic solid electrolyte. The 

model first takes microscopically measured point defect concentration profiles as its 

primary inputs (e.g., Fig. 3.2 d-e). Thermodynamic quantities governing point defect 

segregation at GBs are then derived from the data analysis described above. Based on 

these data and additional grain size measurements (from SEM, e.g., Fig. 3.1 a), a 

prediction of grain and total conductivity of a hypothetical polycrystalline material is 

made at varied simulation temperatures using the Martin-Nakayama model55. Finally, 

comparisons between simulated GB conductivities are made to assess which GBs are 

likely definitive in the overall ionic conductivity. 
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Experimental data were fit, and subsequently smoothed, using a combination of 

BSS-ANOVA modeling with physical limitation constraints, and an exponential filtering 

approach yielding a computational model surrogate for the noisy defect profiles (e.g., Fig. 

3.4 a). For each of the 5 GBs, point defect profiles were then used to numerically solve 

for the electrostatic potential (ϕ) with a finite difference solver and predict the interaction 

energies (fij) and gradient energy coefficient (ci) parameters. To obtain valid electrostatic 

potential values, the solver required appropriate boundary conditions, which include 

electroneutrality in the grain/bulk (ϕbulk=	0) and a positive interface charge density (ρs>	0) 

contribution that is attributed to the existence of charged impurities found at the GB (e.g., 

Si), such as those reported in other GB electric potential studies found in the 

literature84,129,148. Although the precise concentration of the charged impurities is not 

explicitly identifiable using this approach, because of the unknown impurity species 

charge and the combined effect of charged defects, we adjusted the overall surface charge 

density (SCD) effect for each GB that resulted in optimum convergence for the 

electrostatic potential solver. The surface charge density (ρs) for each GB is tabulated in 

Table 3.4. and implied from Eq. 3.21. 

Table 3.4. Optimized surface charge density values. 

GB number SCD (ρs) [C/m2] 

GB1 1.0911 

GB2 1.8525 
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GB3 1.0927 

GB4 1.6161 

GB5 1.9779 

 

 𝜌& =
A

B"B1
𝑧'𝑛'[𝑖] Eq. 3.21 

where F is Faraday’s constant in C/mol, εr the relative permittivity, ε0 the 

permittivity of free space, and zi the charge number, ni the site density, and [i] the site 

fraction of defect i, respectively. 

Similarly, the model-building routine, using the smoothed defect profile models, 

was adapted to estimate the dopant-vacancy interaction energy terms and gradient energy 

coefficients for each GB. Using the configurational entropy and the electrostatic potential 

energy terms to create a target (Eq. 3.17), the emulator fitted the excess free energy and the 

gradient energy contributions to the experimental data, as shown in Fig. 3.8 a-c. The 

parameter values used in running the emulator (Table 3.5) were unchanged for each GB 

dataset, showing the number of basis function expansion terms (η) that were automatically 

selected by the routine for the optimum fit for each GB, using forward variable selection. 

These results were notionally validated by ensuring positive gradient coefficients, whose 

magnitude resulted in a net secondary order (as opposed to first order main effect) 

contribution to the overall excess free energy. The resulting gradient energy coefficient 

averages for each GB dataset are in Table 3.6, with the mean for all 5 GBs. 



 55 

 

Fig. 3.8. (a) Experimental (circles) and modeled (lines) defect concentration profiles of 
Ce3+, Gd4+ and VO 

••  after filtering. Emulator “free energy” data coverage for (b) dopant 
site fractions and (c) vacancy site fractions in GB5. 

Table 3.5. Free energy emulator simulation parameters. 

Draws a b τa τb 𝝈𝒐𝟐 

50,000 4 0.0024 4 1176 0.0004 

 GB1 GB2 GB3 GB4 GB5 

# 𝜼 26 38 15 13 24 

 

Table 3.6. Modeled dopant and vacancy gradient energy coefficients for each GB dataset. 
 

cy [J/m] cv [J/m] 

GB1 5.2127 × 10-9 2.1150 × 10-7 

GB2 3.5221 × 10-7 1.1803 × 10-6 

GB3 2.0899 × 10-7 1.4477 × 10-6 
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GB4 2.2047 × 10-8 1.8581 × 10-7 

GB5 1.0074 × 10-6 5.7945 × 10-6 

Average 3.1917 × 10-7 1.7640 × 10-6 

The modeled defect interaction energies resulted in contrasting location-dependent 

profiles for each GB that varied according to the combined concentration of interacting 

defects found at each location. The defect interaction energy can be plotted as a 2D energy 

surface with interacting defect concentrations on the axes, showing regions of defect 

attraction or repulsion (Fig. 3.9). Although the oppositely charged defect interaction 

energies are mostly negative—implying attraction, there are some unique regions with zero 

or positive values that suggest areas of repulsion. As a conceptual validation of the 

modeling framework, we found good evidence to qualitatively support the 

positive interaction energy values for high concentrations of either defect, which is 

consistent with previous reports that showed a shift from attractive (negative ΔERE-V) to 

repulsive (positive ΔERE-V) defect association energy between the nearest neighbor (1NN) 

and next-nearest neighbor (2NN). After combining the 5 datasets into a unified weighted 

average model, the interaction energies were computed from the varying defect 

concentration profiles (Fig. 3.9 a). The GB interaction energy values for GBs 1 to 5 seem 

to quantitatively support the results by having similar low values compared to several 

references that show a range from -0.07 to -0.30 eV for Gd148,149. 
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Fig. 3.9. (a) Interaction energy surface for dopant-vacancy defect pair association with varying 
defect concentrations. (b) Dopant-vacancy defect association energy (fyv) for the 5 measured GBs 
in addition to a reference.  

Given additional information about grain size from SEM imaging, we predicted 

grain, GB, and total ionic conductivities of hypothetical polycrystalline electrolytes as a 

function of simulation temperature using the Martin-Nakayama model (Fig. 3.10 a). Each 

hypothetical electrolyte—containing 1 of the 5 experimentally observed GBs—exhibit 

varied conductivities and conductivity activation energies that highlight the GBs’ relative 

transport properties, ultimately indicating the GBs’ varied contributions to the overall ionic 

conduction. Significantly, we find strong GB-to-GB variation in both GB conductivity 

(factor of ~ 3) and GB activation energy (> 0.1 eV), which markedly affects the hypothetical 

electrolytes’ total conductivity and illustrates the importance of understanding GB diversity 

in solid electrolytes. 

Using this framework, we predicted that the hypothetical polycrystalline materials 

have near-identical grain conductivity and conductivity activation energies, and that the 

total conductivity is between that of grain and GB, as expected (Fig. 3.10 b). Interestingly, 

simulated G25CO electrolytes containing “type b” GBs (GB1, GB4 and GB5) have the 

lowest total and GB conductivity (highest activation energy) of all, whereas simulated 
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electrolytes containing “type b” GBs (GB2 and GB3) exhibit the highest total and GB 

conductivity (lowest activation energy). This suggests that in the experimental G25CO 

ceramic fabricated and studied here, type b GBs strongly block the migration of O2- through 

the polycrystalline electrolyte while type a GBs provide a path of relatively lower 

resistance. This highlights the power of such predictions, which can identify GBs that are 

more/less important to the overall ionic conductivity.  

 

Fig. 3.10. (a) Simulated total (circles), grain (stars), and GB (dots/diamond) conductivities as a 
function of temperature. (b) Simulated total, grain, and GB conductivity at 300 °C. (c) Total, grain 
and GB conductivity activation energies calculated at 300 °C from Arrhenius slopes of simulated 
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conductivities in (a). (d) Concentrations of Gd3+, VO 
••   and Ce3+ measured by STEM EELS at GBs 

1-5; vertical bars indicated the changes relative to the grains. 

The differences between grain conductivity predicted in the various hypothetical 

materials arises from the fact that we are estimating parameters based on spatially resolved 

characterization of a relatively small STEM specimen (compared with other analytical 

techniques), in which some grain-to-grain chemical variation is resolvable. The difference 

in conductivity between grain and total is attributed to the resistance of the GBs, whose 

conductivity varies from GB-to-GB due to the variation in local defect chemistry. In 

addition to such variations in real materials, experimental (e.g., grain orientation effects in 

concentration measurements) and computational measurement errors can exaggerate 

minimal differences in defect interactions measured in each grain (which vary from one 

grain to another per Fig. 3.10 b), even though the overall composition of the specimen is 

G25CO. 

Importantly, our GB-resolved experimental defect chemistry measurements and 

transport property predictions shed new light on the origin of cross-GB resistivity in the 

concentrated solid electrolyte G25CO. In this case study we concluded that “type b” GBs 

(GB1, GB4 and GB5) are likely poor ion conductors with relatively high activation 

energies, while “type a” GBs (GB2 and GB3) are likely better ion conductors with 

relatively low activation energies. Increased VO 
••  depletion is typically cited as the cause of 

high specific GB resistivity (as exemplified by GB4’s low conductivity and high activation 

energy, Fig. 3.10 d). However, when considering the entire GB population sampled here, 

our study suggests the contrary: Minimal or no VO 
••  depletion can also lead to high specific 

GB resistivity (as evidenced by GB1 or GB5). Indeed, if GB resistivity increased 
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monotonically with VO 
••  depletion, GB1 and GB5 would be the least resistive and most 

conductive GBs, which they are not. Importantly, the fact that GB2 and GB3 (with the 

second and third highest VO
•• depletion) are the most conductive suggests that an optimal 

amount of VO 
••  depletion (~ 0.14 – 0.15 mole fraction) offers low GB resistivity. 

Interestingly, neither Gd3+ nor Ce3+ segregation appear to be independently directly 

correlated with GB resistivity: For instance, near-equal amounts of both were found in 

resistive “type b” GBs (GB1 and GB5) and the conductive “type a” GB3. If either Gd3+ or 

Ce3+ segregation was directly correlated with GB resistivity, we would expect GB2 and 

GB3 to behave differently from one another rather than both being type a (and likewise for 

GB4 and GB5 being type b). Similar arguments hold when considering both Gd3+ and Ce3+ 

segregation together (i.e., as a charge-compensating pseudo-point-defect complex), 

allowing us to conclude that a different effect is likely at play in contributing to the local 

VO 
••  depletion. We speculate that this effect is GB character which was not experimentally 

analysed here; character is the GB atomic structure described by relative grain 

misorientation angle and plane crystallographic termination, and is known to impact GB 

space charge potential,150 conductivity,84,85 the atomistic pathways of mass transport, and 

GB solute segregation151. 

3.6 Conclusions 

We demonstrated a novel experimental-computational framework that predicts 

which GBs in a polycrystalline solid electrolyte are most likely facilitating ionic 

conductivity. Our phase-field model is unique in that it its primary inputs are microscopic 

near-GB point defect concentration profiles—used to predict total, grain, and specific GB 
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ionic conductivity as a function of temperature. Defect-defect interactions in the highly 

concentrated solid solution are considered, making the framework applicable to other 

technologically relevant solid electrolytes. In this case, conductivity predictions were 

powerful in several ways as they identified which experimentally observed GBs are likely 

ionically resistive (“type b”) and which are conductive (“type a”) and thus facilitate ionic 

percolation. Model predictions also provided new insights into the cause of GB resistivity, 

showing that an intermediate amount of VO 
••  depletion is directly correlated to maximal GB 

ion conductivity, in contrast to the idea that GB resistivity increases monotonically with 

increasing VO 
••  depletion. Interestingly neither Gd3+ nor Ce3+ segregation amount is directly 

correlated with GB resistivity, suggesting that an additional factor, such as GB character, 

plays an influential role in defining VO 
••  depletion. By elucidating the relationship of GB-

to-GB variability in point defect concentrations with ionic conductivity through those GBs, 

this work lays the foundation for future experimental-computational research and data-

driven design of solid electrolytes needed for functional and energy storage/conversion 

devices. 
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4.2 Chapter Summary 

Entropy stabilized oxide (ESO) research has primarily focused on discovering 

unprecedented structures, chemistries, and properties in single-phase state. However, few studies 

discuss the impacts of entropy stabilization and secondary phases on functionality and in particular, 

electrical conductivity. To address this gap, electrical transport mechanisms in the canonical ESO 

rocksalt (Co,Cu,Mg,Ni,Zn)O were assessed as a function of secondary phase content. When 

single-phase, the oxide conducts electrons via Cu+/Cu2+ small polarons. After 2 h of heat treatment, 

Cu-rich tenorite secondary phases form at some grain boundaries (GBs), enhancing grain interior 

electronic conductivity by tuning defect chemistry towards higher Cu+ carrier concentrations. 24 

h of heat treatment yields Cu-rich tenorite at all GBs, followed by formation of anisotropic Cu-

rich tenorite and equiaxed Co-rich spinel secondary phases in grains, further enhancing grain 

interior electronic conductivity but slowing electronic transport across the tenorite-rich GBs. 

Across all samples, the total electrical conductivity increases and decreases reversibly by 4 orders 

of magnitude with increasing heat-treatment induced phase transformation by tuning the grains’ 

defect chemistry toward higher carrier concentration and lower migration activation energy. This 

work demonstrates the potential to selectively grow secondary phases in ESO grains and at GBs, 

thereby tuning the electrical properties using microstructure design, nanoscale engineering, and 

heat treatment, paving the way to develop many novel materials. 

4.3 Introduction 

Utilizing configurational entropy as a driving force to stabilize single-phase solid solutions 

has enabled unprecedented functional materials152–161 for energy storage/conversion and 

information technologies162–168. Entropy stabilized oxides (ESOs) are a subset of high entropy 

oxides (HEOs)—themselves a subset of complex concentrated oxides (CCOs)—in which 



 64 

configurational entropy unambiguously governs the stabilization of a single-phase solid solution169 

containing (partially) immiscible constituents170. HEOs/ESOs significant promise stems from the 

compositional complexity and short-range disorder, which offers unique distributions of oxygen-

metal bond lengths, bond angles, vibrational frequencies, degree of covalence, and cation 

coordination numbers,171 governing functional properties172,173. For example, entropy stabilized 

local disorder was recently shown to create overlapping site energy distributions, facilitating Li+ 

mobility through a percolating network152 in an all-solid-state battery electrolyte. 

Despite significant progress, charge transport mechanisms in HEOs/ESOs have not been 

elucidated given the complexity and many degrees of freedom, particularly for the undoped model 

systems. While Li-doped ESOs have attracted significant research attention to date, knowledge 

about transport mechanisms in undoped ESOs is necessary as it underpins the analysis of more 

complicated doped ESOs. For instance, it is still debated whether the Li-doped 

(Co,Cu,Mg,Ni,Zn)1-xLixO has reasonable electronic conductivity needed for applications including 

Li+ battery active electrode materials166,174. 

Additionally, understanding the influence of phase transformations is necessary in 

elucidating functional properties due to the metastable nature of HEOs/ESOs (i.e., the temperature-

dependent competition between entropic and enthalpic phase stabilization), as demonstrated by 

observed reversible phase transformation in ESOs159,169. Balcerzak et al. observed three unique 

conductivity activation energies in the canonical undoped ESO (Co,Cu,Mg,Ni,Zn)O between 205-

875 ℃, which was attributed to reversible phase transformations based on lattice parameter 

changes measured by high-temperature X-ray diffraction (XRD) and phase separation caused by 

low compatibility of Zn2+ and Cu2+ with other elements175. However, comprehensive 
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understanding of this phenomenon is lacking due to the absence of direct high-spatial-resolution 

microstructural evidence. Previous XRD results prove that reversible entropic phase 

transformations can be engineered by varying heat treatment conditions to tune the phase state 

between the enthalpy dominated multiphase state (comprising Cu-rich tenorite and Co-rich spinel) 

and the entropy dominated single-phase state159,169,176,177. Nonetheless, there are currently no 

publications explaining how changes in crysal structure, microstructure, and composition 

influence charge transport and secondary phase particle morphology as an ESO undergoes phase 

transformations. Moreover, the structure and composition of interfaces such as grain boundaries 

(GBs) and heterointerfaces (HIs) and their connection with electrical conductivity, as a function of 

phase transformation, remains unexplored despite the fact that interfacial conductivity is 

significant for engineering ESO solid electrolytes130 and thin film transistors178. 

Here, we elucidate the effect of heat-treatment-induced phase transformations on the electrical 

conductivity of polycrystalline (Co,Cu,Mg,Ni,Zn)O ESO using direct atomic- and nanoscale 

characterization of structure and chemistry.179 This composition is a canonical ESO which has been 

shown to be entropy stabilized by Rost et al.169 We hypothesized that cations such as Cu or Zn 

segregate to GBs in the polycrystalline single-phase (Co,Cu,Mg,Ni,Zn)O ESO. This facilitates the 

formation of (previously reported) secondary phases, which may form at GBs and/or in grain 

interiors. These secondary phases affect the ESO’s electrical transport mechanism(s) though the 

altered point defect chemistry of grain interiors and GBs. Finally, we hypothesized that the 

structure and composition of HIs in ESOs is relevant to secondary phase morphology and overall 

charge transport, and should be considered when designing/fabricating electronic devices such as 

thin films with optimized HI properties180. 
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To test our hypothesis, we used heat treatment to control the formation of a multiphase 

microstructure comprising ESO grains with inter/intragranular secondary phase particles. We 

quantified the structure and composition of single-phase and multiphase ESOs, and their GBs and 

HIs using atomic-resolution scanning transmission electron microscopy (STEM) imaging and 

(sub-)nanoscale spectroscopy by energy dispersive X-ray spectroscopy (EDS) and electron energy-

loss spectroscopy (EELS). While GBs have been recently studied in CCOs,181,182 to our knowledge 

this is the first report of sub-nanometer chemical composition and atomic structure of ESO GBs 

and HIs, which is necessary as these planar defects are inevitable in the large-scale production of 

ceramic oxides130,183. Experimental observations of GB segregation were interpreted with the 

assistance of density functional theory (DFT) calculations, though the complexity of the GBs 

observed precluded a general fundamental understanding of atomistic segregation mechanisms. 

Importantly, secondary phase formation influences defect chemistry, which introduces new charge 

carriers and changes the electrical transport measured here by electrochemical impedance 

spectroscopy (EIS). Detailed exploration of GBs and HIs revealed that GBs are key in the 

microstructure formation and conductivity mechanisms while HIs define secondary particle shape 

within ESO grain interiors. These findings deepen our basic understanding of structure-function-

processing relationships in an emerging class of highly promising materials which will guide the 

design and engineering of ESO compositions with tunable microstructure, electrical conductivity, 

and composite-derived multifunctionalities for a broad range of applications. 

4.4 Materials and Methods 
4.4.1. Synthesis and Sintering 

(Co,Cu,Mg,Ni,Zn)O ESO nanopowders were synthesized via solid-state methods using 

CoO (50 nm particle size, 99.7 wt. % purity), CuO (25-55 nm, 99.95 %), MgO (50 nm, 99.95 %), 
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NiO (18 nm, 99.98 %), and ZnO (18 nm, 99.95 %) from US Research Nanomaterials Inc (Houston, 

TX, USA). Starting constituent oxides were blended in equimolar amounts using a mortar and 

pestle, followed by planetary ball milling (Fritsch GmbH, Idar-Oberstein, Germany) for 3 h using 

a silicon nitride jar and milling media with the powder suspended in isopropanol. Conventional 

and spark plasma sintering (SPS) were used to consolidate the blended oxide nanopowders into 

fully dense, bulk pellets with varying grain sizes. Conventional sintering was done inside an 

elevator furnace using 1100 °C for 12 h (CM Furnaces, Bloomfield, NJ, USA). SPS was done 

using a Fuji model 825 SPS at 900 °C under a pressure of 100 MPa for 2 h. Microstructure and 

crystal structure of pellets were studied using XRD (Ultima III, Rigaku, Tokyo, Japan) and 

scanning electron microscopy (SEM) (Magellan 400, Thermo Fisher Scientific, Waltham, 

Massachusetts). 

4.4.2. Heat Treatment  

Based on our previous work159, this ESO forms a single-phase structure when heat treated 

and quenched from temperatures above 850 °C. If the single-phase ESO is then heat treated and 

quenched from the temperature range of 650-850 °C, a multiphase ESO forms. It was observed 

that heat treatments at 700 °C exhibit higher secondary phase content formation, yielding a 

maximum of ~17 at. % Cu-rich phase and ~11 at. % Co-rich phase177. In this study, one pellet was 

kept in the as-sintered single-phase form and two other pellets were heat treated for 2 and 24 h at 

700 °C to produce multiphase ESOs with varying secondary phase content. The pellets are labeled 

as ESO-single, ESO-2h and ESO-24h. 
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4.4.3. Electrochemical Impedance Spectroscopy 

AC electrochemical impedance spectroscopy (EIS) was used to measure the electrical 

conductivity and activation energies for ESO-single, ESO-2h, and ESO-24h. We measured 

conductivity at temperatures 25-200 °C to avoid inducing phase transformations (which occur at 

higher temperatures) during EIS. O2- non-blocking porous electrodes were fabricated using Ag 

paste (Fuel Cell Materials, Columbus, OH) that was applied on the polished surfaces of all pellets 

and annealed at 400 °C for 1 h. EIS was performed in air using a BioLogic SP-200 potentiostat 

(BioLogic Sciences Instruments, Seyssinet-Pariset, France). An excitation voltage of 50-150 mV 

over the frequency range of 1 mHz-7 MHz was used. Pellets were heated from 25-200 °C (in 50 

°C increments) inside a HFS600E-PB4 probe stage with a T96 system controller (Linkam 

Scientific Instruments, Redhill, United Kingdom).  

Impedance data were collected at each dwelling temperature after the impedance response 

became stable over time. Nyquist plots were fit to equivalent circuit models containing one or two 

parallel resistor-constant phase element (RQ) subcircuits (Z-fit mode in BioLogic’s EC-Lab). 

Here, Q represents the constant phase element, with each RQ subcircuit corresponding to a specific 

electrochemical response. The Nyquist plots from ESO-single and ESO-2h were fit to a single RQ 

circuit model, representing pellet total resistance. The Nyquist plots from ESO-24h were fit to a 

2RQ circuit model, representing two different resistance contributions in the form of two 

overlapping arcs. Eq. 4.1 was used to calculate the total and grain interior conductivity: 

 σ	 = 	 L
AR

 Eq. 4.1 

where L and A are pellet thickness and cross-section area, respectively. For total 

conductivity, R is total pellet resistance (i.e., the diameter of the grain interior/bulk arc plus grain 
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boundary arc in Nyquist plots). For grain conductivity, R is the diameter of just the grain 

interior/bulk arc. The specific GB conductivity for ESO-24h was calculated using Eq. 4.2:  

 σGB =
L
AR
(Z
0
) Eq. 4.2 

where g and G are GB thickness and pellet average grain size, respectively. Conductivity 

activation energies were calculated using the slopes of the Arrhenius conductivity plots with Eq. 

4.3: 

 𝜎 = 	 σ0
T

exp( -Ea
k	T

) Eq. 4.3 

where 𝜎  is conductivity, σ0 is the conductivity pre-exponential factor, Ea is the activation 

energy of charge transport, k is the Boltzmann constant, and T is absolute temperature. 

4.4.4. TEM Sample Preparation 

Aberration-corrected STEM was used to characterize the structure and composition of 

grain interiors and selected GBs in ESO-single, as well as atomic structure, composition, and 

morphology of the secondary phases formed during heat treatments in ESO-2h and ESO-24h. TEM 

samples of ESO-single, ESO-2h, and ESO-24h were prepared by focused ion beam (FIB) lift-out 

in a dual-beam SEM/FIB (Tescan, Kohoutovice, Czech Republic) equipped with Ga+ focused 

beam.184 To protect the TEM sample from ion-beam damage, a 2 µm thick platinum layer was 

deposited on each surface. 

4.4.5. STEM Energy-Dispersive X-ray Spectroscopy and Electron Energy-Loss 
Spectroscopy 

Atomic-resolution scanning transmission electron microscopy (STEM) in high-angle 

annular dark-field (HAADF), medium-angle annular dark-field (MAADF), and bright-field (BF) 



 70 

modes as well as energy-dispersive X-ray spectroscopy (EDS), and electron energy-loss 

spectroscopy (EELS) were performed using a JEOL Grand ARM300CF (200-300 KeV, JEOL 

Tokyo, Japan). Fast Fourier Transform (FFT) patterns calculated from atomic-resolution images 

were used to identify the crystal structures. Microscope data were processed using Gatan Digital 

Micrograph (Gatan, Pleasanton, CA). EELS and EDS backgrounds were subtracted using the 

Hartree-Slater cross-section and Kramers background correction mode in Digital Micrograph, 

respectively. The following peaks were used for the analysis: O Kα (0.525 keV), Mg Kα (1.254 

keV), Ni Kα (7.480 keV), Co Kα (6.931 keV), and Kβ (7.649 keV), Cu Kα (8.046 keV) and Kβ 

(8.904 keV), and Zn Kα (8.637 keV) and Kβ (9.570 keV). STEM EDS is used to identify the 

chemical composition of bulk and GBs in ESO-single, as well as secondary phase particles and 

GBs in ESO-2h and ESO-24h. STEM EELS is used to quantify the stoichiometry of secondary 

phase particles and the distribution of cations across HIs. 

4.4.6. Density Functional Theory Calculations 

First-principles calculations were performed within the DFT framework using the Vienna ab 

initio simulation package (VASP)185,186 within the generalized gradient approximation (GGA) 

using the Perdew−Burke−Ernzerhof for solids (PBEsol) exchange−correlation functional.187 

Projector augmented wave (PAW) pseudopotentials with a plane-wave cutoff energy of 600 eV 

were used for all the calculations. The magnetism of Co, Cu, and Ni was treated with the PBEsol 

collinear spin density approximation in the GGA with a Hubbard U (GGA + U) scheme188–190. The 

Coulomb parameter (U) was applied for these elements to account for the increased Coulomb 

repulsion between the semi-filled 3d states. U = 6 was used, as this value can obtain correct ground 

state phases for the oxides of transition metals considered here.  Spin-polarized calculations were 

performed where the magnetic moments of Co, Cu, and Ni in the rocksalt phase were initiated in 
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the antiferromagnetic II type state. The equilibrium bulk ESO rocksalt structure was determined 

using the Monkhorst-pack k-point mesh191 with convergence energy of 10−5 eV atom-1 and 

convergence atomic force of 0.01 eV Å-1.  The computed lattice parameter of bulk ESO rocksalt is 

4.23 Å, which matches very well with our experimentally observed value of 4.1-4.2 Å. 

To understand the experimentally observed clustering of Cu at GBs in rocksalt 

(Co,Cu,Mg,Ni,Zn)O ESO, a Σ5 (310) GB is examined in the ESO rocksalt.  This interface was 

chosen as a model boundary because it has multiple different potential segregation sites and has 

been commonly examined to understand different GB properties in a variety of metals192–197 and 

metal oxides198–200 due to its high symmetry and low energy structure. The simulation cell had 

dimensions of 41.78 × 4.26 × 6.85 Å3 and contained 120 atoms including 60 metal atoms in 

equiatomic concentration and 60 oxygen atoms. The atoms were relaxed at their positions using a 

gamma-pack k-point mesh to an energy convergence of <10-5 eV while maintaining a constant 

volume and shape of the GB sample. The GB energy (Egb) was calculated as the difference between 

the energy of the GB simulation cell (𝐸) and the energy of equilibrium ESO rocksalt (Ebulk) with 

the same number of atoms per unit area of the GB plane (S) using Eq. 4.4: 

 𝐸ZS =	
$.	$=>?(

@\
 Eq. 4.4 

To examine the clustering of Cu ions at the GB, different GB samples were prepared with 

16.66, 33.33 and 50 at. % Cu-ions in the GB region while maintaining an equiatomic concentration 

of metal ions in the overall simulation cell. GB concentration is calculated as the number of Cu-

ions divided by the total number of metal ions in the GB region. Each of the samples was 

energetically relaxed to obtain an equilibrium structure, followed by GB energy calculation using 

Eq. 4.3. 
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4.5 Results and Discussion 
4.5.1. Homogeneous Bulk Composition and Copper Segregation to the Grain 
Boundaries in Single-phase ESO 

It is well known that GBs can play a governing role in a ceramic’s overall electrical 

properties4,6,130,183,201,202. To shed light on the conduction mechanisms in single-phase 

(Co,Cu,Mg,Ni,Zn)O, atomic/nano scale structure and chemical composition of grain interior and 

GBs were investigated. We first confirmed the homogeneity of all cations and O2- in grain interior 

using XRD, SEM, and STEM EDS (Fig. 4.1 a-c). Next, segregation of Cu and a Si- and Ca-rich 

amorphous phase to the GB was detected, which is a common result of ceramic fabrication. A 

representative elemental distribution profile across a GB demonstrates two ~ 1 nm thick layers of 

Cu segregated to the two sides of the GB planes, while the amorphous phase segregates to the GB 

core (Fig. 4.1 d). CuO is not stable in the rocksalt structure due to a degeneracy in the electronic 

configuration and prefers to crystallize into a tenorite crystal structure. This degeneracy leads to a 

Jahn-Teller effect and a distortion in the (Co,Cu,Mg,Ni,Zn)O crystal structure,203,204 causing some 

Cu ions to segregate from grain interiors to GBs to minimize the free energy, allowing the entropy-

stabilization of a single-phase rocksalt ESO. Our DFT results support this claim by showing that 

GB energy decreases as the Cu ions in the crystal interior preferred to occupy the distorted GB 

sites in a single-phase rocksalt ESO. While this is not an exact simulation of the experimentally 

observed interface (the complex structure of an amorphous Si-rich film cannot be captured with 

DFT), it demonstrates that Cu ions prefer to occupy crystallographically disordered defect sites 

which is consistent with the observation of Cu ions adjacent to the GB in the TEM measurements. 

The amorphous GB phase at the GBs is made of raw material impurities, which is typically 

observed to block ion transport in polycrystalline ceramics205. However, as discussed below, 
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importantly we do not observe any impedance response attributable to this intergranular phase, 

and thus we assume the GBs in ESO-single do not contribute an impedance response to the 

sample’s overall response. 

Fig. 4.1. Segregation of Cu to GBs in single-phase ESO. a) XRD shows that ESO-single has a 
rocksalt crystal structure: Fm3jm (225) ICSD – 52026. b) SEM image of ESO-single. c) STEM-
EDS chemical mapping of a GB demonstrating Cu and Si-rich GB phase. d) Elemental distribution 
across the GB mapped in b. 
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4.5.2. Formation of Intragranular and Intergranular Secondary Phase Particles in Heat 
Treated ESOs 

ESOs undergo a reversible phase transformation during heat treatment, forming Cu-rich 

and Co-rich oxide particles206. The heat treatment temperature used to form the multiphase state 

(700 °C) is low enough that the Gibbs free energy of the single-phase state is insufficient to 

overcome the Gibbs free energy of the multiphase state. We therefore propose that our multiphase 

samples are enthalpy stabilized, while our single-phase sample is entropy stabilized. To understand 

the effect of heat treatments on the atomic/nanoscale composition, structure, and morphological 

features of the secondary phases, 2 h and 24 h heat treated ESO pellets were explored using XRD, 

STEM imaging, EDS, EELS in Fig. 4.2. In the ESO-2h, XRD shows secondary phase peaks related 

to tenorite and spinel structures (Fig. 4.2 a). Using STEM-EDS, we observed the formation of 

nanoscale intergranular Cu-rich oxide particles at some GB sites, as well as the homogeneous 

distribution of all elements in the grain interiors, Fig. 4.2 b. The Cu-rich particles mainly consist 

of Cu and O, with some Mg and Zn, quantified using STEM-EELS (section 4.5.3). Cu segregating 

was still observed at the GBs not covered with secondary phases suggesting that as the ESO is 

annealed, Cu segregates to the GBs, facilitating the formation of the entropy stabilized single-

phase ESO. The formation of Cu-rich secondary phases is also expected to produce adjacent Cu 

depletion zones in the grains176,207. 

The XRD results from ESO-24h show a larger number of secondary phase peaks with 

higher intensities (with respect to ESO rocksalt primary peaks) related to tenorite and spinel 

structures (Fig. 4.2 c). Additionally, intragranular Cu-rich and Co-rich oxide particles form in the 

grain interiors, Fig. 4.2 d. It is hypothesized that after Cu layer formation, Cu-rich secondary phase 

particles cover all the GBs, creating Cu depletion zones in the grains directly adjacent to particle-
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covered GBs176,207. Cu-rich secondary phase particles continue to nucleate and grow throughout 

grain interiors, where Cu has not been depleted. For the Co-rich particles, it is hypothesized that 

Co can fill the Cu vacancies (VCu
// ) created during the formation of Cu-rich particles, which 

increases local Co concentration and enables the nucleation of Co-rich particles. As discussed 

below, Cu-rich, and Co-rich oxide particles grow into anisotropic needle-like and equiaxed 

morphologies, respectively.  

 

Fig. 4.5. Formation of Cu-rich and Co-rich oxide secondary particles in multiphase ESOs. a) XRD 
of ESO-2h showing peaks of secondary phases (CuO tenorite: Fm3jm (225) ICSD – 52026 and 
Co3O4 Spinel: Fd3jmS (227) ICSD – 36256). b) ADF STEM and EDS chemical maps of grains 
indicating the homogenous distribution of cations and oxygen and intergranular Cu-rich tenorite 
particles in ESO-2h. c) XRD of ESO-24h showing more visible peaks of secondary phases. d) 
ADF STEM and EDS chemical maps of a grain interior showing Cu-rich and Co-rich secondary 
phase particles inside grains after 24 h of heat treatment at 700 ºC.  

The crystal structure of phases was determined by atomic-resolution HAADF imaging 

performed at a triple junction of ESO grain interior/Cu-rich oxide phase/Co-rich oxide phase in 
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ESO-24h, Fig 4.3 a. FFT patterns calculated from the HAADF image confirm that Cu-rich and 

Co-rich secondary phases have tenorite and spinel crystal structures, Figure 3b-d.  

Fig. 4.6. Atomic structure of a triple junction in ESO-24h. a) HAADF STEM image of ESO grain 
interior/Cu-rich tenorite/Co-rich spinel triple junction. b-d) Indexed FFT patterns, atomic-
resolution HAADF micrographs, and atomic model overlays of b) Cu-rich tenorite, c) Co-rich 
spinel and d) ESO rocksalt grain interior. 

4.5.3. Structure and Chemical Composition of Heterointerfaces and Their role in 
Secondary Phase Particle Morphology 

To reveal the role of HIs in the phase transformation and conductivity, the atomic structure 

and chemical composition of the ESO-24h HIs were investigated. We observed that Cu-rich 

tenorite phase often adopts a needle-like morphology, with straight sides and curved tips (Fig. 4.4). 

Given the differences in the crystal structure and atomic arrangements of Cu-rich tenorite and grain 

interior ESO rocksalt (cubic), misfit strain is expected at both HIs. Atomic-resolution HAADF 

STEM images confirmed that needle tips were semi-coherent and curved, with a lattice mismatch 

of ~5% (Fig. 4.4 c). This value agrees with the misfit values reported for semi-coherent HIs in 
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metals208 and ceramics209. The higher lattice mismatch at needle tips compared to the sides is 

compensated for by the formation of edge dislocations. Edge dislocations allow for faster cation 

diffusion across needle tips compared to the sides, elongating the needle-like morphology as the 

secondary phases grow. Two sets of edges dislocations were detected at this HI using MAADF and 

BF imaging. The first dislocation set with the Burgers vector, b1kkkk⃗ , is parallel to the HI with a 

dislocation spacing of 5 nm. The second dislocation with the Burgers vector,  b2kkkk⃗ , is perpendicular 

to the HI with a dislocation spacing of 4 nm. The existence of two non-parallel sets of dislocations 

partly relieves the interfacial coherency strain, while maintaining the residual long-range strain210. 

The incoherent (distorted) areas are the dark regions visible in the STEM BF micrograph.  

 

Fig. 4.4. Coherent and semi-coherent HIs with no elemental segregation or depletion in ESO-24h. 
Atomic structure and composition of two HIs and their correlation to secondary phase particle 
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morphology. a) The needle-like morphology of a Cu-rich tenorite particle. b) The equiaxed 
morphology of a Co-rich spinel particle. c) HAADF/BF STEM images of a tenorite/ESO HI at a 
needle tip, with expanded views of the red dashed zone. d) HAADF STEM image of a spinel/ESO 
HI with expanded views of red dashed zone in MAADF and BF modes. e) STEM-EDS cation 
composition profile across the tenorite/ESO HI at needle tip f) STEM-EDS cation composition 
profile across the spinel/ESO HI. 

Unlike Cu-rich tenorite needles, Co-rich spinel particles form equiaxed morphologies with 

one HI type (Fig. 4.4 b), which is a coherent HI with some lattice misfit strain. Even though the 

Co-rich spinel and ESO rocksalt phases are both cubic, differences in lattice parameters and atomic 

arrangements cause a misfit strain of ~1 %. Therefore, variations in contrast observed at this HI in 

MAADF and BF modes (diffraction and strain contrast), suggest the existence of misfit-induced 

elastic strain (Fig. 4.4 d).  
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Fig. 4.5. Coherent HIs with no elemental segregation or depletion. (a) Atomic-resolution HAADF 
and BF micrographs of HI at needle sides. (b) STEM-EDS cation composition profile across Cu-
rich tenorite/ESO rocksalt HI at needle side. 

No segregation or depletion of cations is detected at either HI using STEM EELS, 

suggesting a smooth transition from one phase to the other at the needle tip (Fig. 4.4 e), spinel/ESO 

HI (Fig. 4.4 f), and needle side (Fig. 4.5). Therefore, we conclude that the contrast variations are 

solely related to lattice distortion. All HIs observed in this study have wider (~3-5.5 nm) 

compositional widths—the distance over which there is a composition gradient, than structural 

widths (1-2 nm)—the distance over which there is lattice distortion caused by the interface (Fig. 

4.4 c). The considerably larger compositional width is a known characteristic of diffuse HIs seen 

in phase transformed CCMs such as precipitate-hardened high-temperature alloys211,212. The wider 

compositional widths at the ESO HIs are attributed to the longer range diffusion of ions in ESOs 

due to the distorted nature of the crystal structure at the atomic level213. 

Using STEM EELS, the stoichiometry of the Cu-rich tenorite phase at the needle tip was 

measured to be Cu0.78Mg0.09Zn0.19O, which we speculate forms by simultaneous co-segregation of 

Cu, Mg and Zn. The stoichiometry measured at the needle side was Cu0.53Mg0.2Zn0.27O, suggesting 

slight changes in Mg and Zn dissolution in CuO leading to a composition gradient across the 

needle-like particle, which we attribute to the interaction between strain, cation solubility, and 

diffusivity across the HI;193,196,212,214 while this has not been elucidated in the literature, it could 

provide additional degrees of secondary phase tunability. Negligible signals detected from Co and 

Ni suggest their absence in the tenorite phase. The stoichiometry of the Co-rich spinel phase was 

measured to be Co2.54Cu0.02Ni0.06Zn0.38O4. For quantified stoichiometries of secondary phase 

particles, see Table 4.1. 



 81 

Table 4.1. Stoichiometry of cations (mole %) in Cu-rich tenorite side/tip and Co-rich spinel 
secondary phases measured using STEM-EELS 

Cation 
Cu-rich needle tip 

(mole %) 

Cu-rich needle side 

(mole %) 

Co-rich 

(mole %) 

Cu 73 53 0.6 

Co __ __ 81.6 

Ni   1.8 

Zn 19 27 12.6 

Mg 8 2 
__ 

 

 

 

4.5.4. Changes in Electrical Conductivity and Activation Energy with Heat-Treatment-
Induced Phase Transformations 

To investigate the relationship between microstructure and conduction mechanism, the 

electrical conductivity of ESO-single, ESO-2h, and ESO-24h pellets were determined using AC 

impedance spectroscopy and equivalent circuit model fitting. Porous O2- permeable fired Ag paste 

was used as electrodes. The Nyquist plots of ESO-single only exhibit one “RQ” arc, attributed to 

the total impedance response of the pellet (grains and GBs), Fig. 4.6.  
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Fig. 4.6. Electrical conductivity of single and multiphase ESOs with respect to the atomic/nano-
scale structure and composition. Representative Nyquist plots collected from a) ESO-single, b) 
ESO-2h and c) ESO-24h at 25°C. Log10(conductivity)	as a function of temperature for all three 
pellets, with Ag electrode for d) ESO-single and e) ESO-2h and f) ESO-24h. Proposed conductivity 
pathways in g) ESO-single, h) ESO-2h and i) ESO-24 h.  

This suggests that the GBs (Fig. 4.1) do not form a space charge layer that would show up as 

a second distinct arc. Based on the slope of the conductivity as a function of inverse temperature 

(Fig. 4.6 d), an activation energy of 0.80 eV is calculated for charge transport in the distorted 

rocksalt grain interiors from Arrhenius plots of conductivity (Fig. 4.7). 
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Fig. 4.7.	Arrhenius plot of conductivity as a function of inverse temperature for all three pellets, 
with Ag electrode for a) ESO-single and b) ESO-2h and c) ESO-24h. 

We attribute conductivity in this sample to electronic hopping between reduced Cu polarons, 

𝐶𝑢7]^  which are known from DFT to accommodate oxygen sub-stoichiometry215. Compositional 

complexity in ESOs is known to facilitate the formation of localized charges. For example, Cu+ is 

known to exist in this rocksalt ESO given the relatively weak Cu-O bonds, according to DFT, X-

ray photoelectron spectroscopy (XPS) and anion sublattice distortion measurements215,213,216. 

Moreover, the starting binary oxides are strongly insulating (MgO)217 or p-type (CuO218,219, 

CoO220, NiO221,222) and n-type (ZnO)223 semiconductors within the 25-200 °C temperature range 

used for conductivity measurements in this work (Table 4.2), supporting our assumption that 

transport is electronic.	As shown below, the 0.8 eV conductivity activation energy for Cu+/Cu2+ 

polaron hopping in ESO-single is relatively high compared to the 2h and 24h samples (Fig. 4.6 e-

f), which we believe stems from the relatively low Cu+ polaron concentration and concomitant 

relatively large polaron separation distance, as well as defect association effects between Cu+ and 

oxygen vacancies that increase the polaron migration barrier.224 To assess the possible impact of 

entropy stabilization on electronic conductivity, the ESO’s electronic conductivity is compared to 

that of the starting binary oxides, Table 4.2. ESO-single’s conductivity is within the range of values 
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for the binary oxides, suggesting that entropy stabilization does not play a decisive role in 

governing the electronic conductivity of this ESO.  
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Table 4.2. Electrical conductivity and conductivity activation energy values measured for ESO and 
small polaron hopping in binary transition metal oxides from literature.  

Oxide 
(carrier) 

Conductivity 

(S/cm) 

Activation  

energy 
(eV) 

Temperature 

(°C) 

References 

ESO 
(Cu+/Cu2+ n-
type small 
polaron) 

3´10-10 0.8 25 This work 

CuO 
(p-type semi.) 

4´10-2 0.21, 0.31 
0.27 across 

GB 

30 Singh, Appl. 
Surf. Sci. 
(2011) 

Younas, Appl. 
Phys. Lett. 

(2012) 

CoO 
(p-type semi.) 

6.3´10-10 0.68 25 (extrapolated) Lange, Ber. 
Buns. Phys. 

Chem. 
(2010) 

NiO 
(p-type semi.) 

10-5 0.46 25 (extrapolated) Qiao, 
Europhys. 

Lett. (2011) 

Mitoff, J. 
Chem. Phys. 

(1961) 

ZnO 

(n-type semi.) 
5´10-9  1100 Wang, 

Powder 
Tech. 
(2013) 

MgO 

 

10-15 2.8 227 Lewis, J. 
Phys. D 
(1968) 

 Like ESO-single, the ESO-2h Nyquist plots were best fit to an R-RQ circuit model (Fig. 

4.6 b) attributed to the rocksalt grain interior contribution. A conductivity activation energy of 0.55 
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eV is calculated for ESO-2h (Fig. 4.6 e), which is consistent with that of Cu+/Cu2+ small polaron 

hopping reported previously in this ESO (Table 4.2)225–227. In ESO-2h, formation of Cu-rich 

tenorite particles at GBs requires the formation of copper vacancies, VCu	
// , in the grains that are 

charge compensated by oxygen vacancies, VO
•• , which are known (from  DFT215) to form 

preferentially as nearest neighbors to Cu+. Increasing the VO
••  concentration in the ESO grains thus 

increases the concentration of Cu+ and lowers the small polaron site separation distance, leading 

to a measured electronic conductivity enhancement of ~2 orders of magnitude at 25 °C.  

For ESO-24h, the two overlapping arcs detected at higher and lower frequencies are fit to 

a series R-RQ-RQ circuit, with each RQ corresponding to grain interior or GBs, respectively (Fig. 

4.6 c). The measured grain interior conductivity activation energy is 0.36 eV (Fig. 4.6 f), attributed 

to Cu+ small polaron hopping caused by further increased VO
••  concentration as in the ESO-2h. This 

is due to further depletion of Cu and Co upon secondary phase formation. Assuming the intensity 

of main XRD peaks are proportional to the volume fraction of each phase, the formation of Cu-

rich tenorite particles at GBs and Cu-rich tenorite and Co-rich spinel particles in grain interiors 

may increase the concentration of Cu site vacancies by up to 6 % and the Co site vacancies by up 

to 2 % relative to the pristine ESO rocksalt. We believe the Cu-rich and Co-rich particles do not 

contribute to the grain interior conductivity because they are isolated within the grains and 

facilitate charge carriers of the opposite charge (p-type in CuO and CoO versus n-type in 

ESO218,220). Therefore, we conclude that the enhanced  ESO grain interior electronic conductivity 

of ~ 4 orders of magnitude compared to ESO-single is due to changes in grain interior defect 

chemistry caused by additional Cu-rich tenorite formation at GBs, as well as Cu-rich tenorite and 

Co-rich spinel secondary phase particles in grains228.To demonstrate the defective state of grain 

interiors in ESO-24h, we used the relative intensities of the primary peaks in XRD of ESO-24h 
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(Fig. 4.8) to calculate the amount of Cu and Co atoms that leave the grain interior upon formation 

of secondary phase particles. 

 

Fig. 4.8. XRD of ESO-24 showing main peaks of spinel, tenorite, and rocksalt phases used to 
estimate the maximum amount of Cu and Co vacancies created in the rocksalt by secondary phase 
formation. 

 

Assuming the XRD main peak intensities are proportional to the phase volume, 

𝐼7]_
𝐼$\_	

=
0.1005	(𝑐𝑚`)
0.989	(𝑐𝑚`) 	×

6.31	 @ 𝑔
𝑐𝑚`A

6.12	 @ 𝑔
𝑐𝑚`A

	×
1
79.5 (𝑚𝑜𝑙/𝑔)
1

70.12 (𝑚𝑜𝑙/𝑔)
×
1	(𝑚𝑜𝑙	𝐶𝑢	𝑖𝑛	𝐶𝑢𝑂	𝑝𝑎𝑟𝑡𝑖𝑐𝑙𝑒𝑠)
0.2	(𝑚𝑜𝑙	𝐶𝑢	𝑖𝑛	𝐸𝑆𝑂	𝑚𝑎𝑡𝑟𝑖𝑥)

=
92
200 

Therefore, approximately 31.5 % (=92/292) of the Cu atoms initially in the rocksalt ESO leave 

during heat treatment to form CuO tenorite secondary phases, yielding ~ 6.3 at % of VCu	
// in the 
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rocksalt. Some of these VCu	
//  help nucleate Co-rich particles based on our hypothesis and previous 

finding in the literature207, so are thus likely filled by Co. A similar analysis for Co vacancies 

estimates ~ 2.3 at % of VCo	
// . This assumes CuO tenorite and Co-rich ZnCo2O4 which is in line 

with our atomic-resolution STEM imaging and EDS mapping results of rocksalt matrix and 

secondary phase particles following heat treatment. The calculated defect values are reasonable 

considering our EDS maps show that Cu and Co remain in the grain interior. 

For the GB conductivity, we observe a single thermally activated conduction mechanism at 25-

175 °C with an activation energy of 0.38 eV, attributed to the local electron hopping across the 

GBs containing Cu-rich tenorite particles. The specific GB conductivity values are ~4 orders of 

magnitude lower than that of the grain interior, suggesting very poor electron conduction through 

CuO tenorite particles at the GB. Schematics in Fig. 6 g-i show the correlation between 

microstructure and electrical conductivity as a function of heat treatment-induced phase 

transformations in ESO-single, 2h and 24h. The total conductivity values measured for ESO-24h 

(grain interior plus GBs) increased compared to that measured for ESO-single and ESO-2h, 

demonstrating enhanced electrical conduction in this ESO caused by heat treatment-induced phase 

transformations. Additional heat treatment of ESO-24h at 900 °C returns the electronic 

conductivity and conductivity activation energy to the single-phase value (Fig. 6 f). This highlights 

the exciting prospect of designing resistive switching devices by balancing enthalpy stabilized 

secondary phase formation with entropy stabilized second phase annihilation. 

4.6 Conclusions 

The origin of reversible enhancements in electronic conduction in a single-phase ESO and 

two multiphase ESOs (heat treated at 700 °C for 2 and 24 h) were detailed with respect to 
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secondary phase content, atomic/nano-scale structure and composition, and defect chemistry. We 

found that the single-phase ESO has two Cu layers at the surfaces of the ESO crystals forming 

GBs, stabilizing a single-phase ESO rocksalt solid solution with homogeneous distribution of all 

elements in the grain interiors. EIS conductivity activation energy measurements suggest that 

ESO-single is conducting Cu+ small polarons by hopping through the rocksalt structure. It is 

observed that the GBs do not have a specific impact on electronic conduction in this sample. By 

comparing ESO-single’s electronic conductivity to that of the constituent binary oxides, entropy 

stabilization seems to have little governing effect on electronic transport in this ESO. Upon 2 h of 

heat treatment, Cu2+ leaves the ESO, forming intergranular Cu-rich tenorite particles covering 

some but not all the GBs. The added VCu	
// 	are compensated by the formation of VO

•• , facilitating 

reduction of Cu2+ to Cu+ in the grains, and enhancing electronic conduction up to ~2 orders of 

magnitude with a decreased activation energy to 0.55 eV. After 24 h of heat treatment, Cu-rich 

tenorite phase is assumed to cover all GBs, followed by the nucleation and growth of intragranular 

Cu-rich tenorite and Co-rich spinel particles in the grain interiors. While Cu-rich tenorite particles 

at the GBs slow cross-GB electron conduction, Cu+ small polaron conduction is shown to further 

enhance conductivity of grain interiors by 2-3 additional orders of magnitude, due to the extensive 

formation of VCu	
//  and VCo	

// 	which are charge compensated by VO
•• . Overall total conductivity in 

ESO-24h is higher compared to ESO-single and ESO-2h which is attributed to heat treatment-

induced phase transformations. The impact of high entropy and entropy stabilization on electronic 

transport in this material appears to be an indirect one, in that the ESO offers tunable defect 

chemistry (through heat treatment induced secondary phase formation) which subsequently 

enhances conductivity. Importantly, the reversibility of the conductivity enhancement points 
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towards the possibility of designing resistive switching materials by balancing entropy stabilized 

single phases with enthalpy-stabilized composites. 

Probing the cation composition profiles across the HIs formed between ESO and secondary 

phases (in ESO-24h) revealed diffuse interfaces with a relatively large transitional compositional 

width. On the other hand, atomic structures observed suggest the formation of coherent and semi-

coherent HIs with misfit strain. Unlike the equiaxed Co-rich spinel particles, intragranular Cu-rich 

tenorite particles form in anisotropic needle-like morphologies due to the existence of misfit 

dislocation at needle tips, allowing faster diffusion and growth in this direction. Our findings 

suggest the negligible (if any) role of HIs in the conduction mechanisms of the ESO. This work 

demonstrates the ability to reversibly tune the electrical transport mechanism of ESOs via 

multiphase design, providing additional degrees of freedom to engineer a wider range of 

microstructures and compositions which will lead to novel complex concentrated materials. 
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CHAPTER 5:  Outlook and Recommended Future Work 

In summary, this work demonstrates the potential for tuning the electrical conductivity of 

complex oxide materials through altering chemistry and structure of GBs and grain down to the 

atomic scale.  

In the first project, we show that cross-GB oxygen-ion conductivity in a concentrated 

gadolinium-doped ceria (> 1 mol% dopant) does not solely depend on the concentrations of oxygen 

vacancies (charge carriers in this oxide) at the space charge layer, unlike previously described for 

dilute solid solutions. The types and concentrations of other defects (Gd acceptor dopant and local 

electrons) as well as their interactions with oxygen vacancies play a determining role in cross-GB 

conductivity by influencing charge carrier concentration and mobility near the GB. Distributions 

of such defects is dictated by the factors including bulk stoichiometry, structure, and chemo 

mechanical effects229 at the GB. While many materials researchers continuously aim to push the 

boundaries of material design by introducing new structures and/or compositions with enhanced 

cross-GB ion conductivity. Tuning cross-GB conductivity in gadolinium-doped ceria via alteration 

of bulk dopant concentration has reached its capacity, as cross-GB conductivity plateaus around 

~20 mol% gadolinium dopant.98 As a result, scientists began incorporating more than 1 dopant 

(e.g., co-doping with gadolinium and samarium230) or triple doping231 to further increase cross-GB 

ionic conductivity by the tuning space charge layer defect chemistry. Another impactful area of 

research aims to connect the relationship between GB structure/character and cross-GB 

conductivity, which can impact charge transport via influencing factors not limited to defect 

concentrations (e.g., structure-dependent segregation in GB), migration enthalpies, electrostatic 

forces and strain fields near charge carrying oxygen vacancies. More research is required to 

establish an effective connection between GB structure and conductivity.  



 92 

Another area of GB conductivity research requiring more attention is the discovery and 

incorporation of oxide sintering and processing strategies that can result in precise engineering of 

GB composition and structure in bulk and thin films. So far, several methods have shown promises 

in that they can tune defect concentrations at the GBs, such as cold sintering18 and radiation-

assisted GB segregation232. 

The second project explores the changes in grain and GB electrical conductivity in a 

(Co,Cu,Mg,Ni,Zn)O entropy stabilized oxide (ESO) via heat treatment-induced phase 

transformation. As described before, entropy stabilization design strategy introduces a wide range 

of material systems with unique functionality. This is due to the compositional complexity and 

chemical disorder, which can influence not only the bulk but also GB properties, such as 

conductivity. 

The composition of GBs down to nm-scale is revealed for the first time in a polycrystalline 

ESO. It was shown that Cu leaves the rocksalt grains and segregates to the GB, along with an 

amorphous phase containing Si, Ca, and oxygen. Interestingly, the electronic conductivity results 

do not reveal a GB specific conductivity based on EIS. It is concluded that the space charge 

potential at the GBs is insignificant and does not separately contribute to conductivity. More 

detailed studies with 4D-STEM can help calculate the space charge potential at the GBs of ESOs 

aiming to connect that to observed or expected electrical conductivity. 

Another area of interest is the concept of high entropy grain boundaries (HEGBs) which 

was introduced in high entropy alloys in 2016233. Importance of HEGBs in oxides was recently 

demonstrated by Lu et al234, suggesting that HEGBs can open a wide range of material structures 

and properties, owing to the complicated nature of GBs and their ability to sponsor significant type 
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and/or concentrations of point defects, unlike the bulk with the limited concentration of interstitial 

or substitutional defects due to specific crystal structures. 

Another less-described finding of this work, is the relatively large chemical width of 

heterointerfaces measured using STEM-EELS (compared to structural width, visually 

demonstrated by HAADF STEM). These heterointerfaces are detected in between rocksalt grain 

interior and secondary phase particles forming by heat treatment. We conclude that the variations 

in strain at the heterointerfaces affects secondary phase particle growth rate and therefore, 

morphology. Heterointerfaces with larger chemical width were previously detected in high entropy 

alloys and seem to form due to the higher diffusivity of elements in ESO grains compared to binary 

oxide grains, or in other words, the ability of grains to accommodate GB chemical ordering.   

Lastly, we observed an interesting property the (Co,Cu,Mg,Ni,Zn)O ESO studied here. 

During our electrical conductivity measurements (EIS), ESO is heated to and equilibrated at 25 – 

200 °C (50 °C increments), and conductivity is measured at each temperature step. The previous 

reports claim that phase transformation in this ESO begins at around 600 °C, varying by average 

grain size. Our EIS data reveals that heat treatment for long periods of time (e.g., > 5 h), leads to 

phase transformations occurring at much lower temperatures (below 200 °C), suggesting the 

thermal instability of this ESO compared to initially proposed temperatures of 600 °C and above. 

As a result, to confidently measure and report the conductivity and activation energy of ESOs (to 

minimize the risk of phase transformation during measurements), we minimized the time of 

experiment and the voltage values used in EIS. This is an important discovery, as it brings up yet 

another interesting question: are ESOs stable enough under practical operation environments? As 

an example, if ESOs are to be used as active battery materials, will the phase transformation occur 
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as the batteries operate? Is that a beneficial characteristic or will it degrade the battery properties? 

Answers to such questions are important, as we continue to expand the investment of research on 

ESOs or similar entropy-stabilized materials. Additionally, we noticed that applying large voltages 

(> 1 Volt) to the sample, accelerates phase transformation and changes electrical conductivity, 

proposing the resistive switching potential of this material for ReRAM devices, which has recently 

been explored in a (Cr,Mn,Fe,Co,Ni)3O4 spinel that transforms to a rocksalt structure once an 

electric field is applied235 
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APPENDIX A: Additional Experimental Data on Ionic Conductivity Measurements and 
Calculated Dopant-Vacancy Interaction Energies in Gadolinium-doped Ceria.

 

 Fig. A.1.  R1 (a), C1 (b), Y1 (c), and a1 (d) correspond to the grain arc in G25CO derived from EIS 
data fitting. R2 (a), C2 (b), Y2 (c), and a2 (d) correspond to the GB arc. 
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Fig. A.2. G25CO EIS data measured at 207°C. (a) Nyquist plot and (b) Bode plot of measured raw 
data (“Data”), with fit to linear Kramers-Kronig model (“Lin. KK”), and an equivalent circuit 
model (“Fit”). (c) The raw data were masked (“Masked data”) prior to equivalent circuit fitting 
(“Fit”) to avoid fitting the low-frequency electrode contribution. (d) The phase angle plotted 
against frequency showing the raw data (“Data”) and the fit to the masked data (“Fit”). 
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Fig. A.3. G25CO EIS data measured at 255°C. (a) Nyquist plot and (b) Bode plot of measured data 
(“Data”), with fit to linear Kramers-Kronig model (“Lin. KK”), and an equivalent circuit model 
(“Fit”). (c) The raw data were masked (“Masked data”) prior to equivalent circuit fitting (“Fit”) to 
avoid fitting the low-frequency electrode contribution. (d) The phase angle plotted against 
frequency showing the raw data (“Data”) and the fit to the masked data (“Fit”).  
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Fig. A.4. G25CO EIS data measured at 300°C. (a) Nyquist plot and (b) Bode plot of measured data 
(“Data”), with fit to linear Kramers-Kronig model (“Lin. KK”), and an equivalent circuit model 
(“Fit”). (c) The raw data were masked (“Masked data”) prior to equivalent circuit fitting (“Fit”) to 
avoid fitting the low-frequency electrode contribution. (d) The phase angle plotted against 
frequency showing the raw data (“Data”) and the fit to the masked data (“Fit”). 
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Fig. A.5. G25CO EIS data measured at 345°C. (a) Nyquist plot and (b) Bode plot of measured data 
(“Data”), with fit to linear Kramers-Kronig model (“Lin. KK”), and an equivalent circuit model 
(“Fit”). (c) The raw data were masked (“Masked data”) prior to equivalent circuit fitting (“Fit”) to 
avoid fitting the low-frequency electrode contribution. (d) The phase angle plotted against 
frequency showing the raw data (“Data”) and the fit to the masked data (“Fit”). 
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Fig. A.6. G25CO EIS data measured at 389°C. (a) Nyquist plot and (b) Bode plot of measured data 
(“Data”), with fit to linear Kramers-Kronig model (“Lin. KK”), and an equivalent circuit model 
(“Fit”). (c) The raw data were masked (“Masked data”) prior to equivalent circuit fitting (“Fit”) to 
avoid fitting the low-frequency electrode contribution. (d) The phase angle plotted against 
frequency showing the raw data (“Data”) and the fit to the masked data (“Fit”). 
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Fig. A.7. G25CO EIS data measured at 433°C. (a) Nyquist plot and (b) Bode plot of measured data 
(“Data”), with fit to linear Kramers-Kronig model (“Lin. KK”), and an equivalent circuit model 
(“Fit”). (c) The raw data were masked (“Masked data”) prior to equivalent circuit fitting (“Fit”) to 
avoid fitting the low-frequency electrode contribution. (d) The phase angle plotted against 
frequency showing the raw data (“Data”) and the fit to the masked data (“Fit”). 



 102 

 

Fig. A.8. G25CO EIS data measured at 477°C. (a) Nyquist plot and (b) Bode plot of measured data 
(“Data”), with fit to linear Kramers-Kronig model (“Lin. KK”), and an equivalent circuit model 
(“Fit”). (c) The raw data were masked (“Masked data”) prior to equivalent circuit fitting (“Fit”) to 
avoid fitting the low-frequency electrode contribution. (d) The phase angle plotted against 
frequency showing the raw data (“Data”) and the fit to the masked data (“Fit”). 
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Fig. A.9. G25CO EIS data measured at 521°C. (a) Nyquist plot and (b) Bode plot of measured data 
(“Data”), with fit to linear Kramers-Kronig model (“Lin. KK”), and an equivalent circuit model 
(“Fit”). (c) The raw data were masked (“Masked data”) prior to equivalent circuit fitting (“Fit”) to 
avoid fitting the low-frequency electrode contribution. (d) The phase angle plotted against 
frequency showing the raw data (“Data”) and the fit to the masked data (“Fit”). 
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Fig. A.10. Arrhenius plot of bulk (grain), grain boundary and total conductivity used to calculate 
the activation energies of conductivity in G25CO.  
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Fig. A.11. Conductivity and conductivity activation energy comparison with literature data 
at various temperatures. (a) total conductivity at 440°C (b) grain conductivity at 440°C, (c) 
specific GB conductivity at 300 - 400°C, (d) grain conductivity activation energy, (e) 
specific GB conductivity activation energy64,95,98,124,140–147.  
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Fig. A.12. (a) 3D map of defect interactions as a function of vacancy site fraction and dopant site 
fraction in GB1. (b) Total and bulk conductivity (S cm-1) calculated using the model as a function 
of inverse temperature (K-1). 

 

Fig. A.13. (a) 3D map of defect interactions as a function of vacancy site fraction and dopant site 
fraction in GB2. (b) Total and bulk conductivity (S cm-1) calculated using the model as a function 
of inverse temperature (K-1). 
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Fig. A.14. (a) 3D map of defect interactions as a function of vacancy site fraction and dopant site 
fraction in GB3. (b) Total and bulk conductivity (S cm-1) calculated using the model as a function 
of inverse temperature (K-1). 

 

Fig. A.15. (a) 3D map of defect interactions as a function of vacancy site fraction and dopant site 
fraction in GB4. (b) Total and bulk conductivity (S cm-1) calculated using the model as a function 
of inverse temperature (K-1). 
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Fig. A.16. (a) 3D map of defect interactions as a function of vacancy site fraction and dopant site 
fraction in GB5. (b) Total and bulk conductivity (S cm-1) calculated using the model as a function 
of inverse temperature (K-1). 
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APPENDIX B: Additional Experimental Data on Structure and Composition of Grain and 
Grain Boundaries in Single phase (Co,Cu,Ni,Zn,Mg)O Entropy Stabilized Oxides 

 

 

Fig. B.1. Atomic-resolution STEM EDS intensity map of ESO rocksalt. (a) HAADF STEM 
micrograph. (b-g) correspond to O, Mg, Zn, Ni, Cu and Co, respectively. 



 110 

 

Fig. B. 2. Segregation of Cu layers at the edge of Si-enriched glassy phase at the GB. (a) Cu and 
Si intensity line profiles across the GB show in (b, c). Purple and blue highlighted areas correspond 
to the locations of the Si-enriched and Cu layers segregation at this GB. (b) STEM-BF image of a 
triple junction in ESO-single specimen. (c) zoomed-in view of this GB, with highlighted areas 
referring to Si-enriched and Cu layers. 
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Fig. B.3. a) Simulated atomic structure of a Σ5 (310) GB with 50 at. % Cu using DFT. b) 
Calculated GB energy as a function of Cu-ion concentration at the Σ5 (310) GBs. 

 

Table B.1. Stoichiometry of cations (mole %) in Cu-rich tenorite side/tip and Co-rich spinel 
secondary phases measured using STEM-EELS 

Cation Cu-rich needle tip 
(mole %) 

Cu-rich needle side 
(mole %) 

Co-rich 
(mole %) 

Cu 73 53 0.6 
Co __ __ 81.6 
Ni   1.8 
Zn 19 27 12.6 

Mg 8 2 __ 
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APPENDIX C: Additional Experimental on Measuring Electrical Conductivity of Single 
Phase and Multiphase Entropy Stabilized Oxides 

 

Fig. C.1. Nyquist plots collected from ESO-single with Ag paste electrodes from (a-c) 25-75 °C. 



 113 

 

Fig. C.2. Nyquist plots from ESO-single with Ag paste electrodes from (a-c) 100-150 °C. 
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Fig. C.3. Nyquist plots collected from ESO-single with Ag paste electrodes from (a-b) 175-200 
°C. 
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Fig. C.4. Nyquist plots collected from ESO-2h with Ag paste electrodes from (a-c) 25-75 °C. 
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Fig. C.5. Nyquist plots collected from ESO-2h with Ag paste electrodes from (a-c) 100-150 °C. 
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Fig. C.6. Nyquist plots collected from ESO-2h with Ag paste electrodes from (a-c) 175-200 °C. 
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Fig. C.7. Nyquist plots collected from ESO-24h with Ag paste electrodes from (a-c) 25-50 °C. 
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Fig. C.8. Nyquist plots collected from ESO-24h with Ag paste electrodes from (a-b) 75-100 °C. 
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Fig. C.9. Nyquist plots collected from ESO-24h with Ag paste electrodes from (a-b) 125-150 °C. 

Table C.1. Calculating capacity values for grain in ESO-single, 2h and 24h and for grain boundary 
in ESO-24h. 

 

Sample Capacity [F] 
ESO-Single (29-34) e-12 

ESO-2h (37-80) e-12 
ESO-24h grain (0.1-0.24) e-9 
ESO-24h GB (1.3-5.7) e-9 
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