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ABSTRACT OF THE DISSERTATION

Video Enhancement with Internal Learning and Blind Priors

by

Akash Ashok Gupta

Doctor of Philosophy, Graduate Program in Electrical Engineering
University of California, Riverside, December 2021

Dr. Amit K. Roy-Chowdhury, Chairperson

With the increasing popularity of mobile cameras in various computer vision and

multimedia applications, the demand for high-quality visual content is also increasing. How-

ever, videos captured using current consumer-grade cameras often suffer from a variety of

quality issues such as motion blur, low frame-rate, low resolution, and rolling shutter ar-

tifacts. The reasons vary, including low shutter frequency, long exposure times, type of

imaging sensors, and the movement of the device itself. These factors limit the quality

of videos captured. As a vast majority of videos is captured using mobile cameras these

days, it calls for improved quality of the video captured by these devices. In this the-

sis, we focus on enhancing the quality of videos by leveraging the spatio-temporal internal

structure of the given video along with the external information available from the external

dataset. Most of the existing works make a prior assumption on the degradation model

that affects the quality of videos. Examples of such assumptions in degradation models

include knowledge that all input frames are blurry, known degradation kernel for spatio-

temporal down-sampling, and absence of rolling shutter artifacts. Nevertheless, in many

viii



real-world applications, these assumptions don’t hold true as the input priors are usually

unknown. We term these unknown priors as blind priors for the task of video enhancement.

In this regard, we first present our work on joint video deblurring and interpolation with

no prior assumption that input frames are always blurry. We utilize internal information

available from neighbouring frames to deblur and interpolate between frames. Then, we

describe our approach on blind spatio-temporal video super-resolution with the unknown

down-sampling kernel, by leveraging an external dataset and internal structure of a given

video. Next, we present our work on joint rolling shutter correction and super-resolution to

recover the high-resolution global shutter video using patch-recurrence property in videos.

Finally, we show an application of enhancement techniques in biomedical imaging, where

we utilize quantization in feature space for unsupervised image denoising. We demonstrate

that the proposed approaches effectively utilize the internal learning for the task of video

enhancement and show impressive performance in different real-world blind prior settings.
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Chapter 1

Introduction

With increasing popularity of high-performance higher resolution displays such as

4K Ultra HD (UHD), the consumer expectation for high quality visual content is also in-

creasing [40, 51, 50]. Recently, with prevalence of mobile cameras, more and more videos

are being captured using mobile devices. However, motion blur, low frame-rate, low reso-

lution and rolling shutter artifacts are often commonplace in videos captured using these

devices [106, 44]. Enhancing video quality at device level requires restoring the degrada-

tion caused by motion blur, increasing the frame-rate for temporal smoothness and rolling

shutter rectification. Consequently, video super-resolution is necessary for the compatibility

of videos captured using mobile devices with high-resolution displays for high perceptual

quality. As vast majority of video media is captured using mobile cameras these days, it

calls for improved quality of the video captured by these devices.

The success of deep learning methods and the availability large-scale datasets [97,

43, 119, 61] have greatly facilitated the research in video restoration techniques. Although
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the deep learning approaches have shown remarkable performance in individual video en-

hancement tasks, most of the existing works ignore the correlation between different factors

affecting quality of any video. Moreover, these approaches often make unrealistic assump-

tions regarding the video quality degradation model such as the knowledge that all input

frames are blurry [98, 105, 44, 53, 38, 98, 73, 128], fixed and known degradation kernel

for spatio-temporal down-samplings [47, 45, 59, 119, 104, 10, 112], and absence of rolling

shutter artifacts in CMOS cameras [47, 45, 119, 32]. The joint formulation of different

degradation models with blind priors on image formation is hardly explored.

In this thesis, we address three novel video enhancement problems in realistic

settings. In the first chapter, we study the task of high frame-rate sharp video genera-

tion. Existing works address the problem of generating high frame-rate sharp videos by

separately learning the frame deblurring [98, 105, 44, 53, 38, 98, 73, 128] and frame interpo-

lation [66, 130, 4, 5, 43, 64, 74, 75, 1, 65] modules. Most of these approaches have a strong

prior assumption that all the input frames are blurry whereas in a real-world setting, the

quality of frames varies. Moreover, such approaches are trained to perform either of the

two tasks - deblurring or interpolation - in isolation, while many practical situations call for

both. Different from these works, we address a more realistic problem of high frame-rate

sharp video synthesis with no prior assumption that input is always blurry. We introduce a

novel architecture, Adaptive Latent Attention Network (ALANET), which synthesizes sharp

high frame-rate videos with no prior knowledge of input frames being blurry or not, thereby

performing the task of both deblurring and interpolation. We hypothesize that informa-

tion from the latent representation of the consecutive frames can be utilized to generate
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optimized representations for both frame deblurring and frame interpolation. Specifically,

we employ combination of self-attention and cross-attention module between consecutive

frames in the latent space to generate optimized representation for each frame. The op-

timized representation learnt using these attention modules help the model to generate

and interpolate sharp frames. Extensive experiments on standard dataset and web-crawled

dataset demonstrate that our method performs favorably against various state-of-the-art

approaches, even though we tackle a much more difficult problem.

Most of the existing works in supervised spatio-temporal video super-resolution

(STVSR) heavily rely on a large-scale external dataset consisting of paired low-resolution

low-frame rate (LR-LFR) and high-resolution high-frame rate (HR-HFR) videos. De-

spite their remarkable performance, these methods make a prior assumption that the low-

resolution video is obtained by down-scaling the high-resolution video using a known degra-

dation kernel, which does not hold in practical settings [47, 45, 59, 119, 104, 10, 112].

Another problem with these methods is that they cannot exploit instance-specific inter-

nal information of a video at testing time. Recently, deep internal learning approaches

have gained attention due to their ability to utilize the instance-specific statistics of a

video. However, these methods have a large inference time as they require thousands

of gradient updates to learn the intrinsic structure of the data. In the second chapter,

to address these challenges in real-world video super-resolution task, we propose a novel

Adaptive Video Super-Resolution (Ada-VSR) framework which leverages external as well

as internal information through meta-transfer learning and internal learning, respectively.

Specifically, meta-learning is employed to obtain adaptive parameters, using a large-scale
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external dataset, such that the obtained parameters can adapt quickly to the novel condition

(degradation model) of the given test video during internal learning task, thereby exploit-

ing external and internal information for video super-resolution task. The model trained

using our approach can quickly adapt to a specific video condition with only a few gradient

updates, which reduces the inference time significantly. Extensive experiments on standard

datasets demonstrate that our method performs favorably against various state-of-the-art

approaches in terms of perceptual quality and computational resources.

Our next work on video enhancement addresses the problem of rolling shutter

correction and super-resolution. With the prevalence of CMOS cameras in many computer

vision applications, there is increase in appearance of rolling shutter (RS) artifacts in cap-

tured videos. However, existing video super-resolution algorithms assume that the motion

in the input video is global and no rolling shutter effect is present [47, 45, 119, 32]. The

problem of video super-resolution for video captured using RS cameras is challenging as

the model needs to learn the row-wise local pixel displacements and the global structure

of the objects for RS correction and super-resolution, respectively. We propose Patch At-

tention Network (PatchNet) to address the problem of joint rolling shutter correction and

super-resolution (RS-SR). Our conjecture is that the combination of information from the

neighbouring patches in feature space can span more detailed feature space for the task of

super-resolution. In particular, the Patch Attention Network leverages bi-directional mo-

tion information in feature space to extract relevant information from neighbouring patches

using attention mechanism, and deformable fields using deformable convolution layers to

extract local pixel-level information. We perform extensive experiments on real as well as
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synthetic datasets and demonstrate that our model is favourable against various benchmark

baselines for the task of rolling shutter correction and super-resolution.

We also explore application of enhancement technique in biomedical imaging. In

Chapter 5, we extend the process of quantization in the feature space and show that quan-

tization, that is usually utilized to denoise any image in pixel space, can also be applied in

the internal feature space for the task of unsupervised denoising.

In this thesis, we demonstrate that significant information regarding video en-

hancement is available within each video. We show that internal structure from neighbour-

ing frames and patches can be utilized for video enhancement tasks. Additional, we show

that external information available from external datasets can be leveraged to effectively

tackle video enhancement problem in blind prior setup. Various experiments with combina-

tion of internal learning, blind prior and external dataset show promising results for various

video enhancement tasks.

Organization of the Thesis. The rest of the thesis is organized as follows. In Chap-

ter 2, we address the problem joint deblurring and interpolation using self-attention and

cross-attention mechanisms in the latent representations. We present a novel meta-learning

framework for blind spatio-temporal super-resolution where degradation kernel is not known

in Chapter 3. We leverage meta-training using external dataset to learn a model that can

easily adapt to unseen degradation models. Furthermore, we exploit the internal structure

of the test video to adapt the model, trained using external learning, specific to the given

video. In Chapter 4, we exploit the patch-recurrence property in frames to recover high-

resolution global shutter frames from low-resolution rolling shutter video. In Chapter 5, we
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presented application of vector quantization in biomedical microscopy imaging for the task

of unsupervised denoising. We conclude the thesis in Chapter 6 by providing some future

directions related to the problem of video enhancement and video compression.

6



Chapter 2

Joint Video Deblurring and

Interpolation

Existing works address the problem of generating high frame-rate sharp videos by

separately learning the frame deblurring and frame interpolation modules. Most of these

approaches have a strong prior assumption that all the input frames are blurry whereas in

a real-world setting, the quality of frames varies. Moreover, such approaches are trained

to perform either of the two tasks - deblurring or interpolation - in isolation, while many

practical situations call for both. Different from these works, we address a more realistic

problem of high frame-rate sharp video synthesis with no prior assumption that input

is always blurry. We introduce a novel architecture, Adaptive Latent Attention Network

(ALANET), which synthesizes sharp high frame-rate videos with no prior knowledge of input

frames being blurry or not, thereby performing the task of both deblurring and interpolation.

We hypothesize that information from the latent representation of the consecutive frames
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can be utilized to generate optimized representations for both frame deblurring and frame

interpolation. Specifically, we employ combination of self-attention and cross-attention

module between consecutive frames in the latent space to generate optimized representation

for each frame. The optimized representation learnt using these attention modules help

the model to generate and interpolate sharp frames. Extensive experiments on standard

datasets demonstrate that our method performs favorably against various state-of-the-art

approaches, even though we tackle a much more difficult problem.

2.1 Introduction

Motion blur and low frame-rate are often commonplace in videos captured by

mobile devices, whether hand-held or on a moving platform. The reasons vary, including

low shutter frequency, long exposure times, and the movement of the device itself [106,

44]. These factors limit the quality of videos captured. As vast majority of video media

is captured using mobile cameras these days, it calls for improved quality of the videos

captured by these devices. Enhancing video quality requires restoring the degradation

caused by motion blur along with increase in the frame-rate at which video is captured for

temporal smoothness.

Most existing approaches have addressed the problem of high frame-rate sharp

video generation by frame deblurring and frame interpolation, separately. In [44], separate

models are used to deblur input frames and to interpolate between frames. The phenomenon

of motion blur and frame-rate at which video is captured are related. Thus, a joint formu-

lation is needed when addressing the task of high frame-rate sharp video generation from
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Figure 2.1: Conceptual Overview of ALANET. Given a poor-quality video consisting both
blurry and sharp frames, the frames are projected on a latent space. These latent repre-
sentations are modulated and interpolated using the proposed Adaptive Latent Attention
module to generate optimized latent representations for deblurring and interpolation. These
optimized representations are then used to generate a high frame-rate sharp video.

a low frame-rate blurry video. Recently, [92] studied the problem of joint video deblur-

ring and interpolation. Here, authors proposed to use pyramid deep models to deblur and

interpolate along with a pyramid of convolutional Long-Short Term Memory (LSTM) to

capture temporal smoothness. However, these methods assume that all input frames are

blurry, which is often unrealistic because the quality of a video usually varies non-uniformly

over time.

In this work, we introduce a novel architecture Adaptive Latent Attention

NETwork (ALANET) which aims to jointly deblur and interpolate frames from a poor

quality video input without an assumption that all input frames are blurry. Specifically, we

construct a Adaptive Latent Attention module that leverages the latent space with attention

mechanisms to generate high frame-rate sharp video. ALANET has a U-Net variant [87] as

it’s backbone, combined with the proposed attention module. Similar to U-Net, we utilize
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contracting path (encoder) of the network for latent space representation and expanding

path (generator) for video generation. However unlike U-Net, we do not pass the bottleneck

features extracted from the encoder directly to the generator. We introduce our proposed

adaptive attention module to modulate and interpolate the latent features for deblurring

and interpolating frames from the input video. Figure 2.1 illustrates the concept of proposed

adaptive attention module. Given a set of input blurry and sharp frames, their projection in

latent space can be modulated and interpolated using Adaptive Latent Attention module,

to generate optimized representations for sharp frames. These modulated and interpolated

latent representations are then used by the generator to synthesize the high frame-rate

sharp video.

Approach Overview. An overview of our approach is illustrated in Figure 2.2. Given a

low frame-rate poor quality input, our objective is to generate a high frame-rate sharp video.

Our proposed architecture, ALANET, consists of three modules: the frame encoding net-

work E, the Adaptive Latent Attention network M, and the high frame-rate sharp video

generator G. We modulate and interpolate the frame features by applying self-attention

and cross-attention on channels of the latent features of consecutive frames using our

proposed adaptive attention module. Self-attention on the feature space helps the model

to focus on important features of the same frame whereas cross-attention helps the model

to retrieve information from neighbouring frames that can be useful for either deblurring

or interpolation tasks. In turn, the Adaptive Latent Attention module will give less im-

portance to the neighbouring frame feature if the input is a sharp frame, and utilize this

information from the neighbours if input frame is blurry. Hence, our proposed approach is
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able to deblur and generate high quality interpolated frames using self-attention and cross-

attention on frame representations. To the best of our knowledge, our approach is the first

work to exploit the ability of learning optimized latent representation for generation of high

frame-rate sharp video using self-attention and cross-attention.

Contributions. The key contributions of our proposed framework are summa-

rized as follows.

• We introduce a novel framework ALANET, Adaptive Latent Attention Network,

designed to jointly deblur and interpolate for high frame-rate visually sharp video

generation.

• This is the first work to generate high frame-rate sharp video from low frame-rate

poor quality video by applying attention in the latent space without any assumption

on the uniformity of blurriness in different frames of the video.

• Our framework demonstrates consistently effective results on two datasets, the bench-

mark Adobe240 and crawled YouTube240 with better or at par performance with

state-of-the-art in both deblurring and interpolation tasks.

2.2 Related Work

Our work relates to research in video deblurring, video interpolation, attention

model, and joint video deblurring and interpolation. In this section, we discuss some rep-

resentative methods closely related to our work (see Table 2.1).

Video Deblurring. Inversion of motion blur is an ill-posed problem [82, 77]. Recent

works have used deep learning based methods to solve this restoration problem either using
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a single frame [98, 105] or multiple frames [44, 53, 38, 98, 73]. [15] attempts to deblur a

video by exploring similarity between the frames of the video and exploiting sharp patches

of neighbouring frames. DeBlurNet [98] proposes to use consecutive frames stacked as input

to generate a single clean central frame. ESVR [112] tries to align the features of multiple

frames using a temporal and spatial fusion module for feature fusion from different layer to

deblur a video. [52] proposes an integrated model to jointly predict the defocus blur, optical

flow and latent frames. [39] proposed a spatio-temporal recurrent neural network that en-

forces temporal consistency between neighbouring frames. [128] proposes a spatio-temporal

recurrent architecture with dynamic temporal blending mechanism. In contrast, we do not

estimate any extra information like optical flow (which can be noisy and computationally

heavy) in our approach and rely on proposed attention model to generate high frame-rate

sharp videos.

Video Interpolation. Many of the existing approaches [66, 130, 4, 5, 43, 64] for frame

interpolation use optical flow estimation between input frames. Consequently, the quality

of estimated optical flow governs the quality of frame interpolation. Recent learning based

methods have demonstrated effectiveness in frame interpolation tasks. A direct applica-

tion of convolutional neural networks (CNNs) for intermediate frame synthesis is presented

in [65]. Some methods [74, 75] apply CNNs to estimate space-varying and separable con-

volutional kernels for synthesis using neighbourhood pixels. [1] proposes to generate videos

by learning optimized representation by a non-adversarial approach and then interpolat-

ing between the optimized latent representation of two frames to synthesize central frame.

However, they average the latent representations of two frames for frame interpolation
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which often generates a blurry image. Unlike these methods, our approach utilizes adaptive

attention in the latent space for interpolation.

Attention Model. Attention mechanism has garnered a lot of interest due to their learn-

able guidance ability. With pioneering work in language translation [110], variations of

attention mechanism have shown promising results in object recognition [3], image gen-

eration [120] and image super-resolution [124]. Residual channel attention mechanism for

super-resolution is introduced in [124]. Authors in [115] used different length sequences to

deblur the center frame and attention is applied on different outputs to generate a single cen-

tral frame. Recently, variations of attention models are proposed for video deblurring [115]

and video interpolation [16]. In [16], attention is applied channel-wise on concatenated

down-shuffled frames for video interpolation. In contrast to our work, where we apply at-

tention in latent space, the existing methods employ attention for video deblurring and

interpolation tasks in pixel space.

Joint Video Deblurring and Interpolation. Joint video deblurring and interpolation

still remains a challenging problem. [44] proposed DeBlurNet, to deblur, and InterpNet,

for interpolating input frames in a jointly optimized cascade scheme to generate sharp slow

motion videos using blurry input. Blurry Video Frame Interpolation proposed in [92] uses

pyramid structure to deblur and interpolate along with a pyramid convolutional LSTM

to capture temporal information. However, both these methods strongly assume that all

the input frames are blurry. We relax this assumption to address a more difficult problem

where we do not know which input frames are blurry and where to interpolate. Hence,

the proposed ALANET framework is self-sufficient to make decisions on which frames to
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Table 2.1: Categorization of prior works in video deblurring and interpolation. Different
from the state-of-the-art approaches, ALANET demonstrates adaptive attention in latent
space to perform joint deblurring and interpolation.

Methods
Settings

Interpolate? Deblur? Joint Deblur & Interpolate? Latent Attention?

DAIN [4] 4 7 7 7

Jin [44] 4 4 7 7

BIN [92] 4 4 4 7

ALANET (Ours) 4 4 4 4

deblur using information from neighbouring frames.

2.3 Problem Formulation

Given a low frame-rate poor quality video V = [ V1, V2, · · · , VL], with L frames,

we aim to generate a high frame-rate sharp video S = [S1, S2, · · · , SN ] with N frames,

where N > L. Our objective is to deblur and increase the frame-rate of the given input

video V. Corresponding to each input frame Vi ∀ i = 1, 2, · · · , L, let there be a feature

representation xi in latent space X ∈ RH1×W1×C1×L such that XV = [ x1, x2, · · · , xL ]

where H1 ×W1 × C1 is the dimension of the latent representation.

We propose to generate a high frame-rate video by adaptive attention modeling

(see Section 2.4.2) of the feature representations of input video frames in the latent space.

Our hypothesis is that in latent space, information from neighbouring frames can help learn

optimized representations for deblurring and interpolation. Thus, the proposed Adaptive

Latent Attentive model transforms input blurry frame representation (XV) to the optimized
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representations (ZS ∈ RH1×W1×C1×N ) for deblurring and interpolation in the latent space

given by

ZS = [z1, ẑ2, z3, ẑ4, · · · , zN ] = Z̃S
⋃

ẐS (2.1)

where z2i is the representation for a deblurred frame S2i, and ẑ2i+1 is the representation

for an interpolated frame between S2i and S2i+2, i.e., S2i+1. We denote all latent repre-

sentations for deblurred frames by Z̃S and for interpolated frames by ẐS. These optimized

representations ZS = Z̃S
⋃

ẐS are used to deblur and interpolate sharp frames to generate

a high frame-rate video.

2.4 ALANET: Adaptive Latent Attention Network

In this section, we describe the proposed framework, ALANET, in detail. Our

framework consists of three components: the encoder E, the Adaptive Latent Attention

module M and, the generator G. We use the encoder module to extract latent represen-

tation for each input frame. The Adaptive Latent Attention module generates optimized

representations for frames to reduce blur and to interpolate frames, simultaneously. Finally,

the optimized representations are used by the generator to synthesize a high frame-rate

sharp video. Our overall framework is shown in Figure 2.2.
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Figure 2.2: Architectural Overview of ALANET. Given a low frame-rate poor quality video
V = [ V1, V2, · · · , VL], we extract latent representations XV = [ x1, x2, · · · , xL ] using
encoder network E. Adaptive Latent Attention module M utilizes combination of self-
attention and cross-attention on XV to generate optimized representations for deblurring
(Z̃S) and interpolation (ẐS). These optimized representations are used by the generative net-
work G to synthesize deblurred frames (S1,S3, · · · , SN−1) from Z̃S and interpolated frames
(S2, S4, · · · ,SN ) from ẐS, thereby generating a high frame-rate video S = [S1, S2, · · · , SN ].

2.4.1 Latent Representation of Frames

The encoder E is a trainable convolutional neural network which projects the input

video into a latent representation for each frame.

E(V) = E
(

[ V1, V2, · · · , VL]
)

(2.2)

= [ x1, x2, · · · , xL] = XV

Here, xi ∈ RH1×W1×C1 is the latent representation corresponding to Vi. The representations

generated by the encoder E are used by the Adaptive Latent Attention module M to generate

optimized representations for deblurring and interpolation.
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2.4.2 Adaptive Latent Attention

The latent representation of a frame generated by the encoder may not be opti-

mized as all the channels of the input representation are not equally important for generation

task. Also, since frames of a video are temporally correlated, their latent representation

can be leveraged to extract information from neighbouring frames to generate an optimized

representation for deblurring and interpolation.

To extract important information from the latent representation of the given frame

and utilize the information from the neighbouring frames, we propose an Adaptive Latent

Attention module M. The proposed module M applies attention on the input latent repre-

sentations to generate the optimized representations for deblurring and interpolation. This

module takes two latent representations (xi, xj ∈ RH1×W1×C1) as input, where H1 ×W1 is

dimension of each feature in C1 channels of the latent representation. A combination of self-

attention MS and cross-attention MC is then used to generate latent representations to

jointly deblur and interpolate between consecutive frames in an adaptive manner.

The basic building block of the attention mechanism is the channel attention func-

tion F. It computes attention weights of each channel in the latent representation. As

in [124], the channel-wise global spatial information is extracted using global average pool-

ing to condense input features to a channel descriptor. Then, a gating mechanism is applied

to learn non-linear interactions and correlation between multi-channel features such that

F : RH1×W1×C1 → R1×1×C1 , where H1 ×W1 × C1 is the dimension of the latent represen-

tation. Figure 2.3 shows the self-attention MS and cross-attention MC modules along with

the basic building block F for computation of the channel attention.
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(a) Attention Mechanism

(b) Channel Attention Computation Network

Figure 2.3: Proposed Attention Module. (a) Self-Attention (top) on latent representation
xi and Cross-Attention (bottom) for representation xj conditioned on xi. Symbol ⊗ denotes
element-wise multiplication of each attention weight with respective channel of the repre-
sentation. (b) The channel weight computation function F. It generates channel descriptor
by channel-wise global average pooling to learn attention weights for each channel.

Self-Attention (MS) correlates different channels of the latent representation of a frame

in order to generate an informative representation. This is achieved by computing atten-

tion weights for each of the channels of the input representation followed by element-wise

multiplication of the channels with their attention weights. This self-attention on xi can

then be expressed as in (2.3).

Cross-Attention (MC) provides attention weights for each channel of the latent repre-

sentation xj conditioned on another latent representation xi. Cross-attention leverages

information from other frames to generate a conditional representation. The conditional

representation provides insight on what information is useful from other frames. This cross-
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attention on xj given the input xi can then be computed as in (2.4).

MS

(
xi|xi

)
= xi ⊗ F(xi) (2.3)

MC

(
xj |xi

)
= xj ⊗ F(xi) (2.4)

Note that, symbol ⊗ in (2.3) and (2.4) represents element-wise multiplication, input vari-

ables xi,xj ∈ RH1×W1×C1 are the encoded feature representations of frames and output

of MS(xi|xi), MC(xj |xi) ∈ RH1×W1×C1 .

Deblurred and Interpolated Representations. A combination of self-attention and

cross-attention modules is employed to obtain optimized latent representations for de-

blurring and interpolation. Given a window W, the optimized latent representations

ZV = [ z1, ẑ2, z3, ẑ4, · · · , zN ] for a high frame-rate video S is computed as follows:

z2i = MS

(
xi|xi

)
+
∑
j∈Q

MC

(
xj |xi

)
(2.5)

ẑ2i+1 = MS

(
xi|xi

)
+ MC

(
xi|xi+1

)
+ MS

(
xi+1|xi+1

)
+ MC

(
xi+1|xi

)
(2.6)

where Q denotes integer values in [ i − 0.5W, i )
⋃

( i, i + 0.5W ], z2i is the optimized

representation for deblurred frame S2i and ẑ2i+1 is the optimized representation for the

interpolated frame between S2i and S2i+2.

As defined by (2.5), an optimized representation z2i for sharp output S2i is com-

puted using self-attention on ith input representation xi and cross-attention of all the re-

maining input latent representation xj in a neighbourhood of W frames. Cross-attention

is computed in a temporal window of W frames as the significant information for deblur-

ring and interpolation is available in neighbouring frames compared to temporally distant
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frames. Similarly, a latent representation ẑ2i+1 for interpolated frame S2i+1 between S2i

and S2i+2 is given by (2.6), where we consider self-attention on each latent representations

xi and xi+1, and cross-attention for each representation conditioned on the other.

2.4.3 High Frame-Rate Video Generation

To generate a high frame-rate video from blurry inputs, we employ a generative

neural network G that transforms the optimized representations to a sequence of frames.

The optimized representations generated by the adaptive attention module M are used by

generator G to synthesize deblurred frames as well as interpolate between frames represented

by S = G([ z1, ẑ2, z3, ẑ4, · · · , zN ]) where z2i and ẑ2i+1 are optimized representation used

to deblur and interpolate frames S2i and S2i+1, respectively.

2.4.4 Network Architecture

In this section, we describe the network architecture used for different modules in

the proposed ALANET framework.

Encoder-Generator Network. A variation of U-Net [43] is employed to design the back-

bone network for the proposed framework. The contracting path is used as the encoder

network E and the expansive path is used as the generator network G. The encoder-decoder

network also retains the skip-connections as in the original U-Net architecture [87]. How-

ever unlike the U-Net architecture, our proposed Adaptive Latent Attention module M is

introduced after the bottleneck to optimize the latent representations before they are fed

to the generator G.

Adaptive Latent Attention Network. In order to make the generator model, G, focus
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more on informative features, we exploit the inter-dependencies within frame feature (self-

attention) and across frame features (cross-attention). The basic building block of self-

attention and cross-attention is the attention weight computation module, F. We adopt the

channel attention module as in [124] for F. This channel attention module first extracts

the channel-wise global spatial information into a channel descriptor using global average

pooling. Then, a gating mechanism is applied to learn non-linear interactions and non-

mutually-exclusive relationship between multi-channel features [124]. Unlike self-attention

for super-resolution in [124], we also employ cross-attention between consecutive features

to learn interactions between these features for deblurring and interpolation.

2.5 Experiments

In this section, we first introduce the benchmark datasets, and evaluation metrics.

Next, the model used for generation of blurry training data is described. Finally, exten-

sive experiments are shown to demonstrate the effectiveness of our proposed approach in

generating high frame-rate sharp videos.

2.5.1 Datasets and Metrics

We evaluate the performance of our proposed approach using publicly available

Adobe240 [98] dataset which has been used in many prior works and a dataset crawled from

YouTube as in [92].

Adobe240 Dataset. This dataset contains 118 videos captured at 240 frames per second

(fps) with the resolution of 1280 × 720 . We choose 110 videos for training and remaining
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8 for evaluation following the split provided in [43] for fair comparison.

YouTube240 Dataset. We download 60 random video videos captured at 240fps from

the YouTube website to construct an evaluation dataset similar to that used in [92]. The

resolution of the downloaded video is 1280 × 720. For this dataset, we train the model in

Adobe240 but test on YouTube240 without any fine-tuning.

Dataset Preparation. For Adobe240 [98] and crawled YouTube240 dataset, low frame-

rate poor quality videos of 30fps are generated using process described in section 2.5.2. All

the frames are resized to 640× 352 for training and evaluation purposes.

2.5.2 Implementation Details

Our framework is implemented in PyTorch [80]. All the experiments are trained

for 200 epochs with a batch size of 2. We use ADAM [54] optimizer with initial learning

rate of 0.0001 and weight decay 5 × 10−4. The learning rate is reduced by a factor of 10

after 100 and 150 epochs. The proposed framework takes a 30fps blurry video as an input

and generates a 60fps sharp video.

Blurry Video Formation. Camera shutter frequency affects degradation due to motion

blur in each frame of a captured video. A low shutter frequency may not be able to capture

temporal smoothness and hence generate blurry frames. To simulate the motion blur, we

approximate the blurry frame as a discrete averaging of sharp frames within an overlapping

window as defined in [44, 43, 98]. Let 2τ + 1 be the number of sharp frames between two

blurry frames and β be the rate at which frames are captured. Then, a blurry frame Vi is
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approximated as:

Vi =
1

2τ + 1

iβ+τ∑
k=iβ−τ

Sk (2.7)

where, Sk’s are the sharp frames in the given video. Since we do not assume that all the

input frames are blurry, we average 11 consecutive frames randomly using (2.7) on a sharp

video to generate a poor quality video with low frame-rate.

Training and Testing Protocol. During training, random blurry frames are generated

on-the-fly by averaging 11 frames as defined in (2.7). The 5th and 9th sharp frames are

considered as the ground-truth for deblurring and interpolation, respectively. The frame-

work is jointly optimized for deblurring and interpolation using Adaptive Latent Attention

Network. During testing, a low frame-rate (30fps) poor quality video is used as an input to

the trained model and a high frame-rate (60fps) sharp video is generated.

Objective Function. Our objective function consists of a `1 pixel reconstruction loss1

and the perceptual loss [46] defined as follows.

L = Lr + λLp (2.8)

Here, Lr =
∑
i
|Gi−Si|1 denotes `1 reconstruction loss with Gi being the ground-truth frame

corresponding to the generated frame Si. Lp denotes the perceptual loss computed using a

pre-trained VGG16 network [46], and λ is a hyper-parameter. We use λ = 0.2 for all our

experiments.

1For pixel reconstruction loss, we choose `1-loss instead of Mean-Squared Error (MSE) `2 loss as latter
has inherent property of generating blurry output as shown in the literature [125].
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2.5.3 Qualitative Results

Figure 2.4 shows some examples of high frame-rate videos generated using the

proposed method and state-of-the-art BIN4 [92] given a low frame-rate video (top row).

From Figure 2.4a, it can be seen that our approach is able to tackle the motion blur

introduced due to the object motion (car in the bottom left corner for this particular

example) along with the blur produced by averaging of consecutive sharp frames. As our

approach is extracting information by applying attention on latent representation of input

frame, our method is able to deblur and interpolate visually more appealing videos. In

Figure 2.4b, the last two frames of middle and bottom row show that the proposed method

is able to deblur and interpolate visually good quality frames whereas BIN4 generates a

blurry interpolated frame. As the BIN4 utilizes the deblurred frame to interpolate, the

error from deblurred frame may propagate during interpolation and hence produce a blurry

interpolated frame as shown in Fig 2.4b (middle row, last frame). Our approach overcomes

this by generating optimized representation using attention mechanisms, which extracts

relevant information from neighbouring frames in the latent space for both deblurring and

interpolation.

2.5.4 Quantitative Results

Our proposed method performs joint deblurring and interpolation. There are

several methods that only solve the tasks of either deblurring or interpolation. We compare

our proposed approach with these state-of-the-art methods that either perform deblurring

or interpolation [43, 5, 4] given an input blurry video. We also compare ALANET with
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(a) Representative result from Adobe240 dataset. Observe zoomed-in patch of the car. The motion of

car introduces motion blur. ALANET is able to significantly reduce the motion blur in all the frames

and also generate superior quality interpolated frames.
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Missing Frame Missing Frame

(b) Representative result from Adobe240 dataset. The last frame in blurry input (top row) is of poor

quality. ALANET is able to deblur and interpolate clear frame (last two frame in the bottom row) as

compared to the state-of-the-art (last two frame in the middle row).

Figure 2.4: Qualitative result comparison with the state-of-the-art. Top row consists of the
input blurry frames and the missing frames faded. We show two high frame-rate videos
generated by our proposed method (bottom row) and compare it with the state-of-the-art
BIN4 (middle row). ALANET is able to generate superior quality high frame-rate video.

25



T
a
b

le
2
.2

:
Q

u
a
n
ti

ta
ti

v
e

re
su

lt
s

co
m

p
a
ri

so
n

on
A

d
ob

e2
40

an
d

Y
ou

T
u

b
e2

40
.

W
e

ob
ta

in
ed

b
et

te
r

av
er

ag
e

P
S

N
R

an
d

S
S

IM
in

d
ex

on
A

d
ob

e2
40

d
a
ta

se
t.

O
u

r
p

ro
p

os
ed

a
p

p
ro

ac
h

p
er

fo
rm

s
at

-p
ar

on
Y

ou
T

u
b

e2
40

d
at

as
et

w
h

en
ev

al
u

at
ed

u
si

n
g

th
e

m
o
d

el
tr

ai
n

ed
on

A
d

o
b

e2
4
0.

B
es

t
sc

or
es

h
av

e
b

ee
n

h
ig

h
li

gh
te

d
in

b
ol

d
.
†

in
d

ic
at

es
re

su
lt

s
re

p
or

te
d

fr
om

[9
2]

.

M
e
th

o
d

D
e
b
lu
rr
in
g

In
te
rp

o
la
ti
o
n

J
o
in
t
D
e
b
lu
rr
in
g
a
n
d

In
te
rp

o
la
ti
o
n

A
d
ob

e2
40

Y
o
u
T

u
b

e2
40

A
d
ob

e2
40

Y
ou

T
u
b

e2
40

A
d
ob

e2
40

Y
ou

T
u
b

e2
40

P
S
N

R
S
S
IM

P
S
N

R
S
S
IM

P
S
N

R
S
S
IM

P
S
N

R
S
S
IM

P
S
N

R
S
S
IM

P
S
N

R
S
S
IM

B
lu

rr
y

In
p
u
ts
†

2
8
.6

8
0
.8

58
4

31
.9

6
0.

91
19

-
-

-
-

-
-

-
-

S
u
p

er
S
lo

M
o†

[4
3]

-
-

-
-

27
.5

2
0.

85
93

30
.8

4
0.

91
07

-
-

-
-

M
E

M
C

-N
et
†

[5
]

-
-

-
-

30
.8

3
0.

91
28

34
.9

1
0.

95
96

-
-

-
-

D
A

IN
†

[4
]

-
-

-
-

31
.0

3
0.

91
72

35
.0

9
0.

96
15

-
-

-
-

J
in
†

[4
4
]

29
.4

0
0.

8
73

4
32

.0
6

0.
91

19
29

.2
4

0.
87

54
32

.2
4

0.
91

40
29

.3
2

0.
87

44
32

.1
5

0.
91

30

B
IN

4
†

[9
2
]

3
2
.6

7
0
.9

23
6

35
.1

0
0.

94
17

32
.5

1
0.

92
80

35
.1

0
0.

94
68

32
.5

9
0.

92
58

35
.1

0
0.

94
43

A
L
A
N
E
T

(O
u
rs

)
3
3
.7
1

0
.9
4
2
9

35
.9

4
0.

94
96

3
2
.9
8

0
.9
3
6
2

35
.8

5
0.

95
13

3
3
.3
4

0
.9
3
5
5

35
.8

9
0.

95
04

26



two recent approaches where deblurring and interpolation is performed jointly [44, 92].

Quantitative result comparison with these baselines are shown in Table 2.2.

Results on Adobe240 Dataset. For deblurring task on Adobe240 dataset, we report

a relative improvement of 1.04dB in the average PSNR value and 2.09% improvement in

SSIM metric when compared to [92]. Our method achieves 32.98dB average PSNR in inter-

polation task as opposed 32.51dB reported by state-of-the-art method BIN4 [92]. Overall,

for the joint task of deblurring and interpolation the proposed method achieves relative

improvement of 2.3% in average PSNR and 1.04% in SSIM index against BIN4. It can be

observed that BIN4 and ALANET both jointly formulate the deblurring and interpolation

tasks which helps to outperform [44]. We again highlight that our method does not know

which frames are blurry or where to interpolate, unlike BIN4 [92].

Results on YouTube240 Dataset. We evaluate the performance of our model trained

on Adobe240 dataset for deblurring and interpolation on YouTube240 dataset. For this

experiment we crawled 60 videos from YouTube to create this dataset following authors

in [92]. However, we do not have the same set of videos as in [92] as the list of videos is not

publicly available. From Table 2.2, it can be observed that network trained on Adobe240

performs at-par when evaluated on YouTube240 dataset with average PSNR of 35.89dB

and SSIM index of 0.9504 for joint deblurring and interpolation.

2.5.5 Ablation Study

In this section, we investigate the contribution of self-attention and cross-attention

in the proposed approach. First, we study the impact of self-attention on video deblurring
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Figure 2.5: Ablation study on different attention modules. Frame generated using different
attention mechanisms (top) and the residue image (bottom) computed by taking its differ-
ence with the ground-truth frame. Scale for the error range [0. 255] is given on the bottom
left. Our proposed ALANET which combines self-attention and cross-attention produces
superior results compared to using only one of the attention mechanisms. Results best
viewed when zoomed-in.

and interpolation. We remove the cross-attention MC terms from (2.5) and (2.6) and train

the network using only self-attention in the latent space. Secondly, we study the impact of

cross-attention in absence of self-attention by removing MS terms from (2.5) and (2.6) for

training the network.

Figure 2.5 presents the qualitative results of the ablation study. It can be observed

that the network trained using only self-attention produces inferior results as compared to

that of using only cross-attention. The network trained with only self-attention module

assumes that all the information to deblur and interpolate resides in a single frame and

discards the temporal information available in consecutive frames. This loss in information

results in poor quality frame when using only self-attention. On the other hand, using only

cross-attention produces better results than using only self-attention module as it exploits

the available temporal information by applying cross-attention on latent representation of

the consecutive frames.
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Table 2.3: Ablation study on attention mechanism. We evaluate contribution of self-
attention and cross-attention for high frame-rate video generation on Adobe240 dataset.

Attention
Deblurring Interpolation

PSNR SSIM PSNR SSIM

only Self-Attention 31.98 0.9373 30.87 0.9233

only Cross-Attention 32.36 0.9385 32.77 0.9340

ALANET 33.71 0.9429 32.98 0.9362

The quantitative results of impact of different attention mechanisms are shown in

Table 2.3. Network trained on only cross-attention achieves improvement of 0.38dB PSNR

as compared to using only self-attention for deblurring. However, for interpolation there is

improvement of 1.90dB when using only cross-attention as, unlike self-attention, it exploits

the temporal information available from neighbouring frames. From Table 2.3, we can

observe that ALANET performs best as it extracts quality information from the latent

representation by exploiting combination of self-attention and cross-attention for deblurring

and interpolation.

2.6 Additional Qualitative Results

We present a few videos generated by the proposed ALANET on Adobe240 and

crawled YouTube240 dataset. Figure 2.6- 2.9 presents a few of the test videos in Adobe240

dataset [98]. An example video from crawled YouTube240 dataset is show in Figure. 2.10.

It can be observed from Figure 2.6- 2.10 that the video generated by the proposed approach

are clear and interpolated frame are of high perceptual quality. Not only blur caused by
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averaging of frame but ALANET is able to tackle motion blur caused by motion of the

object as can be seen from Figure 2.7. These examples show efficacy of the Adaptive Latent

Attention mechanism in synthesis of high-frame rate sharp video.

Missing Frame Missing Frame
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u
t

O
u

rs

Figure 2.6: Representative video from Adobe240 dataset. The girl at the left hand side of
the input frames is blurry. ALANET is able to deblur the blur portion of the frames and
interpolate high quality frames
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Missing Frame Missing Frame

Figure 2.7: Representative video from Adobe240 dataset. The car at the bottom left has
motion blur due to frame averaging as well as the motion of the car. Our proposed approach
is able to enhance the frame by removing motion blur caused by frame averaging as well as
object motion.
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Missing Frame Missing Frame

Figure 2.8: Representative video from Adobe240 dataset. Since the bus is moving there is
blur towards the right window in the input frame. Our proposed approach is able to deblur
specific parts of the video showing efficacy of Adaptive Latent Attention.
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Missing Frame Missing Frame

Figure 2.9: Representative video from Adobe240 dataset. In this video, the girl is holding
the camera and there is lot of motion blur. Since we are leveraging information from
neighbouring frames using cross-attention mechanism we are able to produce quality results
even when very blurry input is given (observer last frame).
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Figure 2.10: Representative video from crawled YouTube240 dataset. In this video, bubbles
are moving objects. If observed carefully, it can be seen that our approach is able to
generated sharp boundaries for each bubble while deblurring as well as interpolation.
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2.7 Conclusion

We present an Adaptive Latent Attention Network (ALANET) for generating

high frame-rate sharp videos with no knowledge that either an input frame is blurry or not.

The proposed approach employs self-attention and cross-attention mechanism in the latent

representations of input video frames for deblurring and interpolation. Specifically, the

self-attention module extracts information local to the input frame and the cross-attention

module exploits the temporal relationship from latent representations of neighbouring frame.

Using a combination of self-attention and cross-attention our approach is able to generate

high frame-rate sharp video. Experiments on standard datasets show the efficacy of our

proposed attention module in the task of joint deblurring and interpolation over the state-

of-the-art methods.

32



Chapter 3

Spatio-Temporal Video

Super-Resolution

Most of the existing works in supervised spatio-temporal video super-resolution

(STVSR) heavily rely on a large-scale external dataset consisting of paired low-resolution

low-frame rate (LR-LFR) and high-resolution high-frame rate (HR-HFR) videos. De-

spite their remarkable performance, these methods make a prior assumption that the low-

resolution video is obtained by down-scaling the high-resolution video using a known degra-

dation kernel, which does not hold in practical settings. Another problem with these meth-

ods is that they cannot exploit instance-specific internal information of a video at testing

time. Recently, deep internal learning approaches have gained attention due to their ability

to utilize the instance-specific statistics of a video. However, these methods have a large

inference time as they require thousands of gradient updates to learn the intrinsic struc-

ture of the data. In this work, we present Adaptive Video Super-Resolution (Ada-VSR)
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which leverages external as well as internal information through meta-transfer learning and

internal learning, respectively. Specifically, meta-learning is employed to obtain adaptive

parameters, using a large-scale external dataset, that can adapt quickly to the novel condi-

tion (degradation model) of the given test video during the internal learning task, thereby

exploiting external and internal information of a video for super-resolution. The model

trained using our approach can quickly adapt to a specific video condition with only a few

gradient updates, which reduces the inference time significantly. Extensive experiments on

standard datasets demonstrate that our method performs favorably against various state-

of-the-art approaches.

3.1 Introduction

With the increasing popularity of high-performance higher resolution displays such

as 4K Ultra HD (UHD), the demand for high-quality visual content is also increasing. How-

ever, professional video production and TV screen content are still at Full HD (1080p)

resolution [40, 51, 50]. As rendering low-resolution content on higher resolution displays

lowers perceptual quality, it calls for improving the resolution of the content to match that

of the display. Enhancing the quality of video not only requires increasing the spatial reso-

lution but also the temporal resolution for smooth rendering on high-performance displays.

Therefore, it is critical to improve the spatial as well as the temporal resolution of videos

to enhance the perceptual quality.

Most existing approaches have addressed the task of video spatial super-resolution

(VSR) [47, 45, 119, 104, 10, 112] and temporal video super-resolution (TSR) [66, 130, 4,
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Traditional Approaches

Random Initialization

Optimal Weights for Task Target Optimal Weights

Transfer Learning

Adaptive-weights Training from scratch

Proposed Framework Adaptation by Internal Learning 

• Assumption: Degradation kernel is UNKNOWN
• Model can easily adapt to new tasks
• Training time is less for a new task

• Assumption: Degradation kernel is KNOWN
• Model cannot adapt to new tasks
• Training time is large for a new task

Search SpaceSearch Space

Traditional Approaches Ada-VSR ( Our Approach) 

Figure 3.1: Comparison of traditional approaches against Ada-VSR for the blind VSR task.
Traditional supervised approaches train their model assuming the degradation kernel for
task A is known (left; blue arrows). Transfer learning can be adopted to find optimal model
parameters for Task B with a different degradation kernel(left; orange arrows). However,
the model will not be able to generalize for the target task T when degradation is not
known. On the other hand, our proposed approach tries to find weights that can easily
adapt to the target task with only a few gradient updates via internal learning (right; green
arrows. See sec. 3.3.2 for more details).

5, 43, 64], separately. A straightforward strategy to perform spatio-temporal video super-

resolution (STVSR) is to cascade the VSR model and the TSR model to generate high-

resolution high-frame rate (HR-HFR) video from low-resolution low-frame rate (LR-LFR)

video. Nevertheless, this does not yield optimal results as it cannot fully utilize the avail-

able spatio-temporal information [118]. Recently, a few works [50, 51, 118, 117], studied

the problem of joint spatio-temporal video super-resolution. Zooming Slow-Mo [117] pro-

posed a one-stage STVSR framework using Deformable Convolutional LSTM. The authors

in [118] utilize temporal profiles to exploit spatio-temporal information. FISR [51] proposes

a multi-scale temporal loss for joint frame-interpolation and super-resolution. However,

these approaches requires a large dataset of LR-HR pairs with the assumption that the
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down-sampling kernel to obtain LR frames from HR frames is known and fixed, which does

not hold true in a real world setting (Figure 3.1, left). The problem of blind SR in images,

where down-sampling kernel is unknown, is tackled either by estimating the down-sampling

kernel [28, 7] or by exploiting the deep internal prior [94, 107] to learn the internal structure

of the image. Consequently, these approaches achieve good performance at the expense of

heavy computational time as it requires thousands of back-propagation gradient updates for

each instance. Another shortcoming of such approaches is that they cannot take advantage

of a pre-trained network learned using a large-scale external dataset [96].

Meta-learning has recently garnered much interest to tackle the aforementioned

shortcomings. Meta-learning aims to adapt quickly and efficiently from a small set of

data available at inference time. There are three common approaches to meta-learning:

metric-based [95, 102, 111], model-based [88, 78, 70], and optimization-based [27, 25, 24].

Model-Agnostic Meta-Learning (MAML) [24] is a gradient-based method and has shown

impressive performance by learning the optimal initial state of the model such that it can

quickly adapt to a new task with a few gradient steps.

In this work, we introduce a novel framework Adaptive Video Super-Resolution

(Ada-VSR) which aims to generate high resolution high-frame rate (HR-HFR) video from

a low-resolution low-frame rate (LR-LFR) input. Inspired by meta-transfer learning, we

utilize external knowledge as well as internal knowledge from videos for the task of joint

spatio-temporal video super-resolution (STVSR). Our approach leverages knowledge from

the external dataset and learns adaptive model parameters using meta-learning. As shown

in Figure 3.1 (right), meta-learning is employed to learn initial model parameters that can
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quickly and efficiently adapt to the test video with unknown degradation. Specifically, we

use different down-sampling kernels as different tasks for meta-learning in order to learn a

model that can adapt to novel tasks easily. Finally, during meta-testing, internal learning is

leveraged to learn video-instance specific knowledge with limited gradient steps. Since there

are only a few gradient steps involved in the meta-testing for each video, our approach is

significantly faster when compared to approaches that completely rely on internal learning

and requiring thousands of gradient updates.

3.1.1 Approach Overview

An overview of our Adaptive Video Super-Resolution (Ada-VSR) training scheme

is illustrated in Figure 3.2. Given a low-resolution low frame-rate input, our objective is to

generate a high resolution high frame-rate video when the degradation kernel is unknown.

Our Ada-VSR approach consists of two networks: the temporal super-resolution module

(TSR) denoted by Fθ and the spatial super-resolution module (SSR) as Sφ. We adopt

a meta-learning framework to train both the networks jointly using an external dataset

containing LR-LFR (obtained using dynamic task generator; refer Fig. 3.2) and HR-HFR

video pairs. The objective of the meta-training is to learn model parameters that can be

easily adapted to the test video. This meta-training is performed only once and the adaptive

parameters are used to initialize the model in the next step. In a practical setting, we will

only have access to the LR-LFR video. Hence, we exploit the internal structure within the

test LR-LFR video using internal learning. During internal learning, we first downscale the

LR-LFR further to obtain a super low-resolution low-frame rate video (SLR-LFR) video

and try to reconstruct the LR-LFR video from SLR-LFR video. Note that we can obtain
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considerable results with only a few gradient steps during internal learning, as the adaptive

parameters obtained by meta-training can quickly adapt to unseen tasks, which is unknown

degradation in our case. Finally, we use the model trained with internal learning to infer

HF-HFR video from LF-LFR video.

3.1.2 Contributions

The key contributions of our proposed framework are summarized as follows.

• We propose a novel meta-learning framework Ada-VSR for the task of joint spatio-

temporal super-resolution by leveraging external and internal learning.

• We employ a combination of various spatial and temporal down-sampling techniques

during training to learn a model that can easily adapt to unknown degradation process.

• We significantly reduce the computational time by greatly reducing the gradient steps

required during internal learning.

3.2 Related Work

Our work relates to research in spatial and temporal video super-resolution, inter-

nal learning and, meta-transfer learning. In this section, we discuss some methods closely

related to our work. We provide a characteristic comparison of recent works in Table 3.1.

Image Super-Resolution. Deep learning approaches have shown remarkable performance

on the task of image super-resolution [33, 20, 49, 55, 60, 94, 28, 121]. Recently, various

Convolutional Neural Network (CNN) based approaches have been proposed for non-blind
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Table 3.1: Categorization of prior works in video super-resolution. Different from the state-
of-the-art approaches, we employ meta-learning to perform blind spatio-temporal video
super-resolution.

Methods
Super-Resolution Learning Method

Spatial Temporal Meta Internal

DyaVSR [56] 4 7 4 4

Temporal Profiles [118] 4 4 7 7

Zooming Slow-Mo [117] 4 4 7 4

Ada-VSR (Ours) 4 4 4 4

image SR where the down-sampling kernel (e.g. bicubic), used to obtain low-resolution

(LR) image, is known [33, 20, 49, 55, 60]. Despite the impressive performance of these

methods, their efficacy deteriorates when the down-sampling kernel is different than the

one used to train these models due to the domain gap. To overcome this issue, SRMD [121]

incorporates multiple degradation kernels as input to their model along with the LR image.

On the other hand, Zero-Shot Super-Resolution (ZSSR) [94] exploits the deep prior [107]

to learn an image specific structure to obtain an SR image. Some approaches first try to

estimate the degradation kernel and utilize the estimated kernel for image super-resolution.

An iterative approach to correct inaccurate degradation kernels is introduced in [28]. Similar

to ZSSR, the KernelGAN [7] utilizes the patch-recurrence property of a single image for

super-resolution. However, these methods train the network from scratch for all the image

instances, making them computationally heavy.

Video Spatial Super-Resolution. Earlier works in video super-resolution focused on
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developing effective priors on the HR frames to solve this problem [6, 11, 23, 91]. Motivated

by the success of deep learning approaches in image super-resolution [94, 121, 28], several

deep learning based methods have been proposed for video super-resolution [47, 45, 119].

A CNN based approach is proposed in [47], where the network is trained on both the

spatial and temporal dimensions of videos to spatially enhance the frames. A SR draft-

ensemble approach for fast video spatial super-resolution is proposed in [59]. In [104, 10],

the authors incorporate optical flow estimation models to explicitly account for the motion

between neighboring frames. However, accurate flow is difficult to obtain given occlusion

and large motions. A computationally lighter flow estimation module (TOFlow) is proposed

in [119] to account for motion information. DUF [45] overcomes this problem by implicit

motion compensation using their proposed dynamic upsampling filter network. Pyramid,

Cascading and Deformable convolution (PCD) alignment and the Temporal and Spatial

Attention (TSA) modules are proposed in EDVR [112] to incorporate implicit motion com-

pensation. However, these approaches assume the degradation kernel for down-sampling is

known and/or require a large amount LR-HR pairs to train their models.

Video Temporal Super-Resolution. Video super-resolution can also be performed in

the temporal dimension and is often termed as video interpolation. In temporal video

super-resolution, the task is to generate a high-frame rate (HFR) video from a low-frame

rate video (LFR). Existing approaches [66, 130, 4, 5, 43, 64] use optical flow estimation

between input frames for temporal super-resolution. Thus, the quality of estimated optical

flow governs the quality of frame interpolation. Deep learning approaches have demon-

strated effectiveness in temporal super-resolution tasks. A straightforward application of
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CNNs for intermediate frame synthesis is presented in [65]. Some methods [74, 76] apply

CNNs to estimate space-varying and separable convolutional kernels for frame synthesis

using neighbourhood pixels. [1] proposed a non-adversarial approach to generate videos

by first learning optimized representation and then interpolating between the optimized

latent representation of two frames to synthesize central frame. Joint video deblurring

and interpolation to enhance and increase the frame-rate of a video is explored in [92, 31].

These approaches do not perform spatial super-resolution in their work and assume that

the low-temporal resolution video is obtained by averaging 9 consecutive frames. Unlike

these methods, we address the task of joint spatial and temporal super-resolution.

Meta-Learning. Recently, meta-learning algorithms have achieved impressive perfor-

mance in various applications like few-shot learning [57, 41, 83, 101, 95], reinforcement

learning [90, 24, 30, 72] and image super-resolution [96, 56]. Meta-learning aims to learn a

model that can quickly and efficiently adapt to novel unseen tasks. There are three com-

mon approaches to meta-learning: metric-based [95, 102, 111], model-based [88, 78, 70],

and optimization-based [27, 25, 24]. DynaVSR is proposed in [56], which utilizes meta-

learning for spatial video super-resolution and has shown superior performance. Different

from DynaVSR [56], we leverage meta-learning for the task of joint spatio-temporal video

super-resolution.

3.3 Methodology

Given a low-resolution low frame-rate video our goal is to generate a high-resolution

high frame-rate video in blind video super-resolution setting where the down-scaling kernel
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za

za

za

Dynamic Task Generator

Task Specific Training Blind Task Adaptation

(a) External Learning involves two steps: task-specific training (left) and blind task adaptation (right).

Through external dataset we create a meta batch with dynamic task generator by spatial down-scaling

using fs and temporal down-scaling using ft. The meta-batch consists of a train set and a test set. First,

the train set is used to learn optimal model on the specific task. Then the learnt model is adapted to the

blind test task to obtain adaptive parameters which can quickly adapt model during internal learning.

zaza

Internal Learning Inference

TSR module SSR module 4x Spatial down-sampler 2x temporal down-sampler Rec. Loss Internal Loss

(b) Internal Learning and Inference. Left: We exploit the instance specific information during internal

learning. Spatio-temporal down-scaled version (VST ) of LR-LFR video VLR for reconstruction of VLR.

Internal learning helps exploit the internal statistic of the input video. Right: HR-HFR video V̂HR is

obtained by passing VLR video through the model trained via internal-learning.

Figure 3.2: Overview of Adaptive Video Super-Resolution (Ada-VSR) framework. Our
framework consists of two modules External Learning and Internal Learning. (a) External
learning leverages meta-training protocol and exploits the external dataset to learn pa-
rameters that can easily adapt to novel tasks. (b) Internal learning helps exploit internal
structure of the given video and is used to generate a HF-HFR video from LR-LFR video.

42



is not known at the test time. Let the low-resolution low frame-rate video be denoted by

VLR =

[
L1, L2, · · · , LL

]
, with M frames where Lt ∈ RH×W×C and t denotes the time step.

We aim to generate a high-resolution high frame-rate video VHR =

[
S1, S2, · · · , SN

]
with

N frames, where St ∈ RaH×aW×C and N = bM . Our objective is to increase the spatial

resolution of the given input video VLR by a factor of a and the temporal resolution by a

factor of b.

In this section, we describe the proposed Ada-VSR framework in detail. Our

framework consists of two modules: the Temporal Super-Resolution (TSR) module Fθ and

the Spatial Super-Resolution (SSR) module Sφ. We use the TSR module to interpolate

frames and increase the frame rate by a factor of 2. The SSR network uses the output

of the temporal super-resolution module and increases the spatial resolution by a scaling

factor of 4. The overall training scheme of our approach Ada-VSR is shown in Figure 3.2.

Our framework consists of two training paradigms: external learning and internal learning.

3.3.1 External Learning

The external learning protocol leverages a large-scale external dataset to perform

knowledge transfer and domain generalization using pre-training and meta-transfer learning

respectively.

Large-Scale Training. In large-scale pre-training, we utilize a high-quality external

dataset (DHR) to provide a warm start for meta-transfer learning. Since super-resolution

tasks with different down-scaling kernels share similar parameter space, large-scale training

helps to estimate the natural prior of high-resolution high-frame rate videos. The large-scale
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pre-training is also effective to stabilize the training of the MAML [24] algorithm.

For the SSR module, we apply bi-cubic spatial degradation to HR-HFR video VHR

to obtain low-resolution high-frame rate video LR-HFR ṼLR. The videos VHR and ṼLR

form a synthetic dataset Ds. We train the network Sφ to learn spatial super-resolution task

by minimizing the `1 pixel reconstruction loss between all the frames of the generated HR-

HFR video (V̂HR) and corresponding ground truth HR-HFR video VHR. The objective

function for large-scale training of the network Sφ is defined as:

LDs =
∑

(ṼLR,VHR)∼Ds

∥∥∥Sφ(ṼLR)−VHR

∥∥∥
1

(3.1)

We choose `1-loss instead of Mean-Squared Error (MSE) `2 loss as latter has inherent

property of generating blurry output as shown in the literature [125].

The TSR module should be able to increase the frame-rate of a low-frame-rate

(LFR) video. We can interpolate the frames to increase the frame-rate by factor of 2 and

learn a residual by minimizing the reconstruction loss between the generated high-frame-

rate V̂HR and the ground truth video VLR. However, it may not be able to capture the

temporal dynamics efficiently [118, 8]. Recently some works have addressed this by taking

temporal profile or across dimension patches to leverage the patch recurrence in temporal

dimension to train the network efficiently [118, 8]. We adopt the same strategy to train

the TSR module Fθ. We define a temporal profile generator function fr that takes a video

input, performs the bi-cubic interpolation in temporal dimension and returns the temporal

profile. To generate a dataset to train the TSR module we select alternate frames of the

high-frame-rate (HFR) video VHR to generate a LFR video VLR. Then we apply the

temporal profile generator function (fr) to get the temporal profile V′LR corresponding to

44



the input VLR such that V′LR = fr(VLR), where V′HR is the HFR temporal profile of the

LFR input VLR . We denote the paired data (VLR,VHR) as Dt . The loss function to

update the TSR module Sφ is given by the equation below.

LDt =
∑

(VLR,VHR)∼Dt

∥∥∥Fθ(VLR)−VHR

∥∥∥
1

(3.2)

Dynamic Task Generator The Dynamic Task Generator (DTG; see fig. 3.2a) generates

tasks for meta-training on-the-fly using diverse degradation settings. In our approach, the

task distribution p(T) is the combination of the spatial down-scaling kernel and temporal

sub-sampling method. For spatial down-sampling by a factor of 4 we randomly apply the

anisotropic Gaussian kernels using the function fs. Temporal sub-sampling is performed

with the function ft by either selecting alternate frames or by averaging a window of size 3

to obtain a low-frame rate video.

Meta-Transfer Learning. We seek to find a set of transferable initial parameters where a

few-gradient steps can adapt the model to the current video and achieve to large performance

gain. Motivated by MAML [24] and [96], we employ meta-transfer learning strategy for

spatio-temporal video super-resolution (STVSR) to learn adaptive weights. Unlike MAML,

we use the external dataset for meta-training and leverage internal learning for meta-test

step. Training with external dataset helps the meta-leaner to focus more on the down-

scaling kernel-agnostic property, whereas internal learning helps to exploit the instance

specific internal statistics.

Lines 10-19 in Algorithm 1 presents the meta-transfer learning optimization pro-

tocol. In our approach, we want to learn a generalized set of TSR parameters θ and SSR

parameters φ such that the parameters can adapt to the test video quickly and efficiently in
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a blind video super-resolution setting. The meta-transfer learning achieves this using two

steps: task-specific training and blind task adaptation. To learn generalized set of adaptive

parameters, we first sample a task batch Dmeta for the task Ti using Dynamic Task Gen-

erator. We then divide Dmeta into two subsets: Dtr for task-specific training and Dte for

blind task adaption.

Task-Specific Training. It is the inner loop of the MAML meta-learning algorithm

where the meta-learner tries to learn a task-specific optimal parameters in one or more

gradient descent steps. The inner loop is represented by Lines 12-16 in Algorithm 1. Given

an external dataset DHR, we obtain a meta-task train batch Dtr = (VLR,VS ,VST ) for

Ti ∈ p(T), where VLR is LR-LFR video, VS is 4x spatially down-scaled version VLR and

VST is 2x temporally down-scaled version of VS . We train the TSR model (Fθ) to generate

a video V̂S with temporal resolution twice to that of input video (VST ). The SSR model

(Fφ) takes the output of TSR model (V̂S) and reconstruct the LR-LFR video V̂LR. The

output of both the models are given by,

V̂S = Fθ(VST ) V̂LR = Sφ(V̂S) (3.3)

We optimize both the network for ni iteration to increase the resolution of a video

for a task defined by random spatial and temporal down-scaling kernels. The loss function

for the task-specific training is computed as follows:

LtrTi =
∑
Dtr

∑
ni

(
L
(
V̂S ,VS

)
+ L

(
V̂LR,VLR

))
(3.4)

where L is reconstruction loss, ni is number of inner loop iterations for task-specific training.
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For one gradient update, new adapted parameters θi and φi are then obtained as

θi = θ − α∇θLtrTi(θ, φ) (3.5)

φi = φ− α∇φLtrTi(θ, φ) (3.6)

where α is the task-level learning rate.

Blind Task Adaptation. The blind task-adaptation is the outer loop of meta-

learning which adapts the model parameters to the novel task. Here the test batch Dte

is sampled from Dmeta such that Dte = (VHR,V,VLR) for Tj ∈ p(T) where Ti 6= Tj ,

VHR is HR-LFR video, V is 4x spatially down-scaled version of VHR and VLR is 2x

temporally down-scaled version of V. In order to adapt the models to new task Tj , the

model parameters θ and φ are optimized to achieve minimal test error on Dmeta with respect

to θi and φi. The meta-objective for blind task-adaptation is

arg min
θ,φ

∑
Tj∼p(T)

LteTj (θi, φi) (3.7)

= arg min
θ,φ

∑
Tj

LteTj (θ − α∇θL
tr
Ti
, φ− α∇φLtrTi)

Blind task adaptation using equation (3.8) learns the knowledge across tasks Ti and Tj .

The parameter update rule for for the above optimization can be expressed as:

θ ← θ − β∇θ
∑

Tj∼p(T)

LteTj (θi, φi) (3.8)

φ← φ− β∇φ
∑

Tj∼p(T)

LteTj (θi, φi) (3.9)

where β is the learning rate for blind task adaptation step.
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Algorithm 1: Ada-VSR External Training

Input : HF-HFR dataset DHR and task distribution p(T)

Input : α, β: task-specific and adaptation learning rate

Output : Ada-VSR model parameters θ and φ

/* Large-Scale training */

1 Randomly initialize θ, φ

2 Generate Ds using bi-cubic down-sampling kernel on DHR

3 while not done do

/* Train SSR module */

4 Sample LR-HR batch from Ds

5 Compute LDs by Eq. (3.1)

6 Update φ with respect to LDs

/* Train TSR module */

7 Sample LFR-HFR batch from Dt

8 Compute LDt by Eq. (3.2)

9 Update θ with respect to LDt

/* Meta-Transfer Learning */

10 while not done do

11 Sample task batch Dmeta for the task Ti ∼ p(T)

/* Task-Specific Training (inner loop) */

12 for all Ti do

13 Compute meta-training loss (Dtr): LtrTi(θ, φ)

14 Adapt parameters with gradient descent:

15 θi = θ − α∇θLtrTi(θ, φ), φi = φ− β∇φLtrTi(θ, φ)

/* Blind Task Adaptation (outer loop) */

16 Update θ and φ with respect to average test loss (Dte):

17 θ ← θ − α∇θ
∑

Ti∼p(T)L
te
Ti

(θi, φi)

18 φ← φ− β∇φ
∑

Ti∼p(T)L
te
Ti

(θi, φi)
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Algorithm 2: Ada-VSR Internal Learning

Input : LR-LFR test video VLR, meta-transfer trained model parameter

θ, φ, number of gradient updates n and learning rate γ

Output : High-resolution high-frame rate video V̂HR

1 Generate down-sampled video VI by down-sampling VLR with corresponding

blur kernel.
/* Internal Learning */

2 for n steps do

3 Evaluate loss Lint(θ, φ) using (3.10)
4 Update θ ← θ − γ∇θLint(θ, φ)
5 Update φ← φ− γ∇φLint(θ, φ)

/* Inference to generate HR-HFR */

6 return V̂HR = Sφ
(
Fθ(VLR)

)

3.3.2 Internal Learning and Inference

Algorithm 2 presents the internal learning and inference steps of our proposed

approach. Given a LR-LFR video, we spatially down-sample it with corresponding down-

sampling kernel by adopting the kernel estimation algorithms in [69, 79] for blind scenario

and select alternate frames from the LR-LFR video to generate VI and perform a few

gradient updates with respect to the model parameter using a single pair of VI as input

and a given LR-LFR video VLR as ground truth (Algorithm 2 Line 2-5). The aim here

is to learn the internal statistics of the given video which can be utilized while generating

HR-HFR video during inference. The objective function for internal learning is given:

Lint =
∥∥∥Sφ(Fθ(VI)

)
−VLR

∥∥∥
1

(3.10)

Then, we use the model trained with internal learning for inference. We feed the given

LR-LFR input video VLR to the model to generate a HR-HFR video V̂HR as shown in

Algorithm 2 Line 6.
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3.4 Experiments

In this section, we first introduce the benchmark datasets and evaluation metrics.

The qualitative and quantitative experiments are shown to demonstrate the effectiveness of

our proposed approach in generating high-resolution high frame-rate videos.

3.4.1 Datasets and Metrics

We evaluate the performance of our approach using publicly available Vimeo-

90K [119] and Vid4 [61] datasets which have been used in many prior spatial video super-

resolution and temporal super-resolution works.

Vimeo-90K Dataset. The Vimeo-90K [119] dataset contains 91,707 short video clips,

each containing 7 frames. The spatial resolution of each frame is (448 × 256). We use

Vimeo-90K only for pre-training and meta-training, using the training split of 64,612 clips

and use to the test set to compare against state-of-the-art approaches.

Vid4 Dataset. The Vid4 dataset [61],contains four video sequences: city, walk, calendar,

and foliage. All the videos in Vid4 dataset contain at least 30 frames each, of spatial

resolution 720×480. We evaluate a model trained on Vimeo-90K dataset on the Vid4

dataset and report the performance.

Metrics. For quantitative evaluation, we compare three metrics that evaluate different

aspects of output image quality: Peak Signal-to-Noise Ratio (PSNR) [37], Structural Simi-

larity Index Measure (SSIM) [113] and Naturalness Image Quality Evaluator (NIQE) [71].
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3.4.2 Implementation Details

Our framework is implemented in PyTorch [80]. All the experiments are trained

with a batch size of 32. We employ ADAM optimizer as the meta-optimizer in the meta-

transfer learning step. The task-specific learning rate α is set to 0.01 and the adaptation

learning rate β is set to 0.0001 for all our training experiments. The number of iterations in

the task-specific training ni is set to 10. We extracted training patches with a size of 64×64

for large-scale training. We utilize the Vimeo-90K dataset train split as the external dataset

for large-scale training and meta-transfer learning. For internal learning the learning rate

γ is set to 0.0001.

3.4.3 Qualitative Results.

Figure 3.3 compares a high-resolution high frame-rate videos generated using the

proposed Ada-VSR approach with other state-of-the-art methods given a low-resolution

low frame-rate video (left column). The low-resolution low-frame-rate input video is ob-

tained by applying a non-bicubic degradation to the alternate frame of a high-resolution

high-frame rate video. The skipped frames are faded in the Figure 3.3. It can be seen that

the temporal profile based approach [118] does not perform well. It is due the fact that the

model is trained with the assumption that there is a bi-cubic relationship between the LR-

LFR and HR-HFR videos. This assumption is violated when we use an input video which

was obtained by a non-bicubic down-sampling. Zooming Slow-Mo [117] produces slightly

better video compared to the temporal profile approach as it is able to exploit the internal

structure within the video. However, it is not able to exploit the external knowledge and
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Input Frames Input Crop Temp Profile Zooming Slow-Mo Ada-VSR GT

Figure 3.3: Comparison of qualitative results with the state-of-the-art methods. First
column consists of the low-resolution low-frame-rate video input with non-bi-cubic degra-
dation and the missing frames are faded. Second column and last column are the input
and ground-truth crop of the input frame region marked in red. As opposed to temporal
profile approach, Zooming Slow-Mo and Ada-VSR performs better as they can exploit in-
ternal structure of the input. Ada-VSR produces visually appealing results than Zooming
Slow-Mo as the weights can easily adapt to novel tasks. Zoom-in for better visualization.

the output is still blurry. Our proposed approach Ada-VSR produces higher-quality and

more visually appealing output as compared to both of these approach. The performance

of our approach can be attributed to the adaptive parameters learned on external dataset

with meta-learning. These parameters provide good initial parameters for internal training

to learn instance specific characteristics.
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3.4.4 Quantitative Results

Our proposed method performs joint spatio-temporal video super-resolution. We

compare Ada-VSR against representative STVSR approaches. We first compare our work

with the two-stage solutions by cascading a video frame interpolation as temporal super-

resolution module (TSR) and a video super-resolution as spatial super-resolution module

(SSR). For temporal super-resolution module (TSR) we select SepConv [76] and DAIN [4]

model, while SAN [19], IMDN [36], DynaVSR [56], and EDVR [112] are selected for spatial

video super-resolution module (SSR). We also compare our work with recently proposed

one-stage STVSR Zooming Slow-Mo [117] and Temporal profile based approach [118] where

spatio-temporal super-resolution is performed jointly.

Table 3.2 presents the quantitative comparison on the test-set of Vimeo-90K [119]

dataset and Vid4 [61] dataset. It is evident that our approach outperforms all the two-

stage approaches by a significant margin against all the three metrics. When compared

with the state-of-the-art one-stage approaches, temporal profile based [118] and Zooming

Slow-Mo [117], our proposed Ada-VSR achieves superior performance on both the dataset

except on Vimeo-90K Slow dataset in terms of PSNR where our performance is only 0.04db

less than the temporal profile based approach.

In Table 3.3, we compare the average inference time of different state-of-the-art

approaches. As our method learns adaptive weights that can easily adapt to novel tasks,

only a few gradient updates during internal learning step are required to achieve visually

compelling results. It can be observed from Table 3.3 that we outperform the Zooming

Slow-Mo [117] by a margin of 0.66dB and the temporal profile approach by a significant
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margin of +1.18dB. As mentioned earlier, the temporal profile approach assumes that the

degradation is bi-cubic hence it cannot generalize well on videos degraded using different

blur kernels. It should also be noted that our approach is at about twice as fast as the

temporal profile approach and at least 3 times faster when compared with Zooming Slow-

Mo. Thus, significantly reducing the inference time during for new test videos with unknown

degradation. Values for Zooming Slow-Mo [117] and temporal-profile are from [118].

Table 3.3: Average inference time (sec per frames) comparison of Ada-VSR with recent
approaches for blind spatio-temporal video super-resolution.

Method
Vid4 [61]

PSNR↑ Avg. time↓

Zooming Slow-Mo [117] 26.30 0.1995

DynaVSR [56] + DAIN [4] 26.54 0.8940

Temporal profile [118] 25.78 0.1328

Ada-VSR (Ours) 26.96 0.0680

Table 3.4: Impact of large-scale training of TSR and SSR modules in Ada-VSR on the
target performance.

External-Training Vid4 [61]

Spatial Temporal PSNR ↑ SSIM↑ NIQE↓

4 7 25.98 0.80 5.77

7 4 26.27 0.81 5.59

4 4 26.98 0.84 5.40
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3.4.5 Ablation Study

. We investigate the contribution of large-scale training of the TSR module (Fθ)

and the SSR module (Sφ). First, for the task-specific training in meta-learning, only the

SSR module is initialized using the pre-trained weights obtained in the large-scale training

step and the TSR module is initialized randomly. In second case, only the TSR module

is initialized with the weights obtained from the large-scale training and the SSR module

is randomly initialized. The quantitative results of impact of large-scale training using

external data on Vid4 dataset are shown in Table 3.4. We can observe that the performance

of Ada-SVR drops if large-scale pre-training is performed on only one of the SSR or TSR

module. This is expected since the meta-learning algorithm MAML [24] has shown to be

unstable when training without a warm model initialization. It is interesting to note that

the model with large-scale training of only TSR module outperforms the one initialized

with only the SSR module. We believe this could be due to the rich information available

in temporal profiles used for large-scale training of the TSR module which provide stable

initial parameters for task-specific training and blind-task adaptation during meta-training.

3.5 Conclusions

We present an Adaptive Video Super Resolution framework (Ada-VSR) for gen-

erating high resolution high frame-rate videos from low resolution low frame-rate input

videos. We leverage external as well as internal learning to achieve spatio-temporal super-

resolution. Specifically, external learning employ meta-learning to learn adaptive network

parameters that can easily adapt unknown degradation and internal learning, on the other
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hand, helps to capture the underlying statistics of down-sampling and degradation specific

to the input video by exploiting the internal structure, thereby making our approach more

suited for practical, real-world data enhancement tasks. The proposed approach is able to

achieve superior enhancement while adapting to unknown degradation models as shown inn

our experiments. Experiments on standard datasets show not only the quantitative and

qualitative efficacy of our proposed model in joint spatio-temporal video super-resolution,

but also the improvement in computational time over various state-of-the-art methods.
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Chapter 4

Joint Video Rolling Shutter

Correction and Super-Resolution

With the prevalence of CMOS cameras in many computer vision applications, there

is increase in appearance of rolling shutter (RS) artifacts in captured videos. However, exist-

ing video super-resolution algorithms assume that the motion is globally consistent in each

video frame. and no rolling shutter effect is present. The problem of video super-resolution

for video captured using RS cameras is challenging as the model needs to learn the row-wise

local pixel displacements and the global structure of the objects for RS correction and super-

resolution, respectively. In this work, we present Patch Attention Network (PatchNet) to

address the problem of joint rolling shutter correction and super-resolution (RS-SR). Our

hypothesis is that due to patch-recurrence property across different resolution scales, some

neighbouring patches contain significant knowledge to super-resolve the input patch with

finer details. Specifically, the Patch Attention Network leverages bi-directional motion in-
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formation in feature space to extract relevant information from neighbouring patches using

attention mechanism, and deformable fields using deformable convolution layers to extract

local pixel-level information. Experiments on real as well as synthetic datasets demonstrate

that our model performs favourably against various state-of-the-art approaches.

4.1 Introduction

CMOS (Complementary Metal–Oxide–Semiconductor) camera sensors are pre-

dominantly used in mobile devices largely due to their low cost, reduced power consumption

and compact light weight design [42]. Motion blur and rolling shutter (RS) artifacts are

often commonplace in videos captured using rolling shutter CMOS cameras. Various fac-

tors, including low shutter frequency, long exposure times, and the movement of the device

[44, 73] can cause motion blur and rolling shutter artifacts. RS cameras capture each frame

by sequentially scanning pixels row by row as opposed to the global shutter (GS) cameras

that capture all the frame pixels at once. This causes rolling shutter artifacts such as skew,

wobble or smear if the camera is moving during video capture. Subsequently, as the sensor

gets higher in resolution, the potential for rolling shutter artifacts increases due to increase

in readout time of pixels in a row [122]. With increasing popularity of CMOS cameras in

various computer vision applications [100, 68, 99], which require high-quality high-resolution

imaging, it calls for jointly addressing the task of rolling shutter rectification and spatial

super-resolution.

Early works [81, 85] studied the problem of multi-image super-resolution for images

captured from rolling shutter cameras. In [81], authors assume that one of the images is
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LR Input Frame HR Ground Truth

JCD + EDSR Patch Attention Network

Figure 4.1: Patch Attention Network. We show frame on the left and zoomed in patch
on the right. Top Left: Input LR rolling shutter frame (resized to HR frame resolution).
Top Right: Global shutter ground truth HR frame. Bottom Left: Output of combination
of state-of-the-art RSC method (JCD [127]) and SR method (EDSR [60]). Bottom Right:
Predicted image by Patch Attention Network. It can be observed that the PatchNet
model generates superior results as compared to state-of-the-art rolling shutter correction
and super-resolution method.

free from rolling shutter distortion, and use this image as reference to estimate the row-

wise motion of the other images for task of super-resolution. In contrast, an approach to

recover high-resolution (HR) image when all the images, captured using burst mode, have

rolling shutter artifacts is presented in [85]. However, these multi-image based approaches

rely on geometric constraints from multiple views formulating a computationally expensive

optimization problem for 6 DoF camera motions.

The success of deep learning methods and the availability large-scale datasets [97,

43, 119, 61] have greatly facilitated the research in video restoration techniques. Video

super-resolution (VSR) approaches [47, 45, 119, 104, 10, 112] assume that the camera is
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global shutter and there are no rolling shutter artifacts. Consequently, the lack of realistic

high-resolution datasets with RS effect has restricted the development of learning-based

RS correction. Recently, with prevalence of CMOS sensors, rolling shutter correction has

received renewed research interest [127, 63]. Authors in [63] proposed a synthetic dataset

(FastecRS) for rolling shutter correction by sequentially copying a row of pixels from GS

images to obtain RS images. However, it is challenging to obtain RS distorted image and

corresponding GS image.

Addressing this issue, a realistic dataset for rolling shutter correction and deblur-

ring (RSCD) was proposed in [127] which includes the GS images and their corresponding

RS images for learning based approaches. This new dataset opens avenue for further re-

search towards a realistic and more challenging problem of rolling shutter correction and

super-resolution. Authors in [127] also propose a joint correction and deblurring model

(JCD) to rectify the rolling shutter correction along with deblurring by utilizing deformable

convolutional attention layers. The deformable convolution layers can easily learn geometric

variations in object scale, pose, viewpoint and deformations due to their flexible kernel oper-

ation as opposed to the fixed kernel operations (size and stride) in traditional convolutional

layers. The deformable attention in JCD relies on flow features to learn the displacement

field to correct the rolling shutter effect and deblur simultaneously. However, deformable

convolution can only obtain local pixel-level information and do not take into account the

global information available in neighbouring patches.

To incorporate the global information in features space, we introduce a novel archi-

tecture Patch Attention Network (PatchNet) which aims to jointly rectify rolling shutter
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(RS) artifacts and generate high-resolution frames from a low-resolution video acquired us-

ing RS camera. Specifically, we utilize the patch recurrence in the feature space to exploit

the patch-level information for the task of rolling shutter correction and super-resolution.

Our approach is motivated by the observation that small image patches tend to recur in

a captured image [69, 21, 131] and using the combination of patch-level features can span

a superior space for super-resolution as compared to bi-linear interpolation or convolution

operations alone [18]. Convolution layers have a fixed kernel size so they cannot leverage the

information beyond their receptive field [18]. Our Patch Attention network leverages the

forward and backward flow information for patches in the feature space to obtain relevant

information from correlated neighbours and then performs super-resolution in the feature

space to generate high-resolution global shutter frames. Using information from neighbour-

ing patches, PatchNet is able to generate superior results as shown in Figure 4.1.

An overview of Patch Attention Network (PatchNet) is illustrated in the Fig-

ure 4.2. Given a low-resolution rolling shutter (LR-RS) video input, our objective is to

recover a high-resolution global shutter (HR-GS) video. Our framework consists of current

frame feature encoder E, two flow feature networks (Fp, Ff ) with respect to previous and

future frame, Patch Attention Module M and a decoder model G. We utilize the encoder

model E to obtain current frame features X. The flow estimation networks generate forward

flow features Ff and backward flow features Fp. The network M then utilizes deformable

convolution followed by patch-level attention to obtain features suitable for RS correction

and super-resolution. The flow features guide the generation of HR features by provid-

ing attention weights to the unfolded patch tensor at feature level as shown in Figure 4.3.
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The deformable convolution provides local information at pixel-level, whereas the patch at-

tention tries to extract global information from neighbouring patches for super-resolution,

thereby performing the task of rolling shutter correction and super-resolution. Our Patch

Attention Network generates superior global shutter high-resolution image when compared

with a model trained by combining the state-of-the-art rolling shutter correction method

(JCD) and the image super-resolution method (EDVR) together as shown in Figure 4.1.

Contributions. The key contributions of our proposed framework are summarized as

follows.

• We introduce a novel framework PatchNet, Patch Attention Network, designed to re-

cover high-resolution global shutter frames form low-resolution rolling shutter video. Un-

like prior related work, we jointly optimize our model for rolling shutter correction and

super-resolution in feature space.

• This is the first work to leverage the combination of local information, using deformable

convolution, and optical-flow driven global patch-level information from neighbouring

patches to recover a high-resolution global shutter video.

• Our framework demonstrates consistently effective results on two datasets, RSCD [127]

and FastecRS [63] with better performance over state-of-the-art approaches due to the

joint optimization framework and patch recurrence property, thereby also producing finer

visual results.
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4.2 Related Work

In this section, we review some recent methods pertaining to video super resolu-

tion, rolling shutter correction, and later discuss different attention mechanisms in various

computer vision tasks. We provide a characteristic comparison of recent works in Table 4.1.

Video Super-Resolution. Several learning-based approaches have been proposed for

video super-resolution [47, 45, 119, 32] for video with no rolling shutter distortions. A deep

learning based approach is presented in [47], where the network is trained using the infor-

mation in the spatial and temporal dimensions of videos for super-resolution. For fast video

super-resolution, a draft-ensemble approach is proposed in [59]. The authors in [104, 10]

incorporate optical flow estimation models to explicitly account for the motion between

neighboring frames. However, accurate flow is difficult to obtain given occlusion and large

motions. To account for the motion information, a computationally lighter flow estimation

module (TOFlow) is proposed in [119]. DUF [45] overcomes the problem of estimating

accurate optical flow by implicit motion compensation using their proposed dynamic up-

sampling filter network. Pyramid, Cascading and Deformable convolution (PCD) alignment

and the Temporal and Spatial Attention (TSA) modules are proposed in EDVR [112] to

incorporate implicit motion compensation. Though these approaches leverage optical flow

with deformable convolution, they do not leverage the internal patch recurrence across space

and time for super-resolution.

Rolling Shutter Correction. Classical works rely on motion estimation to rectify a

rolling shutter image. For instance, block matching based approach to estimate global

and local motion is presented in [58]. Another approach [26] parameterised the camera
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motion as a continuous curve and estimated the curve parameters by minimizing non-linear

least squares over inter-frame correspondences obtained from a KLT tracker. Extension of

the work [26] using inertial measurement is proposed in [48]. Their framework calibrates

gyroscope and camera outputs from a single video capture to effectively correct rolling

shutter artifacts and to stabilize the video. Authors in [86] utilize prominent curves from

the RS image to decipher the varying row-wise motion. They enforce line desirability costs

for camera motion estimation as lines can be rendered as curves due to the row-wise scanning

in rolling shutter cameras. For two consecutive RS images, one approach [129] proposes to

estimate depth-map and motion, by solving Structure-for-Motion (SfM) problem from dense

correspondence, to rectify rolling shutter effect. The problem of occlusion aware rolling

shutter correction problem for 3D scene is addressed using multiple consecutive frames by

authors in [109]. They model the 3D geometry as a layer of planar scenes. First the depth,

camera motion, latent layer mask and latent layer intensities are estimated jointly. Then an

image formation model is designed using the estimated values to recover the global shutter

image. Recently, a configuration with two cameras with different rolling shutter directions

is utilized to undo the rolling shutter correction [2].

With success of deep neural network, some learning based approaches are proposed

to address the problem of rolling shutter correction and have shown impressive results [129,

84, 63, 127]. A CNN based model with long rectangular kernels is proposed in [84] to

estimate the row-wise camera motion from a single rolling shutter image. The camera

motion is estimated assuming a simple affine motion model and is used to recover the

global shutter image. Authors in [129] address the depth aware rolling shutter correction
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Table 4.1: Characteristic comparison of prior works in rolling shutter correction (RSC) and
super-resolution (SR). Different from the state-of-the-art approaches, PatchNet demon-
strates patch-level attention in latent space to exploit internal patch recurrence and global
information along with pixel-level attention using deformable convolution.

Methods
Task Attention

RSC? SR? Pixel? Patch?

DUN [63] 4 7 7 7

VSR-T [12] 7 4 7 4

JCD [127] 4 7 4 7

PatchNet (Ours) 4 4 4 4

using two independent neural networks to estimate dense depth map and camera motion.

The rolling shutter correction is performed as a post-processing step, given the estimated

dense depth map and camera motion.

More recently, an end-to-end deep learning approach for rolling shutter correction

is presented in Deep Unrolling Network [63] trained using synthetic datasets (FastecRS)

obtained by sequentially copying a row of pixels from GS images to obtain corresponding

RS images. Though these approaches show impressive performance, one major shortcom-

ing is that they have limited performance for the data in realistic setting. It is challenging

to obtain RS distorted image and corresponding GS image. Another realistic dataset for

joint rolling shutter correction and deblurring (RSCD) is presented in [127]. The dataset

is captured using a beam-splitter acquisition system. An RS camera and a GS camera

are physically aligned to capture RS distorted blur video as well as GS sharp video pairs,

simultaneously. Both of these methods leverage optical flow to address the issue of rolling
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shutter correction. Joint Rolling Shutter Correction and Deblurring [127] (JCD) utilizes

bi-directional optical flow as compared to Deep Unrolling Network [63]. Additionally, JCD

leverages deformable convolution with attention for hierarchical features for task of joint

rolling shutter correction and deblurring. Deformable convolution [18] greatly enhances ca-

pability of modeling geometric transformation at pixel level. This property of deformable

convolution layers makes it suitable for RS correction problem. However, for any super-

resolution modeling, local (pixel-level) as well as global (patch-level) geometric transfor-

mation is necessary. In this work, we leverage the global information, available in the

neighbouring patches using our Patch Attention Network, along with the local pixel-level

information using deformable convolutions for the task of joint rolling shutter correction

and super-resolution.

Attention Modelling. Attention mechanism has garnered a lot of research interest in com-

puter vision tasks due to their learnable guidance ability. Various adaptations of attention

mechanism have shown promising results in object recognition [3, 13], image generation [120]

and image super-resolution [124]. Recently, different attention models are proposed for video

deblurring [115], video super-resolution [31] and video interpolation [16]. In [16], attention is

applied channel-wise on concatenated down-shuffled frames for video interpolation. Authors

in [31] explore attention in latent space for the task of video deblurring and interpolation.

A patch-wise attention network (Patchwork) is presented in [13] for object detection and

segmentation. Patchwork processes only a portion of the features for further processing

thereby reducing the computational cost and achieving superior performance. Transformer

based attention at block-level is also utilized in [12] to generate high-resolution video. The
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spatio-temporal convolutional self-attention is leveraged followed by bi-directional optical-

flow based feed-forward network for feature learning and then a reconstruction model is

used for super-resolution. Unlike this approach, which only tackles video super-resolution,

our patch-level attention is guided by the flow-features and utilizes deformable convolution

to address rolling shutter correction as well as video super-resolution. Our approach per-

forms super-resolution in the feature space followed by video reconstruction as opposed to

the approach in [12] where a generator model is used to perform super-resolution from a

low-resolution feature.

4.3 Approach

Problem Statement. Given a low-resolution rolling shutter (LR-RS) video, our goal is to

rectify the rolling shutter artifacts and generate a high-resolution global shutter (HR-GS)

image. We propose to recover a high-resolution global shutter video by modelling attention

in the feature space at patch-level. Our hypothesis is that the neighbouring patches in

the latent space can help project more informative patches for the task of rolling shutter

correction and super-resolution. The combination of neighbouring patches along with their

respective optical flow representations can help synthesize patches in a larger space as

compared to bi-linear interpolation or convolutional layers which has a fixed geometric

structure (fixed kernel shape).

Notations. Let the low-resolution RS video be denoted by VLR =

[
V1, V2, · · · , VN

]
,

with N number of frames, where Vt ∈ RHI×WI×3 and t denotes the time step. Let E be

the feature encoder for the ith frame, Fp and Ff be the branches corresponding to the
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Figure 4.2: Overview of the proposed approach. Given a low-resolution input video frames
Vi−1,Vi and Vi+1, we extract the feature representation X corresponding to frame Vi using
the encoder network E and the flow features Fp and Ff with respect to the past frame
Vi−1 and future frame Vi+1, respectively. Patch Attention Network M utilizes deformable
convolution and patch-level attention to obtain high-resolution features Z that can recover
global shutter image (see sec. 4.3.2). The high-resolution feature Z is then used by the
decoder network G to produce high-resolution global shutter frames Si−1, Si and Si+1.

optical flow of current frame (Vi) with respect to previous frame (Vi−1) and future frames

(Vi+1), respectively. The output of each network E, Fp and Ff is a feature at different scales

extracted from different layers of the network. Let the encoder representation of the the ith

frame (Vi) be denoted by X such that X ∈ RH×W×C . Similarly, let the optical flow features

obtained from the forward and backward flow networks Fp and Ff , be denoted by Ff and

Fp, respectively.

We aim to generate a high-resolution GS video VHR =

[
S1, S2, · · · , SL

]
, where

St ∈ RaHI×aWI×3 using the Patch Attention Network M. Patch Attention Network lever-

ages the encoder features X, the optical flow features Ff and Fp by unfolding them into

P ×P patches and finding correlation between the forward flow and backward flow patches

as attention maps. To leverage the patch-recurrence property, we need to obtain correlated

neighbouring patches for each input patch-level feature. This can be achieved by represent-

ing the problem of finding correlated patches as mapping a query to a set of key-value pairs
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in a retrieval problem [22]. In key-value based retrieval problem, key acts as an unique

identifier for different values and query is matched with various keys to obtain respective

values. In our case, we assume that that forward flow acts as the key representation (K) for

different patch values of encoder features (V), and utilize the backward flow as query (Q)

to retrieve correlated encoder features value (V). The resultant informative patch represen-

tation is Z which is obtained using key-query attention similarity computed with the help

of its neighbouring patches. This representation is the input to the reconstruction model G

to generate high-resolution global shutter video.

4.3.1 Features Extraction

The encoder E is a trainable convolutional neural network which projects the

current RS-LR input frame (Vi) into a latent space such that X = E(Vi), where X ∈

RH×W×C . The forward flow network (Ff ) takes the current frame (Vi) and the future

frame (Vi+1) to generate forward warped feature, whereas the backward flow network (Fp)

generates the backward warped feature using the current frame (Vi) and the past frame

(Vi−1). The forward and backward warped features are given by equations below.

Ff = Ff (Vi+1,Vi) (4.1)

Fp = Fp(Vi,Vi−1) (4.2)

The frame representation generated by the encoder E and the forward and back-

ward warped flow features generated by Ff and Fp are then used by the Patch Attention

Network M to generate features that can rectify rolling shutter effect and are utilized to

synthesize high-resolution frame.
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Figure 4.3: Overview of Patch Attention Network. Given the encoder feature X and the
motion features Fp and Ff , we first utilize the deformable attention network D [127] for to
incorporate motion information at pixel-level and unfolded into P ×P patches to obtain the
patch-level encoder feature X̃. Similarly, the motion features Fp and Ff are unfolded into

patches of size P × P , represented by F̃p and F̃f , respectively. The patch-level features F̃p
and the encoder feature X̃ form input to the key-value networks Wk and Wv, respectively.
The patch-level flow feature F̃f acts as query input to Wq to find the correlated features

(X̂) from the key-value pair F̃p and X̃. Finally, a super-resolution layer is used to generate

high-resolution features at patch-level Z̃, followed by folding operation to obtain the high-
resolution features Z, which is used to generate high-resolution global shutter frames.

4.3.2 Patch Attention Network

We aim to obtain enhanced features to generate a high-resolution global shutter

image. In order to effectively integrate the information from the flow features (Fp,Ff )

and encoder feature X, we propose a patch-level attention based module Patch Attention

Network (PatchNet). The PatchNet module M utilizes deformable convolution and patch-

level attention to extract correlated information from neighbouring patches. Then a super-

resolution model S is utilized to produce high-resolution features. Figure 2.3 presents the

overview of the patch attention used in the PatchNet. First, we employ a deformable

convolution attention module D to incorporate the bi-directional motion information at
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pixel-level. The deformable attention module fuses the bi-directional motion information

with the encoder feature and then applies unfolding operation to extract P × P patches

resulting in the feature X̃ of shape P × P × L× C using the unfolding operation, where L

is the total number of patches such that L = H ∗W/P ∗ P . The output feature X̃ is given

by the equation 4.3.

X̃ = D(X,Fp,Ff ) (4.3)

Similar to the unfolding operation in module D, we also divide bi-directional flow features

in P × P patches. The patch-level feature representation of the forward flow feature and

the backward flow feature are represented by F̃f and F̃p, respectively. To extract patch-level

information, we use three convolutional networks Wq, Wk and Wv to capture patch-level

information with help of bi-directional flow features. We then generate the query, key and

value using the patch-level encoder features and bi-directional flow features. Since, we want

to generate high-resolution patches of the patch-level encoder feature (X̃), we assume the

patch-level backward flow feature Fp and the patch-level encoder feature X̃ forms key-value

pair. Hence, we use the network Wv to compute the value representation (V) using X̃ and

the network Wk to compute the key representation (K) using F̃p. We extract the query

representation (Q) using the network Wq with the forward flow features F̃f as input. The

query, key and value representation are computed using the equations below.

Q = Wq

(
F̃f

)
, K = Wk

(
F̃p
)
, V = Wv

(
X̃
)

(4.4)

The patch-level attention is computed by first calculating the attention maps

σ(QTK), where σ is a ReLU activation function. Then the weighted patch-level features are
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extracted by multiplying the attention maps with the value representation V. The feature

obtained after this operation is denoted by X̂ and given by the following equation.

X̂ = σ
(
QTK

)
V (4.5)

We then utilize a super-resolution layer S to obtain high-resolution patch repre-

sentation Z̃ using the equation 4.6.

Z̃ = S
(
X̂
)

= S
(
σ
(
QTK

)
V
)

(4.6)

Then, unfolding operation is applied to the high-resolution patch features Z̃ to

obtain high-resolution reconstruction features, Z. These high-resolution reconstruction fea-

tures are then utilized to recover the high-resolution global shutter frame corresponding to

low-resolution rolling shutter frame Vi

4.3.3 GS-HR Video Generation

To recover the global shutter frame and perform super-resolution from a given low-

resolution rolling shutter frame Vi, we employ a generative neural network G that transforms

the high-resolution features to high-resolution global shutter frame. The aggregated recon-

struction features Z generated from PatchNet are then utilized to obtain high-resolution

global shutter frame (Si) corresponding to Vi.

4.3.4 Loss Function

Our objective function is composed of Charbonnier loss (Lc) [14] as it helps to

preserve edges, perceptual loss (Lp) for the predicted results VHR to improve perceptual

quality and a total variational loss (Lv) applied to the estimated displacement fields to
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smooth the forward and backward warping processes in bi-directional flow networks. The

total loss function (L) is given by:

L = λcLc + λpLp + λvLv (4.7)

where, λc, λp and λv are weights for the loss terms Lc,Lp, and Lv , respectively.

4.4 Experiments

4.4.1 Datasets and Evaluation Metrics

We evaluate the performance of our approach using publicly available RSCD [127]

and synthetic Fastec-RS [63] datasets which have been used in prior RS correction works.

BS-RSCD Dataset. BS-RSCD [127] is a dynamic urban environment dataset which

includes both ego-motion and object-motion. There are total of 80 short video sequences

with 50 frames each in this dataset. The training set includes 50 video sequences (2500

image pairs), the validation set includes 15 sequences with 750 image pairs and the test

set contains 750 image pairs. This dataset is composed of RS frames along with their

corresponding GS frames. All frames in video sequence are of 640 × 480 resolution. We

down-sample the RS frames, in the dataset to 320× 240 to generate low-resolution rolling

shutter frames for training in all our experiments.

Fastec-RS Dataset. The Fastec-RS dataset [63] is a synthetic dataset captured using

a professional Fastec TS51 high speed global shutter camera. Total of 76 image sequence

are captured at 2400 fps with a resolution of 640 × 480 pixels in mainly urban environ-

ment. Each sequence synthesizes 34 rolling shutter images to obtain 2584 image pairs. To
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synthesize the rolling shutter image, pixels in each row are copied sequentially from the cap-

tured GS images and down-sampled to the RS frames at 320× 240 resolution to generate a

low-resolution rolling shutter frames.

Evaluation Metrics. For quantitative evaluation, we compare three metrics that evaluate

different aspects of output image quality: Peak Signal-to-Noise Ratio (PSNR) [37], Struc-

tural Similarity Index Measure (SSIM) [113] and Learned Perceptual Metric (LPIPS) [123].

4.4.2 Implementation Details

Our framework is implemented in PyTorch [80]. All the experiments are trained

for 400 epochs with a batch size of 8. We use ADAM [54] optimizer with initial learning

rate of 0.0001 with cosine annealing scheduler. The loss weights λc, λp and λv are set to 10,

1 and 0.1 , respectively. The deformable convolution attention layer is adopted from JCD

approach [127] with deformable groups as 8.

4.4.3 Qualitative Results

We compare our work with combination of state-of-the-art rolling shutter correc-

tion (JCD [127] and super-resolution works such as bi-linear interpolation and EDSR [60].

Figure 4.4 and Figure 4.5 show some examples of our proposed PatchNet against var-

ious baselines. For combination of bi-linear interpolation and JCD approach, it can be

noticed that the quality of output image is poor. It is due to the fact that the bi-linear

interpolation is not learnable when compared to other approaches and hence cannot learn

the pixel displacement for super-resolution. From Figure 4.4, it can be observed that our
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Figure 4.4: Qualitative results comparison on BS-RSCD dataset. First column
consists of three low-resolution rolling shutter input frames . Second column and last column
are the input and ground-truth crop of the input frame region marked in gold. As opposed
to JCD [127] + bi-linear interpolation, JCD [127] + EDSR [60] and PatchNet performs
better as they utilize learnable module for super-resolution. PatchNet produces visually
sharper results as it learns RS correction and super-resolution jointly unlike JCD [127] +
EDSR [60].

Input LR Image Input Patch Ground TruthJCD + Bilinear JCD + EDSR PatchNet

Figure 4.5: Additional qualitative results on BS-RSCD dataset. First column con-
sists of the low-resolution rolling shutter input frame for two videos. Second column and
last column are the input and ground-truth crop of the input frame region marked in gold.
As opposed to JCD [127] + bi-linear interpolation, JCD [127] + EDSR [60] and PatchNet
performs better as it utilizes patch-recurrence property along with deformable convolution.
PatchNet produces visually sharper results as it can extract available information from
neighbouring patches as opposed to JCD [127] + EDSR [60].
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Table 4.2: Quantitative results comparison of PatchNet with the state-of-the-art baselines
on RSCD and Fastec-RS datasets.

Methods RSCD FastecRS

RSC SR PSNR ↑ SSIM ↑ LPIPS↓ PSNR ↑ SSIM ↑ LPIPS ↓

JCD Bi-linear Interpolation 22.74 0.581 0.463 23.87 0.655 0.339

JCD Transposed Conv 24.15 0.628 0.328 24.12 0.632 0.262

JCD SAN 24.37 0.633 0.305 24.07 0.643 0.281

JCD EDSR 24.94 0.650 0.263 24.67 0.713 0.187

Deep Unrolling Net Bi-linear Interpolation 21.64 0.552 0.489 25.34 0.792 0.185

Deep Unrolling Net Transposed Conv 24.02 0.602 0.342 25.88 0.801 0.179

Deep Unrolling Net SAN 24.16 0.621 0.322 26.10 0.807 0.165

Deep Unrolling Net EDSR 24.58 0.634 0.286 26.43 0.810 0.147

Deep Unrolling Net (SR Input) 25.14 0.729 0.159 27.00 0.825 0.108

JCD (SR Input) 26.42 0.757 0.122 24.84 0.778 0.107

PatchNet (LR Input) 27.38 0.793 0.144 27.12 0.811 0.103

approach is able to produce sharp frames with fine details in text (top and bottom row)

and in objects (middle row). Other approaches tackle the problem of rolling shutter cor-

rection and super-resolution separately and hence cannot exploit the information available

completely when compared it PatchNet. Also, as our approach is extracting information

by leveraging the neighbouring patch information in feature space, along with deformable

attention, it produces visually more appealing videos. Additional results on frames from

two other videos are shown in Figure 4.5. It can be observed that the combination of JCD

and EDSR generates blurry results as super-resolution is performed after rolling shutter

correction. Our approach overcomes this issue by jointly learning rolling shutter correction

and super-resolution in feature space, thereby producing finer visual results.
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4.4.4 Quantitative Results

We compare our proposed approach, with patch size of 8 for patch-attention,

against different combinations of the state-of-the-art approaches for rolling shutter correc-

tion and super-resolution. Quantitative results comparison with the state-of-the-art base-

lines are shown in Table 4.2.

For the task of joint rolling shutter correction and super-resolution in BS-RSCD

dataset, the proposed method achieves improvement of 2.32dB in average PSNR when

compared with the best combination of RS correction and super-resolution approaches (JCD

+ EDSSR). It can also be observed that PatchNet, which takes LR rolling shutter video

input, even outperforms JCD and Deep Unrolling Net methods which only perform RS

correction using high-resolution input by a margin of 0.98dB and 2.24dB, respectively. It

can be attributed to the patch information used for the task of joint learning.

Similar trends can be observed for the performance of our proposed approach on

the synthetic Fastec-RS dataset. The state-of-the-art rolling shutter correction approach,

JCD, which works better on RSCD dataset, doesn’t outperform Deep Unrolling Network [63]

even though JCD relies on deformable attention. It could be due to the use of bi-directional

motion estimation used in JCD which may not be best to model rolling shutter effect in

synthetic dataset. Compared to these methods, our approach uses lower resolution input

and still outperforms them by generating high-resolution global shutter frames. It is due

to the use of patch-level attention utilized by the PatchNet along with the deformable

attention, which help learn the motion model better even in the Fastec-RS dataset.
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Table 4.3: Impact of patch size on performance of PatchNet on the benchmark BS-RSCD
dataset.

Patch Size PSNR ↑ SSIM ↑ LPIPS ↓

2× 2 25.29 0.734 0.165

4× 4 27.24 0.778 0.157

8× 8 27.38 0.793 0.144

Ablation study on impact of patch-size on performance of PatchNet is presented

in Table 4.3. The performance with patch size 2 × 2 is poor as it is not able to extract

global information from neighbouring patches as the size is too small. We observed the

performance of model with patch sizes 8×8 and 4×4 shows a significant improvement over

the baselines ( 2dB gain). We see that the performance increases with size of the patch size.

However, the performance for the patch size 8× 8 is only slightly higher than that of 4× 4.

This suggest that our model can perform well with patch size of 4 × 4 without significant

drop in the performance.

4.5 Conclusion

We present Patch Attention Network (PatchNet) to recover high-resolution global

shutter frames from low-resolution rolling shutter video. The proposed approach employs

patch-level attention in feature space to extract information from neighbouring patches

using the key-query similarity and deformable convolution, respectively. Specifically, the

patch attention module obtains correlation maps between neighbouring patches to extract

information relevant for simultaneous rolling shutter correction and super-resolution. Our
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main contribution over existing approaches is in jointly learning how to do rolling shutter

correction and super-resolution, which have been treated separately in the past and lever-

aging patch-recurrence property through attention mechanism. Experiments on standard

datasets show the efficacy of our proposed approach over state-of-the-art methods.
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Chapter 5

Application in Biomedical Image

Enhancement

While machine learning approaches have shown remarkable performance in biomed-

ical image analysis, most of these methods rely on high-quality and accurate imaging data.

However, collecting such data requires intensive and careful manual effort. One of the major

challenges in imaging the Shoot Apical Meristem (SAM) of Arabidopsis thaliana, is that

the deeper slices in the z−stack suffer from different perpetual quality related problems like

poor contrast and blurring. These quality related issues often lead to the disposal of the

painstakingly collected data with little to no control on quality while collecting the data.

Therefore, it becomes necessary to employ and design techniques that can enhance the

images to make them more suitable for further analysis. In this paper, we propose a data-

driven Deep Quantized Latent Representation (DQLR) methodology for high-quality image

reconstruction in the Shoot Apical Meristem (SAM) of Arabidopsis thaliana. Our proposed
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Figure 5.1: Conceptual Overview of DQLR. The latent representation of the collected image
is quantized using k−means over the entire dataset [108]. This quantized representation is
then used to reconstruct the enhanced image.

framework utilizes multiple consecutive slices in the z-stack to learn a low dimensional latent

space, quantize it and subsequently perform reconstruction using the quantized represen-

tation to obtain sharper images. Experiments on a publicly available dataset validate our

methodology showing promising results.

5.1 Introduction

Automated analysis in biomedical research is critical to provide researchers with

concrete evidence to prove any proposed hypothesis without any bias. However, automated

image analysis requires high-quality imaging data. Image quality-related problems are often

encountered while imaging deeper layers of the Shoot Apical Meristem (SAM) of arabidop-

sis thaliana [62]. These quality-related problems hinder automated analysis and often lead

to disposal of painstakingly collected data. To this end, we propose a data driven Deep

Quantized Latent Representation (DQLR) framework for high-quality imaging data recon-

struction of the z−stack of the SAM. In this work, we propose to project noisy stack in a

latent space, quantize the latent representations and utilize the quantized latent represen-

tations for reconstruction of enhanced z−stack (see Fig. 5.1 for conceptual overview).
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Overview. An architectural overview of our approach is illustrated in Fig. 5.2.

During training, the encoder E compresses ith input slice image to a latent representa-

tion xi. The consecutive slices in the z-stack are correlated which implies that they must

be correlated in the latent space as well. We employ a recurrent neural network (RNN)

R to learn this correlated representation {yi, yi+1, · · · , yi+n} by passing the latent vector

{x1, x2, · · · , xn} through R. The compressed representation xi is processed through Ri

to learn the inter-correlation between this latent representation of the consecutive slices

{xi, xi+1, · · · , xi+n} during training. RNN generated latent codes {yi, yi+1, · · · , yi+n} are

then used as input to quantization module Qi. Qi learns a vector dictionary for quantized

representation of the network and generates a quantized latent code {yqi , y
q
i+1, · · · , y

q
i+n}.

In our proposed method, the quantization of the latent code will remove the noisy com-

ponent of {yi} and the reconstructed/predicted images using the quantized latent codes

by generator G should be enhanced. During testing, we pass one slice at a time from the

z−stack, compress it using the encoder, predict the correlated latent codes using the RNN,

and finally quantize it using the quantization dictionary learned during the training stage

using Q. This quantized code is then used to reconstruct and predict enhanced consecutive

slices from the given z−stack.

5.2 Related Work

In this section we describe prior works closely related to the our proposed method.

Our method closely relates to reconstruction using auto-encoders [89] and enhancement in

the compressed domain [108, 103, 116].
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Auto-Encoders. Variations of auto-encoders are extensively used in reconstruction tasks

by compressing the input to a latent representation and using the latent representation

to retrieve the input as close as possible [108, 89, 67]. However, often the reconstructed

images are blurry due to inherent nature of Mean Square Error (MSE) loss to produce blurry

results. In the proposed approach we also include Structural Similarity Index (SSIM) [126]

loss to enhance the visual results.

Compressed Domain Enhancement. Some works have tried to enhance the images in

the compressed domain. In [103] a method based on a contrast measure defined within

the discrete cosine transform (DCT) domain is proposed to enhance the image. Attention

based video enhancement is proposed in [31]. Authors in [108] propose a vector quantized

variations auto-encoder for reconstruction of various media input. We adopt their approach

of vector quantization in our framework. However, we exploit the input data correlation

using RNN for enhancement task as opposed to reconstruction in [108] where ground truth

data was available.

5.3 Methodology

We propose a Deep Quantized Latent Representation (DQLR) framework for en-

hancing z−stack imaging in SAM of Arabidopsis thaliana. We apply quantization in the

latent space of the noisy z−stack for enhanced reconstruction. In this section, we first

formulate the problem statement and then explain our proposed approach in details.
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Figure 5.2: Architectural Overview of DQLR (for one slice of the stack). Encoder E
encodes input image to xi. Recurrent Neural Network (RNN) module generates correlated
codes for reconstruction (yi) and prediction ({yi, yi+1, · · · , yi+n}). Quantizer module Qi
quantizes the latent codes and Generator G reconstructs/predicts the images.

5.3.1 Problem Formulation

Given a z−stack Z = {z1, z2, · · · , zn}, with zi being the ith slice in the stack from

the top, we aim to reconstruct Ẑ = {ẑ1, ẑ2, · · · , ẑn} such that ẑi is the visually enhanced slice

compared to zi,∀i = 1, 2, · · · , n. Let there be a latent representation of input noisy z−stack

XZ = {x1, x2, · · · , xn} where xi is the latent representation corresponding to the ith slice

zi. Since the slices in z−stack are correlated in the pixel space, their latent representations

should inherit the same property in the latent space. Therefore, corresponding to each

latent representation XZ let there be a latent representation YZ = {y1, y2, · · · , yn} such

that all {yi} are correlated.

We propose to generate visually enhanced z−stack by quantizing the latent repre-

sentation of the noisy input stack. Our hypothesis is that each correlated latent representa-

tion yi of a slice in the z−stack consists of two components; the quantized representation yqi
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and the noise representation ynoisei of yi, such that yi = yqi + ynoisei . Hence, noise component

ynoisei can be removed by applying quantization on the correlated latent codes leaving the

representation yqi required to generate the enhanced image ẑi ∀ i = 1, 2, · · · , n.

5.3.2 Proposed Approach

Our proposed framework is shown in Figure 5.2. It consists of four components:

the encoder network E, the recurrent neural network R, the quantization module Q and

the generator network G. The encoder network is used to extract latent representation for

each slice in the noisy input stack. The recurrent neural network utilizes the latent repre-

sentations to generate correlated latent representations. These correlated representations

are quantized to reduce noise in the latent space by the quantization module. Finally, the

quantized representations are used to generate an enhanced z−stack.

Input Latent Representation. We employ a convolutional neural network as an encoder

E which extracts the latent representation for each slice in a given noisy z−stack such that

E(Z) = E({ z1, z2, · · · , zn}) = { x0, x1, · · · , xn} (5.1)

where xi is latent representation corresponding to slice zi. A set of correlated representa-

tions is generated by the recurrent neural network for the latent representations extracted

from the encoder E to incorporate the z-resolution dynamics of the z−stack in the latent

representations.

Recurrent Neural Network (RNN). The consecutive slices in a z−stack capture 3D-

structure of any cell in the plant. Thus, there must be a correlation between the consecutive

slices. The latent representation XZ of the noisy input Z should also be correlated in some

86



space YZ. Thus, we employ a recurrent neural network Ri to transform the ith noisy latent

representation to the correlated latent representation as RNN can capture dynamics of the

sequence given by

yi+1 = Ri(yi, hi) (5.2)

where h0 is the hidden state sampled randomly from a Gaussian distribution and hi =

xi−1 ∀ i > 0. Here, we aim to capture the z−resolution dynamics of the stack unlike

traditional recurrent neural network where temporal dynamics of the sequence is captured.

Deep Quantized Latent Representation. We propose that a data driven quantization

of the latent representation can reduce the average noise in the stack and enhance it visually.

In order to quantize the latent representation, we employ vector quantization dictionary

learning algorithm as proposed in [108], represented as Qi in our framework.

Enhanced Stack Generation. We employ a generative model G to transform the quan-

tized representations into an enhanced stack Ẑ. The quantized representations Yq
Z are used

by the generator G to synthesize enhanced stack Ẑ = {ẑ1, ẑ2, · · · , ẑn} such that ẑi is the

visually enhanced image of the slice zi in the noisy stack Z.

5.3.3 Optimization

Our optimization function consists of the Mean Squared Error (MSE) pixel recon-

struction loss, the Structural Similarity (SSIM) loss [126] and quantization loss as defined

in [108]. Please note that we do not have de-noised image as ground truth. We assume that

the quantized latent codes should reduce noise when it is used by generator G to reconstruct
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the stack. Results in section 5.4 demonstrate the validity of this assumption.

Ltotal = Lmse + λsLssim + λqLquant (5.3)

We briefly describe the loss functions below. Define P as the total number of

non-overlapping patches in a given image, N as total number of pixels in P , and α and β

as the generated and ground truth image, respectively.

Lmse(P ) =
1

N

∑
p∈P
‖α(p)− β(p)‖2

Lssim(P ) =
1

N

∑
p∈P

1− SSIM(p),

with, SSIM(p) =

(
2µαµβ + C1

µ2α + µ2β + C1

)(
2σασβ + C2

σ2α + σ2β + C2

)

where, µ(·) and σ(·) are computed with a Gaussian filter with standard deviation σG, C1 < 1

and C2 < 1 are constants introduced to handle division by zero issue, λs and λq weights for

SSIM and quantization loss, respectively. For Lquant, we use the loss function as proposed

in [108] on the correlated latent space YZ and dictionary D = {d1, d2, · · · , dk}, where

k = 128 is length of dictionary to learn for quantization. 0

5.4 Experimentation and Results

Datasets. We used the publicly available Confocal Membrane dataset [114] consisting of

six plants. We train our model using four plant stacks, and use one plant stack each for

validation and testing.

Qualitative Results. Fig. 5.3 shows few examples of the reconstructed slices from the

z−stack using the our approach along with the input slice. It can be observed that our pro-

88



Figure 5.3: Qualitative Results of Proposed Method. Original image (left) and Recon-
structed image (right) with corresponding zoomed parts are presented here. The proposed
method is able to generate sharper images from the given blurry image slices.

posed method is able to generate sharper cell boundaries. Since we learn the quantization

dictionary using all the slices in various z−stacks, our method is able to generate cleaner

images. Deconvolution is a standard technique used by many researchers to enhance mi-

croscopy images. We compare our proposed approach with deconvolution operation used to

denoise microscopy images using ImageJ [17]. It is performed on 2D slices using Gaussian

Point Spread Function (PSF) with standard values. It can be seen from Fig. 5.5 that our

proposed approach reconstructs visually enhanced slices compared to deconvolution opera-

tion in ImageJ. A key reason that deconvolution doesn’t work well is due to the selection of

PSF which highly depends on the capturing instrument. This demonstrates the advantage

of our approach with respect to existing algorithms. Note that in Fig. 5.3, Fig. 5.4, and

Fig. 5.5, input slice is shown inside solid green bounding box and the reconstructed slice

using the proposed approach is shown inside dotted green bounding box.
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Figure 5.4: Reconstruction Results without Quantization. Reconstructed image
without quantization (left) and Reconstructed image (right) with quantization with corre-
sponding zoomed parts are presented here. This demonstrates that the quantization module
in our proposed approach is effective in deblurring the data.

Figure 5.5: Comparison of Reconstructed Results with ImageJ [17].(a) Original
Image, (b) Reconstructed using DQLR (ours) and (c) Reconstructed using deconvolution
by ImageJ.

Qualitative Ablation. To evaluate the impact of quantization in the latent space, we

perform an experiment without applying quantization keeping all other parameters same in

the proposed method. Fig. 5.4 qualitatively shows the contribution on quantization in latent

space. The image generated without quantization is less sharp than with quantization. This

is due to inherent property of mean square loss to produce blurry results which dominates

the reconstruction in absence of latent representation quantization loss.
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5.5 Conclusion

Micro-imaging data collected for various bio-medical research suffers from inher-

ent blurriness and using this data for further analysis is a challenging task. We present

an approach for enhanced reconstruction of microscopic sequential data by leveraging the

information from consecutive image slices and using quantization of their latent represen-

tation to alleviate blurriness. Our data driven approach demonstrates visually superior

results on a publicly available benchmark. The proposed approach would be useful for

bio-medical researchers to enhance images where data is scarce and consequently, avoid

unwanted laborious efforts for re-imaging the data.
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Chapter 6

Conclusions

6.1 Thesis Summary

In this thesis, we focused on the problem of recovering high-quality videos from

input videos that are affected by different degradation models. We explored different at-

tention mechanisms to extract internal structure from neighbouring frames and external

information available from external datasets for various video enhancement tasks. Unlike

other state-of-the-art methods, we do not make unrealistic assumption on image formation

model. We address the video enhancement problem in a blind input prior settings such

as deblurring problem with no assumption that all input frames are blurry, video super-

resolution problem with unknown degradation kernel and recovering the global shutter

image from a rolling shutter camera.

In Chapter 2, we addressed the problem of generating high frame-rate sharp videos,

with no knowledge that either an input frame is blurry or not, for the task of deblurring and

interpolation. Our proposed framework employs self-attention and cross-attention mecha-
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nisms in the latent representations to extract local information within the frame and ad-

ditional information available in neighbouring frames for the task of joint video deblurring

and interpolation.

In Chapter 3, we presented a novel meta-learning framework for blind spatio-

temporal super-resolution where degradation kernel is not known. We leveraged meta-

training using an external dataset to learn a model that can easily adapt to unseen degra-

dation models. Furthermore, we exploit the internal structure of the test video to adapt the

model, trained using external learning, specific to the given video. We demonstrated that

the proposed approach is able to achieve superior enhancement while adapting to unknown

degradation models and improved computational time as shown in our experiments.

In Chapter 4, we exploited the patch-recurrence property in frames to recover high-

resolution global shutter frames from low-resolution rolling shutter video. Our proposed

approach employs patch-level attention to compute correlation maps between neighbouring

patches to extract information relevant for rolling shutter correction and super-resolution.

Extensive experiments on different benchmark datasets demonstrate efficacy of our proposed

approaches over various baselines and state-of-the-art approaches.

Finally in Chapter 5, we extend the process of quantization in the feature space

and show that quantization, that is usually utilized to denoise any image in pixel space, can

also be applied in the internal feature space for the task of unsupervised denoising. Our data

driven approach demonstrates visually superior results on a publicly available benchmark.

The proposed approach would be useful for bio-medical researchers to enhance images where

data is scarce and consequently, avoid unwanted laborious efforts for re-imaging the data.
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6.2 Future Research Directions

6.2.1 Learning Video compression through Super-Resolution

We address the problem of spatio-temporal video super-resolution and spatial

super-resolution along with rolling shutter correction in Chapters 3 and 4, respectively.

In terms of storage space, super-resolution problem can also be presented as video compres-

sion. In this case, the target is to learn a compression model to generate a low-resolution

video and then learn a super-resolution model. Concepts of patch-recurrence, correlation

and interpolation are explored in Chapters 3 and 4, which can also be leveraged for video

compression. One simple baseline solution is to use the patch attention presented in Chapter

4 to learn a model to down-sample the image instead of super-resolution. With growing need

of large-scale datasets for computer vision application that requires huge storage memory,

video compression is an interesting future direction of our work.

6.2.2 Video Stabilization using Motion Estimation

Video stabilization requires accurate estimation of the displacement field of the

camera. We have shown that attention mechanism can model motion for the task of de-

blurring and interpolation in Chapter 2 and for the task of rolling shutter correction in

Chapter 4. However, existing works do not leverage the attention mechanism to estimate

displacement field for video stabilization. Our proposed approach tries to learn the motion

in the latent space. Hence, our approaches can help learn dataset specific motion cues,

which can be utilized along with global and local attentions mechanism, to learn a motion

to rectify shaky video.
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6.2.3 Generation of 3D Dynamic Scenes using Videos

Virtual reality (VR) has huge potential for technological innovation. However,

realistic content creation for VR devices is a challenging task which requires capturing

the 3D view of the scene. With the abundance of videos available online, combination of

our video interpolation technique, presented in Chapter 2, and a 3D reconstruction model

can help generate high-resolution 3D dynamic scenes. Furthermore, our approaches for

video super-resolution and deblurring can also be extended for 3D scene dataset to improve

the user experience. With numerous applications of virtual reality in computer vision,

developing algorithms for VR content creation can be a very interesting and challenging

future research direction.
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