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Abstract. The effects of various chemical substitutions and induced lattice disorder in the Ce- and Pu-based 115 superconductors are reviewed, with particular emphasis on results from x-ray absorption fine structure (XAFS) measurements.

1. Introduction
The competition between spin, charge, and lattice interactions is at the heart of many of the strongly-correlated ground states in materials of current interest, such as in colossal magnetoresistors and high-temperature superconductors. This relationship is particularly strong in the Ce₆Th₅ and Pu₆Ga₅ series (T = Co, Rh, Ir) of heavy-fermion superconductors. In these systems (figure 1), competition between bulk magnetic and non-magnetic ground states, as well as between superconducting and normal states, are directly related to local properties around the lanthanide or actinide ion, such as the nearest-neighbor bond lengths and the local density of states at the Fermi level. Tiny changes in the latter values can easily tip the balance from one ground state to another. This paper reviews recent work by the authors exploring the relationship between local crystal and electronic structure and ground state magnetic and conducting properties in the Ce- and Pu-based 115 materials.

This work is motivated by the current lack of understanding of superconductivity in the 115 materials, and in heavy-fermion superconductors in general. As if to underscore the complexity in the 115 systems, the superconductivity is not of a conventional type, and may very well not be mediated by a phonon coupling mechanism of the Cooper pairs, but rather by a magnetic coupling mechanism. In the CeRhIn₅ system, for instance, superconductivity seems to develop out of the antiferromagnetic state, as shown by the entropy balance at the superconducting transition [1]. Superconductivity in PuCoGa₅ is also thought to be magnetically-mediated [2, 3]; however, recent neutron diffraction data cast some doubt on this possibility [4].

The presence of superconductivity in heavy-fermion materials is generally linked with non-Fermi liquid (NFL) behavior and the proximity to a magnetic quantum critical point (QCP).
A NFL is a material that does not demonstrate the characteristics of Landau's Fermi liquid theory, whereby conducting properties act like those of a Fermi gas with a renormalized carrier mass. Typical NFL behavior in this class of materials include a non-quadratic temperature dependence of the resistivity in the normal state, and logarithmic or power law divergences in the magnetic susceptibility and the linear electronic coefficient to the heat capacity. NFL behavior is regularly observed around a QCP, and is observed in both CeTIn$_5$ and PuTGa$_5$. In part because of this typical proximity, many researchers believe an associated superconducting state can grow out of quantum fluctuations as one approaches the magnetic phase in the phase diagram. For example, CeRhIn$_5$ is an antiferromagnet in its ground state, but the application of 1.6 GPa precipitates a superconducting phase with strong NFL properties in the normal state [5]. However, the nearby magnetic phase can be obscure. For instance, the observation of an antiferromagnetic phase nearby to CeCoIn$_5$ in its phase diagram was not observed until very recently, when Cd was substituted onto the In sublattice [6]. In PuTGa$_5$, such a phase remains elusive. The so-far observed lack of such a nearby phase has, in fact, prompted an interesting theory that the magnetic and superconducting phases develop simultaneously out of the same normal state, thereby obscuring the magnetic phase [7].

NFL behavior can occur in highly-ordered materials, but is actually more common in materials exhibiting significant amounts of lattice disorder [8]. In these materials, it is possible to model the NFL behavior as due to a distribution of magnetic interaction strengths, either through Kondo interactions alone [9, 10, 11] or through competing Ruderman-Kasuya-Kittel-Yosida (RKKY) and Kondo interactions [12]. One example based on our research is the UCu$_4$Pd system. In that material, the magnetic and heat capacity divergences can be modeled as due to a distribution of Kondo temperatures [9]. Although Pd/Cu site interchange may be at the heart of the required distribution width [11], a model based solely on changes in the $f$-electron/conduction electron hybridization strength $V_{fc}$ does not quantitatively account for this width [13]. Nevertheless, careful sample annealing can vary the degree of site interchange that exactly tracks the changes in divergence of the heat capacity [14], indicating that Kondo disorder at least plays an important role in determining the electronic and magnetic properties of UCu$_4$Pd.

The situation regarding our understanding of the role of local lattice order in the 115 systems therefore revolves around several related issues. Of primary importance is the establishing
of whether the pure 115 materials are as structurally well ordered on the local scale as the diffraction data indicate for the average structure. In addition, since substitutional studies have been invaluable in elucidating details of the ground state, local structure studies need to consider the effect of “foreign” ions on the near-neighbor environment. We employ the extended x-ray absorption fine structure (EXAFS) technique, as it is uniquely able to discern details both regarding local bond order around a majority species through absolute measurements of the mean-squared displacement parameters as a function of temperature, through its sensitivity to these parameters, and because of its ability to gather local structure information even around a dilute species (∼1%). This paper reviews such previously published work on the CeIr$_{1-x}$Rh$_x$In$_5$ [15] and CeT(In$_{1-x}$M$_x$)$_5$ (M=Sn, Cd, or Hg) [16, 17] series, as well as work reviewing the disordering effects of self-irradiation damage in PuCoGa$_5$ superconductor [18, 19].

2. Establishing a baseline: CeIr$_{1-x}$Rh$_x$In$_5$

The initial local structure studies focused on the CeIr$_{1-x}$Rh$_x$In$_5$ series. CeRhIn$_5$ is an antiferromagnet at ambient pressure that becomes superconducting under applied pressure, peaking at a transition temperature of 2.2 K near 2.1 GPa, and was, in fact, the first of the 115s to demonstrate superconductivity [20]. CeIrIn$_5$ is an ambient pressure superconductor at about 0.4 K. The primary physical interest in the CeIr$_{1-x}$Rh$_x$In$_5$ series is the coexistence of antiferromagnetism and superconductivity from $x \approx 0.4 - 0.7$ [21]; however, from the structural perspective, broad anomalies in the specific heat transitions for intermediate substitution ranges (0.1 < $x$ < 0.5) raised the possibility of clustering or other lattice disorder occurring [22]. In addition, it was important to establish the trivalent character of the cerium atom. The aim of the x-ray absorption spectroscopy study was therefore threefold: (1) determine the $f$-electron count by measuring the Ce $L_{III}$-edge x-ray absorption near-edge structure (XANES); (2) determine the general degree of lattice order or disorder, especially in the end compounds as indicative of the 115 series; and (3) establish the potential amount of Rh or Ir clustering.

XANES spectroscopy is an important tool for measuring the $f$ occupation number, $n_f$. A heavy-fermion material is related to intermediate valent materials, where $V_{fc}$ is much weaker, but not so weak that the RKKY effect dominates. In this case, the lanthanide or actinide donates a small amount of $f$-electron density to the conduction band, typically much less than 0.1 electrons per ion. A cerium-based heavy-fermion compound should exhibit a Ce $L_{III}$-edge

![Figure 2. Examples of Ce $L_{III}$-edge XANES at 20 K on CeRhIn$_5$ and CeIrIn$_5$, demonstrating a nearly trivalent state for the cerium atoms.](image)
spectrum characteristic of trivalent cerium. All of the Ce-115 compounds we have measured display such a spectrum. Figure 2 shows an example for the end compounds at 20 K. Both spectra are dominated by a peak near 5724 eV, characteristic of Ce(III). In addition, a small shoulder is visible near 5730 eV, indicating a small Ce(IV) contribution. As shown in reference [15], this contribution amounts to an \( n_f \) of about 0.95±0.03 for all the compounds, and does not change with temperature above 20 K. Differences between the compounds are within the estimated absolute error for the technique, and are probably due, in part, to some oxidation of the samples at their surface.

Determining the degree of local structural order using the EXAFS technique involves several tests. The first requires excellent fits of the model structure to the data, in this case as determined by single-crystal diffraction [23], with reasonable fitted parameter values. Here, it is important to recall that EXAFS is not only a local structural probe like the pair-distribution function (PDF) technique for powder diffraction data [24], but provides PDF data only around the absorbing atomic species, and so provides a partial radial PDF [25]. Consequently, the ideal test using EXAFS of the local bond order is to collect EXAFS data from each atomic species present in the material. Such data were indeed collected in reference [15]; however, In \( K \)-edge data were at that time deemed too complicated to gain quantitative information from model fits. Later, during our work on In-site substitutions, we developed a highly constrained fitting model that is, in fact, capable of providing useful information (see section 3). An example of data and a fit to Rh \( K \)-edge data with \( x=0.125 \) is shown in figure 3. The fitting model includes all single scattering and dominant multiple scattering paths within the fit range, up to 6 Å. As can be seen in the figure, the fit quality is excellent, and is typical of the fits obtained from all edges for these materials. Moreover, the measured pair distances agree well with those expected from the long-range structure [23]. Lastly, the mean-square displacements, otherwise known as the Debye-Waller factors, \( \sigma^2 \), are all small, as expected for a well-ordered intermetallic system.

Another standard test employed is to perform the data collection at several temperatures and track the changes in the measured pair distances and, especially, in \( \sigma^2 \) for selected atom pairs.
The development of $\sigma^2$ with temperature is then fit with a correlated-Debye model including an offset, $\sigma_{\text{stat}}^2$, that is independent of temperature:

$$\sigma^2 = \sigma_{\text{stat}}^2 + \sigma_{\text{cD}}^2. \quad (1)$$

The correlated-Debye model [26] is similar to the standard Debye model for $U^2$ parameters in diffraction measurements, except that correlations between the positions of the pairs of atoms, as measured by EXAFS, is taken into account. This model works extremely well for cubic materials [27], but also for more asymmetric systems [28]. In any case, zero-point motions are included, so any non-zero measurement of the offset term $\sigma_{\text{stat}}^2$ is indicative of bond length disorder. As can be seen in figure 3, the thermal factors fit the correlated-Debye model well, and in the case displayed, the measured value of $\sigma_{\text{stat}}^2$ is consistent with no measurable disorder. Such results are typical for all the measured Ce-based and unaged Pu-based 115 data to date.

3. Preferred-site substitution and “two dimensional” superconductivity: CeT(In$_{1-x}$M$_x$)$_5$

The studies summarized in section 2 establish the strong degree of crystalline order, both in the end compounds and even as a function of substitution into the transition-metal (T) position in the tetragonal unit cell. Moreover, the effect of such substitutions on the magnetic and electronic properties is relatively weak: one can substitute continuously between Co and Ir, and still obtain a superconductor, and substitutions into CeCoIn$_5$ with Rh don’t destroy superconductivity until 60% Rh [29]. Such a weak effect is consistent with the notion that superconductivity is anisotropic in these materials, perhaps even approaching a two-dimensional state. Direct substitution into the Ce layer with La, in fact, has a much more dramatic effect on $T_c$, destroying superconductivity after only 15% La [30].

Planar substitutions produce even stronger effects when substituting onto the indium site [6, 31, 32, 33, 34, 35], as illustrated in the phase diagram in figure 4. Sn substitution acts more or less like La substitution, except that $T_c$ is reduced much more quickly, going to 0 K after about 3.6% Sn for In. Cd and Hg substitutions are even more dramatic, providing the first access to the sought-after nearby magnetic phase in CeCoIn$_5$ after less than 1% of the indium.

Figure 4. Phase diagram of CeCo(In$_{1-x}$M$_x$)$_5$ for $M=$Sn, Cd, and Hg. Relative to indium in the periodic table, Sn acts as an electron dopant and Cd and Hg act as hole dopants. Data are from references [16] and [17].
is replaced. Obviously, not only are the substitutional effects stronger on the indium site than the cerium site, but there are dramatic differences between Sn versus Cd and Hg substitutions. A critical difference between these substituents is the electronic structure: relative to In, Sn has one more electron in the p shell, while Cd and Hg have one less p electron, or rather an electron hole.

Although the electronic structure plays a critical role, the difference in doping dependence between Ce-site and In-site substitutions is strongly dependent on the local substituent distribution within the unit cell. Since Sn, Cd, and Hg substitute onto the In sublattice, there are two positions where the substituents can reside: either into the Ce-In plane on the In(1) site, or flanking it on the In(2) site (figure 1). Moreover, since there is a nearly 0.3 Å difference in the metallic radii between In and the substituents [36], one expects large distortions and, possibly, some ensuing bond length disorder. The EXAFS technique is uniquely poised to answer these questions, since measurements at the Hg LIII- and the Sn and Cd K-edges are feasible, even at these low concentrations.

EXAFS data are normalized by the change in absorption at the edge of interest, and are therefore normalized per absorbing atom. From the In K-edge, for instance, one obtains a weighted average of the radial PDF from both the In(1) site (20%) and the In(2) site (80%). The key differences in the local environment around each of the two sites is the In(2)-T pair, at about 2.75 Å, and the In(2)-In(2) pair along the c axis, at about 2.9 Å. Other measurable differences exist, including those due to the 4 In-Ce and 8 In-In pairs, all near 3.25 Å, that occur from both In sites. Because of these qualitative differences in the partial radial PDFs, the EXAFS from the substituent edges are very sensitive to the In(1)-site occupancy of the substituent.

Figure 5 shows some typical data from both the Cd and Hg perspectives. The Cd K-edge data display a clear peak near 2.5 Å in the transform, indicative of at least some of the Cd atoms sitting on In(2) sites. (It is vital to note that EXAFS bond lengths are shifted from their position in a Fourier transform, primarily due to phase shifts of the photoelectron at the absorbing and backscattering atoms. These shifts are accurately calculated as a function of the photoelectron wave vector, k, by the FEFF [37] code.) The next major peak at about 3 Å is due to the mixture of In and Ce backscatterers mentioned above. These Cd K-edge data are in stark contrast to the Hg LIII-edge data in the lower panel. In those data, no obvious sign of the short Hg(2)-Co and Hg(2)-In(2) peak near 2.5 Å exists. Also, the main In/Ce peak is much larger, and is in fact much closer in magnitude to that observed from the In K edge than the Cd data. From these simple observations we can infer that the Cd environment is distorted, and most of the Hg sits on the the In(1) site.

Because of the phase shifts and other features of the photoelectron backscattering amplitude functions, detailed fits are necessary to extract quantitative information from EXAFS data. In order to allow for so many overlapping peaks and the presence of two possible substituent sites, we developed a fitting model that, at first, constrained several of the bond lengths together [16], and then later developed a more complete model that includes constraints that effectively only allows the lattice constants and the z parameter describing the c axis position of the In(2) planes to vary [17]. With such a model as a starting point, we could release particular constraints to allow for certain distortions to exist. This model allows for fits with many degrees of freedom, and yet still provides excellent fit quality, as seen in figure 5.

The main results of these fits are that, up to the maximum measured concentrations of the substituent (2 to 4% M, depending on the exact system), the fraction of the substituent on the In(1) site, \( f_{\text{In}(1)}(M) \), does not vary with concentration. The fraction is, however, a function of the species of M in CeCo(In\(_{1-x}M\)\(_x\))\(_5\), and of T in CeT(\(\text{In}_{1-x}\text{Hg}_{x}\))\(_5\). For CeCoIn\(_5\), \( f_{\text{In}(1)}(M) \) varies from 43±3%, 55±5%, and 71±5% for \( M = \text{Sn}, \text{Cd}, \) and \( \text{Hg} \) respectively. For CeCo(\(\text{In}_{1-x}\text{Hg}_{x}\))\(_5\), \( f_{\text{In}(1)}(M) \) varies from 71±5%, 92±4%, and 100±10% for \( T = \text{Co}, \text{Rh}, \) and \( \text{Ir} \) respectively. These
Figure 5. FT of $k^3 \chi(k)$ EXAFS data (solid) for typical (a) Cd-substituted and (b) Hg-substituted CeCoIn$_5$ samples. The FT magnitude is indicated by the outer envelope, and the modulating line corresponds to the real part of the transform. Transforms are from 2.5 to 16.0 Å$^{-1}$ and are Gaussian narrowed by 0.3 Å$^{-1}$. This figure is from reference [17].

results exactly track the changes in both the metallic radii of each $M$ and of each $T$ atomic species [36].

These results are of intrinsic interest, since they help explain the strong dependence of $T_c$ on doping concentration and lend credence to the two-dimensional nature of superconductivity in these materials [38], especially when one considers that the mean distance within the planes is similar to the superconducting coherence length in pure CeCoIn$_5$ [39, 40]. These points have been argued [16] in terms of changes in the magnetic impurity concentration, as in an Abrikosov-Gorkov-like mechanism [41]. However, the results from Cd and Hg-substituted samples indicate that site interchange cannot by itself explain the observed trends in the phase diagrams. For instance, although the critical concentration, $x_c$, where $T_c \to 0$ K decreases with $M$ in the order Sn > Cd > Hg, $f_{\text{In(1)}}(M)$ increases from Cd > Sn > Hg. Even if one ascribes this trend as wholly due to the differences between electron and hole doping, the differences between $T_c$’s in the hole doped materials remains anomalous: until $T_c \to 0$ K, $T_c$ remains higher for all Hg concentrations than for similar Cd concentrations, despite the stronger propensity for Hg to reside on the In(1) site.

In addition to these simple arguments, one can also argue that, since only small differences in $V_{fc}$ are expected for these substituent levels, the major differences in the magnetic and electronic properties must be due to changes in the electronic density of states, possibly due to sharp features in the band structure near the Fermi level as occurs in YbInCu$_4$ [42].
4. Ultimate disorder: radiation damage and superconductivity in PuCoGa$_5$

The previous work on Ce-based 115 materials has been motivated, in part, by the intention to extend the work into the Pu-based 115 materials, especially toward substitutional studies. Unfortunately, due to the myriad of difficulties surrounding working with these samples, there remain very few substitution studies in the Pu 115s at this time [43, 44]. Moreover, the higher radioactivity of most plutonium isotopes, and especially the $\alpha$ decay channel of $^{239}$Pu have conspired to create a practically-unique aspect of the Pu-based superconductors: the samples are rapidly destroying themselves. Even in the first paper on PuCoGa$_5$, Sarrao et al. [45] noted that $T_c$ fell by about 0.25 K per month. Also in that original work it was noted that many of the interesting properties of PuCoGa$_5$ are likely related to self-irradiation damage from the $\alpha$-decay of the Pu nucleus, such as the very high critical current density and upper critical field. Subsequent studies by the Wastin group [46, 47, 48] have focused on this self-irradiation damage as a way to probe the superconducting state, tracking changes in various properties such as the electrical resistivity until the materials are finally no longer superconducting [48]. Changes in other properties have also been observed with time, such as in the superfluid density as probed by muon spin relaxation measurements [49].

Although recent advances in Molecular Dynamics calculations have lead to a much better understanding of radiation damage effect over the last 15 years [50], state-of-the-art calculations including plutonium atoms in intermetallic materials have only recently become possible [51] and have yet to be performed for PuCoGa$_5$. It is possible, however, to infer upper limits of the material fraction that undergoes radiation damage by comparing with the case of Pu-Ga alloys. The main damage from the $\alpha$-decay of a Pu atom is due to permanent displacements of nearby atoms in the lattice by ballistic interaction with the 86 keV $^{235}$U recoil nucleus (see reference [52] for a good overview), producing a damage cascade over several nanometers. The number of interstitial/vacancy defect pairs produced in each decay in elemental Pu is estimated to be about $N_D \approx 2500$ Frenkel defect pairs, and the situation is expected to be similar for PuCoGa$_5$ [53]. The samples discussed below have an $\alpha$-decay rate of $\lambda_\alpha \approx 3.4 \times 10^{-5}\alpha$-decays per Pu atom per year. The fraction of defect sites in PuCoGa$_5$ is therefore estimated to be $f_D = 2N_D\lambda_\alpha/7 \approx 2.5\%$ per year, since a Frenkel defect includes both the interstitial and the vacancy and 1/7 of the atoms are Pu. This estimate does not account for the relaxation of the lattice around each defect, which can reduce the number of defects by between 50 and 90% [54], nor does it account for any lattice distortions around a defect. The latter quantity is typically ignored in discussion and calculations of radiation damage, but is likely important for explaining discrepancies between such calculations and actual damage estimates using probes sensitive to the local structure, such as nuclear magnetic resonance experiments [55, 56].

The EXAFS technique is sensitive to both defects and distortions. Since the photoelectron backscattering probability for a shell of atoms at a given distance around the absorption goes approximately as $1/\sigma$, atoms in highly distorted sites like interstitials will make virtually no contribution to the EXAFS signal. A damage fraction estimate based on the scattering amplitude of the first Pu-Ga scattering shell will thus provide a lower limit to the total fraction of displaced atoms. This model has also been extended to include more moderate lattice relaxation that generates a small enough $\sigma$ to provide a detectable signal [19]. The total estimated fraction of atoms that have been displaced, including the roughly 5% that are moderately displaced, is shown in figure 6 as previously published [19] for two PuCoGa$_5$ samples, in addition to preliminary data on a sample of PuAl$_2$ and two samples of PuGa$_3$ [43]. The “maximum range” shown is the estimate of the damaged fraction only from the defect production, not including any lattice relaxation. It is important to note that the abscissa is in units of $\alpha$-decays per atom in the formula unit; that is, $\lambda_\alpha/7$ for PuCoGa$_5$, $\lambda_\alpha/4$ for PuGa$_3$ and $\lambda_\alpha/3$ for PuAl$_2$. One year corresponds to about $5 \times 10^{-6}\alpha$-decays per atom for PuCoGa$_5$.

There are a number of interesting features of these results. The first is that the damage
Figure 6. Total damage fraction as determined from the Pu $L_{\text{III}}$-edge EXAFS for two samples of PuCoGa$_5$, two of PuGa$_3$, and a sample of PuAl$_2$, using methods outlined in references [18] and [19]. The region marked “maximum range” is the damage assuming full Frenkel-pair defect production with no further lattice relaxation, as well as no further lattice response beyond the placement of the interstitial and vacancy defects. The solid line represents a percolation model with a time scale chosen to agree with the early ($<5 \times 10^{-6}$ α-decays per atom) data from PuCoGa$_5$ Sample A.

accumulates at a rate much faster than expected including defect production alone for all the samples. We therefore conclude that lattice distortions are not only important, but dominate the contribution to the total damage fraction. In order to achieve such a high damage accumulation rate, lattice distortions would have to occur at least partially in the second coordination shell around the defect. Given a cascade volume of order 500 nm$^3$, second coordination shell distortions would indicate that virtually every atom within a damage cascade is distorted significantly from its original lattice position. Such damage then becomes qualitatively similar to Seitz’s “thermal spike” model [57], whereby the recoil nucleus causes a local melting and fast quench of the entire cascade region.

Most of the damage occurs within the first year, and then appears to slow down, especially in the PuCoGa$_5$ samples. Such a slowing down is expected in a percolation model, since as cascade regions begin to overlap, the damage fraction will no longer increase linearly. Such a model is shown in figure 6, with the time scale chosen to agree with data from Sample A within the first year. However, extrapolating the data with relatively few total decays with a percolation model does not reproduce the data with more decays. Since the samples are all stored at room temperature, these data emphasize the role of annealing at room temperature in plutonium intermetallics. This result is not unexpected, since δ-Pu is now well known to undergo significant annealing, even at temperatures as low as 30 K [58]. In fact, the $T_c$ of a PuCoGa$_5$ sample stored at temperatures below 30 K has been shown from Meissner effect measurements to decrease nearly twice as fast ($\approx 0.5$ K/mo [59]) compared to those stored at room temperature (0.25 K/mo [19, 45]). Clearly, these samples undergo significant annealing at or below room temperature. In fact, if one considers only the damage cascade production, the percolation line in figure 6 indicates the percolation limit (around 20% in three dimensions) will be reached near $25 \times 10^{-6}$ α-decays per atom, or in about 5 years. This value is consistent with recent data by Jutier and co-workers [48] that indicates superconductivity in PuCoGa$_5$ is
destroyed after somewhat more than 4 years in similar samples. Such a model assumes that even though some damage gets annealed away in a given cascade over time, sufficient damage exists to prevent the cascade region from superconducting. It is also possible to understand these data and the reduction of $T_c$ in terms of strong scattering in a short coherence length superconductor [19].

Data from the non-PuCoGa$_5$ samples, while preliminary, are also interesting, especially in contrast to the PuCoGa$_5$ data. Of the five samples measured, the oldest sample is PuCoGa$_5$ Sample A, and it appears to show the largest damage accumulation rate. The PuGa$_3$ and PuAl$_2$ samples are fairly similar to PuCoGa$_5$ Sample B. We do not know of any reason Sample A should be different from Sample B, as they were both stored in the same cabinet in the same laboratory, although Sample A is, indeed, about two years older. Clearly, to gain the best understanding of radiation damage effects, one should store the samples in a better-controlled environment. Also, it is well known that the melting temperature correlates with the propensity for damage, with a higher melting point corresponding to fewer defects produced per $\alpha$-decay [60]. The melting points of these compounds are not presently known, but, other than PuCoGa$_5$ Sample A, they have remarkably similar damage production rates. It is also interesting to note that the annealed PuGa$_3$ sample is plotted as a function of the decays since synthesis, which was several months before it was annealed; one needs to subtract about $4 \times 10^{-6}\alpha$-decays per atom to obtain the number of decays since it was annealed. These data indicate that, at least with regards to the local structure, annealing PuGa$_3$ at 600$^\circ$C is virtually equivalent to annealing at room temperature. Clearly, more systematic studies including melting point determination and annealing properties are warranted.

Although not shown in figure 6, the EXAFS data have also been analyzed from the Co and Ga K edges [19], and it appears that the local structure around those absorbing atoms shows smaller distortions than around the Pu atoms. A probable explanation is that the lighter atoms are more likely than the heavy Pu atoms to be ejected from their equilibrium lattice positions to the outer edges of a cascade region. A similar inhomogeneity has, in fact, been featured in Molecular Dynamics calculations of uranium recoils in zircon [61].

As a final note, these results underscore much of what remains unknown regarding both superconductivity and radiation damage effects in PuCoGa$_5$. Although the surprisingly large amount of damage observed explains the bulk of the reduction of $T_c$ with time, many of the exact details have not been addressed. For instance, one might expect the reduction of $T_c$ not to be linear with time, and rather to be proportional to the damage fraction in figure 6. In contrast, most of the damage occurs within the first year, and annealing is known to affect the local distortions. Another aspect that has not been thoroughly explored is the presence of non-Fermi liquid behavior, which is expected to become more dominant as the sample is further disordered [9, 10, 11]. Together with measurements of the local distortions, one should be able to compare the distortions with the development of logarithmic divergences in the magnetic susceptibility, for instance. Perhaps even more importantly, under appropriate experimental conditions, one should be able to directly compare local structure measures of damage with the results of modern Molecular Dynamics simulations, and thus provide some of the first atomic-scale verifications of the theories of both lattice relaxation and Frenkel defect production.

5. Conclusions
The PuCoGa$_5$ system offers the opportunity to follow changes in magnetic and electronic properties due to lattice disorder as a function of time in the same samples, in addition to the more traditional approach of perturbing the superconducting state through chemical substitutions. The reviewed work establishes a baseline for such future studies by determining the intrinsic lattice order in the 115 system, successfully understanding disorder as introduced through chemical substitutions in the Ce-based 115s, and beginning to explore the surprisingly
large role of self-irradiation damage directly on the PuCoGa$_5$ lattice. These studies lay the foundation for the harder future work toward measuring chemical substitutions in PuCoGa$_5$, correlating effects with non-Fermi liquid behavior, and obtaining a better structural picture of the distortions induced by $\alpha$-decay of the plutonium nucleus.
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