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ABSTRACT OF THE DISSERTATION

Uniform Exponential Growth in Algebras

by

Christopher Alan Briggs

Doctor of Philosophy in Mathematics

University of California San Diego, 2013

Professor Efim Zelmanov, Chair

We consider uniform exponential growth in algebras. We give conditions

for the uniform exponential growth of descending-filtered algebras and prove that

an N−graded algebra has uniform exponential growth if it has exponential growth.

We use this to prove that Golod-Shafarevich algebras and group algebras of Golod-

Shafarevich groups have uniform exponential growth. We prove that the twisted

Laurent extension of a free commutative polynomial algebra with respect to an

endomorphism with some eigenvalue of norm not 1 must have uniform exponential

growth. We prove that the group algebra of a (free abelian)-by-cyclic group has

polynomially-bounded or uniform exponential group. We prove that the uniform

exponential growth of the universal enveloping algebra U of a Lie algebra L im-

plies uniform exponential growth of L, and contrariwise should L be N−graded,

and prove the same result for restricted Lie algebras. We use this to give sev-

eral conditions equivalent to the uniform exponential growth of graded algebra

associated to a group algebra filtered by powers of its fundamental ideal.
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Chapter 1

Background

1.1 Conventions

Groups are assumed finitely-generated, and generating sets are assumed fi-

nite, unless otherwise stated. We write G =< S > to indicate that the group G

is generated by the finite set S. Whenever we write S = {x1, . . . , xn} we always

assume x−1
i ∈ S for each i; put another way, we consider a word in S to be a word

in elements of S and inverses of elements of S.

Algebras are likewise assumed to be finitely-generated (as algebras over

some given field). We write A = F <S> to denote that A is generated by (algebra

operations on) the set S over the field F . Algebras are assumed to be associative

unless otherwise stated.

Whenever we have an algebra A over a field F and a specified basis B for

A as a vector space over F , we refer to elements of the form αu, α ∈ F, u ∈ B as

the monomials of A. For an element a = αiui ∈ A, αi 6= 0, ui ∈ B we refer to the

αiui as the monomial summands of a. Sometimes the basis is obvious and implicit,

as in the case of a group algebra FG with basis the image of G in FG under the

natural embedding.

Sometimes we define an algebra by generators and relators. Given an al-

1



2

phabet X = {x1, . . . , xn} and a subset R of the free F−algebra F < X >, by

F < X|R > we mean F<X>/id(R) where id(R) is the ideal generated by R in

F <X> .

Fields are assumed to be of characteristic zero unless otherwise stated.

1.2 Associative Algebras

Definition 1.2.1: An (associative) F−algebra R is a vector space over the

field F together with a multiplication operation, usually indicated by juxtaposi-

tion, such that

i) (x+ y)z = xz + yz

ii) x(y + z) = xy + xz

iii) α(xy) = (αx)y = x(αy)

for all x, y, z ∈ R, α ∈ F.

Definition 1.2.2: An ascending filtered F−algebra is an F−algebra R with

an increasing sequence of (F−vector) subspaces R0 ⊆ R1 ⊆ . . . such that

i) R =
⋃∞
n=0Rn

ii) RiRj ⊆ Ri+j for each i, j ≥ 0.

Definition 1.2.3: A descending filtered F−algebra is an F−algebra R

with a decreasing sequence of (F−vector) subspaces R = R0 ⊇ R1 ⊇ . . . such that

RiRj ⊆ Ri+j for each i, j ≥ 0.
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Definition 1.2.4: Let S be a commutative semigroup. An S-graded al-

gebra is an algebra R which can be written as a direct sum R =
⊕

s∈S Rs where

the Rs are (vector) subspaces of R with RsRs′ ⊆ Rss′ for all s, s′ ∈ S. We only

consider the cases S = N, S = Z≥0.

Definition 1.2.5: LetR be an descending filtered F−algebra with descend-

ing sequence R0 ⊇ R1 ⊇ . . . . We construct an N-graded algebra Gr(R) related

to R, called the associated graded algebra. Let Bn = Rn/Rn+1 for n ≥ 0. As an

F−vector space, Gr(R) =
⊕∞

i=0Bi. We define multiplication by (x+Bm)(y+Bn) =

xy + Bm+n+1 for all x + Bm ∈ Bm+1, y ∈ Bn+1. So Gr(R) has the structure of a

graded algebra.

Graded algebras associated to algebras with ascending filtration are simi-

larly defined, but we will not have occasion to make use of them.

Definition 1.2.6: Given a group G and a field F we construct an alge-

bra denoted FG and called the group algebra of G over F as follows: let FG

be the F−vector space with basis G, define a product on elements of the form

1 · g, 1 · h ∈ FG by the product gh in G, and extend multiplication linearly.

Definition 1.2.7: Given a group algebra FG we define the map f : FG→
F by f(

∑
αigi) =

∑
αi where αi ∈ F, gi ∈ G. This is called the fundamental

mapping, and its kernel is called the emphfundamental ideal of FG; its customary

symbol is ∆.

1.3 Lie Algebras

Definition 1.3.1: A Lie algebra over a field F is a vector space L over F

with multiplication, usually indicated by a bracket [· , ·] subject to:
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i) Bilinearity: [αx+ βy, z] = α[x, z] + β[y, z]

ii) Anticommutativity: [x, y] = −[y, x]

iii) The Jacobi identity: [x, [y, z]] + [y, [z, x]] + [z, [x, y]] = 0

where α, β ∈ F and x, y, z ∈ L.

Given any associative algebra A, we may define a bracket product on A

by [x, y] = xy − yx for all x, y ∈ A where juxtaposition denotes the associative

multiplication. Then

i)[αx+ βy, z] = αxz + βyz − αzx− βzy = α[x, z] + β[y, z]

ii) [x, y] = xy − yx = −(yx− xy) = −[y, x]

iii) [x, [y, z]] + [y, [z, x]] + [z, [x, y]] = x(yz − zy) + y(zx− xz) + z(xy − yx)

= xyz−xzy−yzx+zyx+yzx−yxz−zxy+xzy+zxy−zyx−xyz+yxz = 0,

so that A under the bracket operation is a Lie algebra. We denote the Lie

algebra so derived as A(−).

Given a Lie algebra L, choose a basis {ei}i∈I . Write [ei, ej] =
∑

k γ
(k)
ij ek.

Let X = {xi}i∈I and let F<X> be the free algebra on the alphabet X over F . Let

R = {xixj − xjxi −
∑

k γ
(k)
ij xk}i,j∈I , (the γ

(k)
i,j ∈ F are called structural constants),

id(R) be the ideal of F<X> generated by R, and U =<X | R>. Map u : L→ U

by u(ei) + id(R). Because u([ei, ej]) = [u(ei), u(ej)] for all i, j ∈ I, u extends to a

homomorphism of Lie algebras u : L→ U (−).
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Definition 1.3.2: With L, U as in the preceding discussion, we call

U = U(L) the universal enveloping algebra of L.

The well-known Poincaré-Birkhoff-Witt theorem relates the structures of L

and U(L), and will be of frequent use later when we to relate the growth functions

of the two.

Theorem 1.3.3: (Poincaré-Birkhoff-Witt) Let L, U, u : L → U be as de-

fined above. Impose a total order on I; the set {xi1xi2 . . . xir | ij ∈ I, ij ≤ ij+1} is

then a basis for U , and the map u is an injection.

1.4 Growth in Groups

Definition 1.4.1: Given a finitely-generated group G and a finite gen-

erating set S = {g±1
1 , . . . , g±1

r } of G, for each element g ∈ G we may write

g = gn1
i1
. . . gnk

ik
. We define the length of g with respect to S to be the minimal

nonnegative integer k for which such an expression of g is possible (the identity is

considered to be an empty word, hence of length 0). We define the growth function

γG,S(n) : Z≥0 → N of G with respect to S to be the number of elements of G of

length at most n with respect to S. We sometimes write γG,S(n) = γS(n) if G is

understood.

Definition 1.4.2: We say G has polynomially-bounded growth (of degree r)

with respect to S if there is a polynomial p (of degree r) in n with γG,S(n) ≤ p(n)

for all n. We say G has exponential growth with respect to S if there is a number

c > 1 such that γG,S(n) ≥ cn for all n; otherwise we say G has subexponential

growth with respect to S. If the growth of G with respect to S is subexponential

but not polynomially-bounded, we sayG has intermediate growth with respect to S.

To use growth to study groups, we desire properties of growth functions
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independent of the chosen generating set.

Proposition 1.4.3: Let G be a finitely-generated group with generating set

S. If γS(n) is polynomially-bounded (exponential, subexponential), then γT (n) is

polynomially-bounded (resp. exponential, subexponential) for any other generating

set T of G.

Proof: Suppose γS(n) ≤ p(n) for each n and some polynomial p. Fix any

other generating set T of G. Each element of T , being an element of G, must have

an expression in the elements of S; let k be the maximal length of elements of T

with respect to S. Then γT (n) ≤ γS(kn) ≤ p(kn) which is again polynomial (of

the same degree as p).

If G has exponential growth with respect to S we may write

limn→∞γS(n)
1
n > 1 (this is equivalent to the above definition of exponential

growth). Let T be another generating set of G and k the maximal length of ele-

ments of S with respect to T . We have γT (kn) ≥ γS(n), and so limn→∞ γT (n)
1
n > 1.

The generating-set independence of subexponential growth follows from the

generating-set independence of polynomially-bounded and exponential growth.

In light of Proposition 1.4.3, we are justified in referring to a group as being

of polynomially-bounded, exponential, or subexponential growth. For brevity we

sometimes say a group is polynomially-bounded, exponential, or subexponential.

Some examples are in order.

Example 1.4.4 The free abelian group on r generators is polynomially-

bounded (of degree r.)

Proof: Let S = {x1, . . . , xr} be a free generating set for such a group G.

The number of ways of selecting n objects from a set of r, allowing repetition, is
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(
r+n−1
n

)
, which is bounded above by a polynomial in n (of degree r).

Example 1.4.5: The free (nonabelian) group on m > 1 generators Fm is

of exponential growth.

Proof: Let Fm =< S >, S = {x1, . . . , xm}. There are 2m elements of Fm of

length 1 with respect to S; assume inductively there are 2m · (2m−1)n−1 elements

of length exactly n > 0. Any element g of length n+1 with respect to S is the prod-

uct of the form hx where h is of length n− 1 with respect to S and x ∈ S. Writing

h = xi1 . . . xin we must have x 6= x−1
in
, else g is of length shorter than n+1. So there

are 2m−1 choices for x, thus there are (2m) · (2m−1)n−1 · (2m−1) > (2m−1)n+1

elements of length exactly n+ 1.

The notion of growth in groups was introduced independently by A. Schwarz

in 1955 and J. Milnor in 1968 ([19], [13]). In 1968 Milnor and Wolf proved that a

finitely-generated solvable group cannot have intermediate growth ([14], [23]), and

in 1981 Gromov proved that polynomial growth is equivalent to virtual nilpotence

[8]. Milnor asked whether a group of intermediate growth exists [15]; the question

was settled positively by Grigorchuk ([5], [6], [7]) in 1983.

In 1981 Gromov formulated the following concept [9]: should there exist a

constant c > 1 such that for any generating set S of a group G we have γS(n) ≥ cn,

we say G is of uniform exponential growth. For brevity we sometimes say uniform

growth. In the same paper Gromov asked whether a group of exponential growth

must be of uniform exponential growth. The question was answered affirmatively

for hyperbolic groups by Koubi [12] in 1996, for polycyclic groups by Alperin [1]

in 2002, for solvable groups by Osin [16] in 2003, for linear groups over a field

of characteristic zero by Eskin, Moses and Oh [4] in 2005, and for linear groups

over a field of arbitrary characteristic by Breuillard and Gelander [2] in 2008. In

2002 Wilson gave a negative answer to the question by constructing a group of

exponential but not uniform exponential growth [21].
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We occasionally use the following characterization of uniform exponential

growth: G has uniform exponential growth if infS{limn→∞γS(n)
1
n} = c > 1. We

refer to c as the base rate of growth of G. As demonstrated in [20]1, this limit always

exists. To see so, observe that γS(n) is nondecreasing and γS(m+n) ≤ γS(m)γS(n).

For any 0 < n and 0 < m < n write n = mk + l with 0 ≤ k and 0 ≤ l < m. Then

γS(n)
1
n ≤ γS(mk)

1
nγS(l)

1
n ≤ γS(m)

k
nγS(l)

1
n ≤ γS(m)

1
mγS(m)

1
n . Taking γS(m)

1
m

close to lim infn→∞ γS(n)
1
n shows that limn→∞ γS(n)

1
n ≤ lim infn→∞ γS(n)

1
n .

The following simple example of uniform exponential growth is found in [9].

The proof is original.

Example 1.4.6: The free nonabelian group Fr on r > 1 generators has

uniform exponential growth.

Proof: Let Fr =< S > . The Nielsen-Schreier theorem states that every

subgroup of a free group is free, so each pair x, y ∈ S generates either Z or F2. If

x, y generate Z, they commute. If each pair x, y ∈ S commute then Fr is commu-

tative. Hence some pair x, y does not commute. They generate a free group of rank

2. A free group of rank r is always freely generated by any set of r generators which

generate it [10], so in fact {x, y} are free generators of F2. Then γFr,S(n) ≥ 3n.

1.5 Growth in Algebras

Fix a field F. We call an F−algebra R finitely-generated if it is generated

as an algebra over F by a finite set. We write R = F < S > to denote that S

generates R as an F−algebra. We may consider the dimensions as vector spaces

over F of spans of products in S. For unital R set Vn =
∑n

i=0 FS
i where the empty

word is 1; if R is nonunital set Vn =
∑n

i=1 FS
i. We define the growth function γR,S

1The proof in the reference is in the context of algebras, but carries over without change to
groups.
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of R with respect to S by γR,S(n) = dimFV
n. Occasionally we use the notations

lR,S(r) = infn{r ∈ V n} to denote the length of an element r ∈ R with respect to

S and λR,S(0) = γR,S(0), λR,S(n) = γR,S(n)− γR,S(n− 1) for n > 1 to denote the

number of elements of R of length exactly n with respect to S.

Proposition 1.5.1: Let R = F < S > be an F−algebra. If γS is

polynomially-bounded (exponential, intermediate), then for any other generating

set T, γT is polynomially-bounded (resp. exponential, intermediate).

Proof: We find k such that T ⊂
∑k

i=0 FS
i. Then for any n ≥ 0 we have

T n ⊂
∑nk

i=0 FS
i so that γT (n) ≤ γS(nk), and γT (n) is polynomially-bounded

(subexponential) if γS(n) is polynomially-bounded (resp. subexponential). If

limn→∞ γS(n)
1
n = c > 1, find instead k such that S ⊂

∑k
i=0 FT

i. Then for n ≥ 0

we have Sn ⊂
∑nk

i=0 FT
i, so that limn→∞γT (nk)

1
n > 1, and γT (n) is exponential

with base rate of growth at least k
√
c > 1.

In light of Proposition 1.5.1 we may speak of algebras of polynomially-

bounded, intermediate, exponential, and uniform exponential growth without re-

ferring to a generating set.

We discuss some examples of growth in algebras.

Smith proved that the universal enveloping algebra of any infinite-

dimensional Lie algebra of subexponential growth is of intermediate growth [20].

We record Smith’s proof here as it illustrates techniques of general use in investi-

gating the growth of algebras.

Theorem 1.5.2: If L is an infinite-dimensional Lie algebra, its univer-

sal enveloping algebra U has growth which is not polynomially-bounded. If L has

subexponential growth, then U has subexponential growth. In particular, there exist

algebras of intermediate growth realized as universal enveloping algebras of infinite-
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dimensional Lie algebras of subexponential growth.

Proof: The generating function of algebra R with respect to generating set

S is defined as the series
∑∞

n=0 γR,S(n)tn.

The algebra R with generating set S has subexponential growth if and only

if lim supn→∞ λS(n)
1
n ≤ 1. Necessity is clear; for sufficiency, note

lim supn→∞ λS(n)
1
n ≤ 1 implies that the generating function F (t) =

∑∞
n=0 λS(n)tn

converges for |t| < 1. So then does

(
∑∞

m=0 λS(m)tm)(
∑∞

n=0 t
n) =

∑∞
m=0 λS(m)

∑∞
n=0 t

m+n

=
∑∞

m=0

∑∞
n=m λS(m)tn =

∑∞
n=0

∑n
m=0 λS(m)tn =

∑∞
n=0 γS(n)tn

which implies that lim supn→∞ γS(n)
1
n = limn→∞ γS(n)

1
n ≤ 1.

Let L be a Lie algebra and U = U(L) its universal enveloping algebra. Let

X be a linearly independent generating set for L as a Lie algebra over F (given

any generating set, we may always delete some elements and get a linearly inde-

pendent generating set). By the Poincaré-Birkhoff-Witt theorem (Theorem 1.3.3)

we identify L with its image in U ; then X generates U as an associative algebra.

We may extend X = {u1, . . . , uλL,X(1)} to a basis {ui}i∈I for L. The monomials

un1
1 . . . unr

r , r ∈ N, ni ≥ 0 form a basis for U.

We have lU,X(ui) = lL,X(ui), and for y = ui1 . . . uir ∈ U we have

lU,X(y) =
∑r

j=1 lL,X(uij).

We therefore write without ambiguity l(ui), l(y). Now

λU(n) = |{(µ1, . . . , µγL(n)) |
∑
µil(ui) = n, µi ∈ Z≥0}|.
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In particular, if L is infinite-dimensional, λU(n) is the number of partitions

of n which is not bounded by any polynomial.

Now consider the generating function F (t) of U :

∑∞
n=0 λU(n)tn = (1 + tl(u1) + t2l(u1) + . . .)(1 + tl(u2) + t2l(u2) + . . .) · · ·

= Π∞i=1

∑∞
j=0 t

jl(ui) = Π∞i=1(1− tl(ui))−1 = Π∞i=1(1 + tl(ui)

1−tl(ui) )

Thus F (t) converges for |t| < 1 if and only if
∑∞

i=1
tl(ui)

1−tl(ui) converges for

|t| < 1. If L has subexponential growth, then
∑∞

i=1 λL(n)tn =
∑∞

i=1 t
l(ui) converges

for |t| < 1. By comparison so does F (t) :

limi→∞
tl(ui)

1−tl(ui)
1

tl(ui)
= limi→∞

1
1−tl(ui) = 1 for |t| < 1.

So U has subexponential growth.

A group has a natural embedding in its group algebra, and under this

embedding any generating set of the group is a generating set of the group alge-

bra with identical growth function. We thereby obtain examples of algebras of

polynomially-bounded, intermediate, and exponential growth. The group algebra

of Wilson’s group of nonuniform exponential growth [21] also has nonuniform ex-

ponential growth.

The case of uniform exponential growth is less clear. Let G be a group

and FG its group algebra over field F with inclusion ι(G) ↪→ FG. If FG has

uniform exponential growth, then in there is some c > 1 such that γFG,ι(S)(n) > cn

for each <S>= G so that γG,S(n) > cn. So G is of uniform exponential growth.

If we suppose instead that G is of uniform exponential growth, FG must be of

exponential growth. Because FG admits generating sets other than those which
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are images of generating sets of G, it is not clear that FG should be of uniform

exponential growth. It is unknown to the author whether the group algebra of a

group of uniform exponential growth must be of uniform exponential growth.

As with groups, the free algebra on r > 1 generators affords a simple ex-

ample of uniform exponential growth.

Example 1.5.3: Let R be the (unital or nonunital) F−algebra freely gen-

erated by {x1, . . . , xr} (r > 1). Then R has uniform exponential growth.

Proof: First suppose R is nonunital. Let R = F <S>, S = {a1, . . . , ad}.
Write ai = a′i + a′′i where a′i =

∑r
j=1 αijxi, a

′′
i is a sum of monomials of degree at

least two in the set T = {x1, . . . , xr}, and αij ∈ F (the expression is unique). The

span of the set {a′1, . . . , a′d} must be r−dimensional over F, and as a result we may

find elements y = x1 + y′′, z = x2 + z′′ in spanF{S} where y′′ and z′′ are sums of

monomials of degree at least two in T . Now each product of length n in y, z has a

unique summand of degree n in the set T. These summands are words of length n

in the free generators x1, x2. Thus γR,S(n) ≥ γR,{x1,x2}(n) ≥ 2n.

Now suppose R is unital, R = F < S >, S = {s1, . . . , sd}. Write R =

F
⊕

R1, R1 the free nonunital algebra on X, and write si ∈ S as si = αi · 1 + ri,

ri ∈ R1. Let T = {ri}. Let the base rate of growth of R1 be c. Since T gener-

ates R1, γR1,T (n) ≥ cn. Since T ⊂
∑1

i=0 FS
i, we have γR1,T (n) ≤ γR,S(n), and so

γS(n) ≥ cn.

1.6 Uniform Growth in Filtered and Graded Al-

gebras

We establish a sufficient condition for uniform exponential growth of filtered

algebras. We also prove that a graded algebra of exponential growth is of uniform
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exponential growth.

Lemma 1.6.1: Let A be a K−algebra with descending filtration {Ai}. Let

S generate A. Then γA,S(n) ≥ dimK(A/An+1). In particular, A has uniform expo-

nential growth if lim supn{dim(An/An+1)1/n} > 1.

Proof: Suppose A is nonunital; write A = A1 ⊃ A2 ⊃ . . . . We have

Sn+1 ⊂ An+1 ⊆ An+1

for each n. Hence
∑

i≤nKS
i must contain a basis for A modulo An+1, so

γS(n) ≥dim(A/An+1) which is exponential.

Now suppose A = A0 ⊃ A1 ⊃ . . . is unital. For x ∈ A with x = kx · 1 + x1,

x1 ∈ A1, set f(x) = x1 and let T = {f(u) | u ∈ S} ⊂ A1. Since span(K · 1 + T ) =

span(K · 1 +S), we have
∑n

i=0KT
i =

∑n
i=0KS

i so that T generates A as a unital

algebra and γA,T (n) = γA,S(n). Moreover, T generates A1 as a nonunital algebra,

and A1 is of uniform exponential growth by the nonunital case. The claim now

follows from γA,S(n) = γA,T (n) > γA1,T (n).

Lemma 1.6.2: Let A be a graded K−algebra with either A = ⊕∞i=1Ai

(A nonunital) or A = K · 1 + ⊕∞i=1Ai (A unital). Let Bn = ⊕∞i=nAi and set

an =dimK(Bn/Bn+1). The following are equivalent:

(a) lim sup(a
1/n
n ) > 1.

(b) A has uniform exponential growth.

(c) A has exponential growth.

Proof: That (a) implies (b) follows from Lemma 1.6.1, and that (b) implies

(c) is trivial.
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To see that (c) implies (a), suppose first A is nonunital. Fix a generating

set S of A and c > 1 such that γS(n) ≥ cn for each n. Find k such that S ⊆ ⊕ki=1Ai.

Then Sn ⊆ ⊕nki=1Ai for each n. In particular, dim(A/Bnk+1) ≥ dim
∑n

i=1KS
i ≥ cn,

so that dim(A/Bn) is exponential which implies (a).

If A is unital, fix a generating set S of A and set T = {f(u) | u ∈ S} where

f is as in the proof of Lemma 1.6.1. We have B1 =
∑∞

i=1KT
i is of exponential

growth, so the claim follows from the nonunital case.

It is simple but useful that uniform exponential growth lifts from homo-

morphic images for both groups [1] and algebras; we prove this now.

Lemma 1.6.3: Let ψ(Γ) = Γ̄ be a homomorphic image of Γ and φ(R) = R̄

be a homomorphic image of F−algebra R. For any generating sets T of Γ and

S of R, γΓ,T (n) ≥ γΓ̄,T̄ (n) and γR,S(n) ≥ γR̄,S̄(n). In particular, if Γ̄ has uniform

growth so must Γ; if R̄ has (uniform) exponential growth, so must R.

Proof: Words of length at most n in Γ̄ are homomorphic images of words

of length at most n in Γ, so γΓ,T (n) ≥ γΓ̄,ψ(T )(n). Likewise,

γR,S(n) = dimF

∑n
i=ε FS

i ≥ dimF

∑n
i=ε Fφ(Si) = γR̄,S̄(n)

where ε = 0 or 1 depending on whether R is unital.

Remark 1.6.4: We cannot relax the grading hypothesis of Lemma 1.6.2

to descending filtration. For example, the algebra R of Theorem 2.2.2 below has

uniform exponential growth but admits a descending filtration R = R0 ⊃ R1 ⊃
R2 ⊃ . . . , Rn = F [xiyjtk | i+ j + k ≥ n], which has an asymptotically polynomial

sequence of relative dimensions.



Chapter 2

Algebras of Twisted Polynomials

Alperin proved that a polycyclic group of exponential growth has uniform

exponential growth [1]. The group algebra of such a group then has exponential

growth. As a first approximation we study algebras of twisted polynomials.

Unless otherwise defined, the notation set forth here will hold throughout

the chapter.

Let K be a field, X = {x1, . . . , xd} an alphabet, and K[X] the algebra of

commuting polynomials in the xi. Let σ be an endomorphism of the free semigroup

S generated by X. We may associate σ with a matrix A ∈ Md(Z≥0) according to

the action of σ on X. The twisted polynomial algebra R = K[X]σ[t] is, setwise and

additively, the free module generated over K by {xn1
1 . . . xnd

d t
k | ni, k ≥ 0}. We refer

to elements of the form αxi1 . . . xir ∈ R, α ∈ K as monomials. We equip R with

multiplication on monomials (r1t
m)(r2t

n) = r1r
σm

2 tm+n and extend multiplication

linearly to R. In this section we prove that if A has an eigenvalue of norm not

equal to 1 then R has uniform exponential growth.

Throughout the chapter we make use of two degree functions. For a mono-

mial u = Πd
i=1αx

ni
i t

m where α ∈ K, xi ∈ X, ni and m ∈ Z≥0 we define the

homogeneous degree to be, as usual, m +
∑d

i=1 ni, and we define the degree d(u)

to be
∑d

i=0 ni. We will only use the notation d(u) to refer to the latter function,

15
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and will always say homogeneous degree to refer to the former.

To get accustomed to the computations involved in general, we display some

examples with d = 2.

2.1 Examples

Example 2.1.1: Let X = {x, y}, R = K[X]σ[t] with σ described by the

matrix

(
1 2

2 1

)

so that xσ = xy2, yσ = x2y.

Suppose S is a generating set for R. Let S = {z1, . . . , zr} and write zi =

αi + βix+ γiy+ δit+ z′i where z′i is a sum of monomials of homogeneous degree at

least 2. The set {αix + βiy + γit}1≤i≤r must be three-dimensional over K. Thus

we can find in spanFS elements u = x + u′, v = t + v′ where u′, v′ are sums of

monomials of homogeneous degree at least 2.

Consider words of the form wε(u, v) = uε0vuε1v . . . vuεn . Associate wε(u, v)

with ε = (ε0, ε1, . . . , εn) ∈ {0, 1}n+1. Define an order on {0, 1}n+1: if δ 6= ε, define

δ < ε whenever supi{δi 6= εi} = j we have δj = 0 < 1 = εj. We claim that if δ < ε

then wδ has a monomial summand of the form rtn with r ∈ K[X] such that for

any monomial summand r′tn of wε, d(r) < d(r′).

Suppose then that ε, δ ∈ {0, 1}n+1, εi = δi for i > k, and εk > δk; that is,

εk = 1 and δk = 0. Computing, wε(u, v) has monomial summand of minimal degree



17

zε = xε0(xσ)ε1 . . . (xσ
n
)εntn

which has degree dε = ε0 + ε13 + · · ·+ εn3n.

Similarly, wδ(u, v) has monomial summand of minimal degree

zδ = xδ0(xσ)δ1 . . . (xσ
n
)δntn = xδ0(xσ)δ1 . . . (xσ

k−1
)δk−1(xσ

k+1
)εk+1 . . . (xσ

n
)εn

which has degree dδ = δ0 + δ13 + . . .+ δk−13k−1 + εk+13k+1 + . . .+ εn3n.

We have dε − dδ ≥ 3k − (3k−1 + . . .+ 31 + 30) > 0.

This proves the set {wε(u, v) | ε ∈ {0, 1}n+1} is linearly independent, so we

have γT (2n+ 1) ≥ 2n+1.

What enables the proof above is the fact that an application of σ to any

monomial triples its degree; this comes about from the sums of all columns in the

matrix representation of σ being three. We might as well have used y and t instead

of x and t. We introduce a subtle complication: again using d = 2 but now with

d(xσ) 6= d(yσ).

Example 2.1.2: As a second example, let the endomorphism σ be given

by the matrix

(
2 3

1 2

)

As in the previous example, the d(xσ
n
) ≥ 2d(xσ

n−1
) for each n > 0. Also,

d(xσ
n
) < d(rσ

n
) for all n > 0 and any monomial r 6= x. The previous proof carries
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over verbatim until the point of computing the degrees of zε and zδ. Beginning

from this point, let di = d(xσ
i
).

d(z′ε)− d(z′δ) ≥ dk −
∑k−1

i=0 di ≥ dk −
∑k−1

i=0 2−idk > 0,

and again R has uniform growth.

In full generality we cannot use summands of minimal degree as was done

in the above examples. This is because we might have {d(xσ
n

i )} subexponential in

n for some of the xi ∈ X. We need tools to distinguish such xi from the ones for

which {d(xσ
n

i )} is exponential in n.

2.2 Loops

Although the language is purely algebraic, the notions and results in this

section were created, as suggested by the terminology, with a multi-edge directed

graph in mind. The reader may find such a visualization useful.

Throughout the section we take S to be a semigroup generated by X =

{x1, . . . , xd} and σ to be an endomorphism of S.

Definition 2.2.1: For x = Πxni
i ∈ S, define the degree of x to be

∑
i ni

and write d(x) for this quantity. Define the degree in i of x to be ni and write

di(x) for this quantity.

Definition 2.2.2: Let xi, xj ∈ X. If there exists some n ≥ 1 such that

dj(x
σn

i ) > 0, we say there is a path (under σ) of length n from xi to xj.

Definition 2.2.3: For xi ∈ X we say xi is involved in a loop (under σ)

of length n if there is a path from xi to xi. Then we may find a sequence
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xi0 , xi1 , . . . , xin in X such that

i) xi = xi0 = xin

ii) degij(x
σ
ij−1

) ≥ 1 for each j = 1, . . . , n

and for notation we write (xi0 , xi1 , . . . , xin) is a loop (under σ) of length n

involving xi.

In case xij = xi only if ij = 0 or ij = n we call the loop simple and we say

the loop has multiplicity Πn
j=1degij(x

σ
ij−1

). In case n = 1 we call the loop trivial.

We say two loops involving x, (xi0 , . . . , xin) and (xj0 , . . . , xjm), are equal if n = m

and ik = jk for each k = 0, . . . , n. We say the loops are distinct otherwise.

Examples 2.2.4: Consider the semigroup S =< X >, X = {x1, x2, x3},
and the endomorphism σ given by σ(x1) = x2x

2
3, σ(x2) = x1x3, σ(x3) = x5

3. Here

x1 is involved in one simple loop (x1, x2, x1) of length 2 and multiplicity 1. Also

x3 is involved in one simple loop; it is trivial and of multiplicity 5.

As a second example consider again X = {x1, x2, x3}. Let xσ1 = x2, x
σ
2 = x1,

and xσ3 = x1. Then x1 is involved in two simple loops, each of length 2 and multi-

plicity 1. Also x2 is involved in exactly one simple loop which is of multiplicity 1,

and x3 is involved in no loops.

Lemma 2.2.5: If x ∈ X is involved in exactly one simple loop L1 =

(xi0 , . . . , xin), then any other loop L2 in which x is involved is a multiple con-

catenation of L1; that is, L2 = (xi0 , . . . , xim) where n < m, n|m, and xik = xil

whenever k ≡ l(mod n).

Proof: Write L2 = (xj0 , . . . , xjm). If xik 6= xjk for some k < n then x is

involved in two distinct simple loops. For every occurrence of xjl = x with l < m

we must have xjl+r
= xir for 0 ≤ r ≤ k, or again x is involved in a simple loop
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distinct from L1.

Definition 2.2.6: For xi ∈ X we say xi is of type 1 if there exists some n

such that di(x
σn

i ) > 1. Otherwise we say xi is of type 2.

Proposition 2.2.7: For x ∈ X, x is of type 2 if and only if either x is

involved in no loops or x is involved in exactly one simple loop and that loop has

multiplicity 1.

Proof: If x is involved in no simple loops, then x is involved in no loops,

and it is clear that x is of type 2. If x is involved in a simple loop of multiplicity

greater than 1, it is clear that x is of type 1.

If x = xi is involved in two distinct simple loops, say (xi0 , . . . , xik) and

(xj0 , . . . , xjl), set r to be a common multiple of k and l and let m be the first index

such that xim 6= xjm . Then degi(x
σr

i ) ≥ degi(x
σr−m

im ) + degi(x
σr−m

jm ) ≥ 2 so that x is

of type 1.

Now suppose x = xi is involved in exactly one simple loop, say

(xi0 , xi1 , . . . , xik), and that the loop has multiplicity 1. By Lemma 2.2.4, for each

j = 1, . . . , k, xij is the only element of X satisfying both: there is a path from xj

to xi and dj(x
σ
ij−1

) > 0. Specifically, dj(x
σ
ij−1

) = 1. For any n > 0, write n ≡ r(mod

k) with 0 < r ≤ k. We have di(x
σn

i ) = di(x
σr

i ) ≤ 1 (with equality if and only if

r = k).

Recall that the L1 norm, sometimes called the taxicab norm, is defined on

Cr by L1(x) = |x|1 =
∑r

i=1 |xi| where x = (x1, . . . , xr).

Lemma 2.2.8: If A ∈ Mr(C) has all eigenvalues of norm at most 1, then

for x ∈ Cr, the sequence {|Anx|}n∈N is polynomially-bounded.
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Proof: Write A in Jordan canonical form with block diagonal matrices

A1, . . . , Ak with Ai corresponding to the eigenvalue λi. Let yi1 , . . . , yini
be a full set

of generalized eigenvectors corresponding to λi with Ayij = yij−1
+λyij . Let p(n) be

a polynomial bound on
(
n
l

)
for all l = 0, . . . , maxi{ni} and c = maxi{

∑ni

j=1 |yij |1}.
We have

Anyij =
(
n
0

)
λnyij +

(
n
1

)
λn−1yij−1

+ . . .+
(
n
j−1

)
λn−j+1yi1

|Anyij |1 ≤ p(n)(|λ|n|yij |1 + . . .+ |λ|n−j+1|yi1|1) ≤ p(n)
∑j

l=1 |yil |1 ≤ cp(n)

Now choose x ∈ Cr, and let x =
∑k

i=1

∑ni

j=1 αijyij . We have

Anx =
∑k

i=1

∑ni

j=1 αijA
nyij

so that

|Anx|1 ≤
∑k

i=1

∑ni

j=1 |αijAnyij |1 ≤
∑k

i=1

∑ni

j=1 |αij |cp(n) = Cp(n)

where C = c
∑k

i=1

∑ni

j=1 |αij |.

Proposition 2.2.9: If xi ∈ X is of type 1 or there is a path from xi to

xj ∈ X and xj is of type 1, then the sequence d(xσ
n

i )n∈N is exponential. Otherwise

the sequence is polynomially-bounded.

Proof: If xi is of type 1, let di(x
σm

i ) > 1. Then d(xσ
mn

i ) ≥ di(x
σmn

i ) ≥ 2n.

If there is a path, say of length k, from xi to xj and xj is of type 1, let

dj(x
σm

j ) > 1. Then d(xσ
k+mn

i ) ≥ dj(x
σk+mn

i ) ≥ 2n.

Now write B = {y1, . . . , yt} = {xi}
⋃
{x ∈ X| there is a path from xi to x}

and assume each y ∈ B is of type 2. By Proposition 2.2.7, each y ∈ B is involved
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in at most one loop and each such loop is simple and of multiplicity 1. Let m

be the product of the lengths of these loops (with m = 1 in case the product is

empty) and set φ = σm. Now each y ∈ B involved in a loop under φ is involved in

a trivial loop of multiplicity 1 under φ. By Lemma 2.2.4, there are no nontrivial

loops under φ.

We claim there is some yi ∈ B such that di(y
φ
j ) = 0 for i 6= j. If not, we

may find a sequence yi0 , yi1 , . . . such that yij ∈ B, yij+1
6= yij , and there is a path

of length 1 from yij+1
to yij for each j ≥ 0. The sequence may only have t entries

before some y ∈ B must appear twice, but then we have a nontrivial loop under

φ.

So after perhaps relabelling, there is no path from yj to y1 except perhaps

if j = 1. Should we express φ ∈ End(S) in matrix form A = (aij) ∈ Mt(Z≥0), we

have a11 = 0 or 1 and a1j = 0 for j = 2, . . . , t. By induction, and after perhaps

relabelling {y2, . . . , yt}, A is lower-triangular with aii = 0 or 1 for i = 1, . . . , t.

Hence A has all eigenvalues 0 or 1 and by Lemma 2.2.8 d(yσ
n
)n∈N is polynomially-

bounded for each y ∈ B.

Lemma 2.2.10: Let {an} and {bn} be two nonnegative sequences. Suppose

{an} is exponential and {bn} is exponential or polynomially-bounded. Then there

exists some k such that ak(n+1) + bk(n+1) ≥ 2(akn + bkn) for each n.

Proof: If {bn} is exponential we can find some k such that bk(n+1) ≥ 2bkn

and ak(n+1) ≥ 2akn for each n. If {bn} is polynomially-bounded then there exists

some k such that akn ≥ bkn and ak(n+1) ≥ 4akn for each n. Then

ak(n+1) + bk(n+1) ≥ ak(n+1) ≥ 4akn ≥ 2akn + 2bkn.
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2.3 Uniform Growth in Twisted Polynomial Al-

gebras

We return to R as defined at the start of the chapter.

Lemma 2.3.1: Suppose u1, . . . , un ∈ R have the property that, for each i,

there is a monomial summand of ui which is of smaller degree than any monomial

summand of uj for j > i. Then {u1, . . . , un} is linearly independent.

Proof: Note that there are no nontrivial linear relations among a set of

monomial elements of R all of distinct degrees. Let r1t
n1 be the monomial sum-

mand of u1 of minimal degree. Any dependence relation
∑
αiui, αi ∈ K, must

have α1 = 0, else r1t
n1 is involved in a dependence relation with summands of

strictly larger degree which is impossible. Inductively, having concluded αi = 0,

we have αi+1 = 0 for the same reason.

Theorem 2.3.2: Let K be a field, X a finite alphabet, K[X] the algebra

of commuting polynomials in X, σ an endomorphism of the free semigroup on X,

and R = Kσ[X, t] the twisted polynomial algebra. If the matrix A associated to σ

has an eigenvalue λ of norm not equal to 1, then R has uniform exponential growth.

Proof: R has descending filtration R1 ⊃ R2 ⊃ . . . where Ri is the span of

homogeneous elements of R of homogeneous degree at least i. Let S be any finite

generating set for R over K. Then S must contain a basis for R1 modulo R2, so

we can find u1, . . . , ur, v ∈span(S) such that xi is a monomial summand of ui and

t, xj are not for i 6= j, and t is a monomial summand of v and no xi is.

Since A is an integer matrix, to say it has an eigenvalue of norm not 1 is to

say it has an eigenvalue of norm greater than 1. Then

T = {xi | {d(xσ
m

i )} is exponential}
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is nonempty. Perhaps after reindexing, T = {x1, . . . , xl}. Note that, by

Proposition 2.2.9 and Lemma 2.2.10, if l < r then

R′ = {Πr
i=l+1x

ni
i t

j | ni, j ≥ 0}

is a subalgebra of R, and every element in the subalgebra of R generated

by T
⋃
{t} has as a factor some x ∈ T. By Proposition 2.2.9 and Lemma 2.2.10 we

choose k so that d(xσ
k(n+1)

) ≥ 2d(xσ
kn

) for each x ∈ T. We have vk ∈
∑k

i=1 KS
i,

and tk is the unique monomial summand of vk of minimal homogeneous degree k.

We will consider words of the form uε0vuε1v . . . vuεn where

ε = (εn, . . . , ε0) ∈ {0, 1}n+1

and u is among the ui. We will show that the dimension of the span of such

words is at least 2n+1.

Define fε(x) = d(xε0xε1σ
k
. . . xεnσ

kn
), and for each ε ∈ {0, 1}n+1 choose

xε ∈ T by the property fε(xε) = infx∈T{fε(x)} (it may be that xε is not unique,

but then any choice will do). Set yε to be the ui with xε as a summand, and set

wε = yε0ε v . . . vy
εn
ε . Order {0, 1}n+1 as in Example 2.1.1. We claim that it δ < ε then

wδ has a monomial summand of the form mtnk with some x ∈ T a factor of m, and

that m is of smaller degree than any such summand of wε. Linear independence

then follows from Lemma 2.3.1.

Choosing such a δ and ε, let j be the largest number with δj 6= εj. Then we

have εj = 1, δj = 0,and

d(x
εj+1σ

k(j+1)

ε x
εj+2σ

k(j+2)

ε . . . xεnσ
kn

ε ) = d(x
δj+1σ

k(j+1)

ε x
δj+2σ

k(j+2)

ε . . . xδnσ
kn

ε ).
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Since d(xσ
ki

ε ) ≥ 2d(x
k(i−1)
ε ) for each i, we have

d(x
εjσ

kj

ε ) > d(xεx
σk

ε . . . xσ
k(j−1)

ε ) ≥ d(xδ0ε x
δ1σk

ε . . . x
δj−1σ

k(j−1)

ε ).

That is, fε(xε) > fδ(xε).

The word wε has monomial summands of the form mtnk. Among the m with

some factor x ∈ T, the one of lowest degree has

d(m) = fε(xε) = d(xε0ε x
ε1σk

ε . . . xεnσ
kn

ε )

> d(xδ0ε x
δ1σk

ε . . . xδnσ
kn

ε )

≥ d(xδ0δ x
δ1σk

δ . . . xδnσ
kn

δ );

the inequailities are precisely that fε(xε) > fδ(xε) ≥ fδ(xδ). So

{wε | ε ∈ {0, 1}n+1} is linearly independent by Lemma 2.3.1.



Chapter 3

The Golod-Shafarevich

Constructions

In this section it is proved that Golod-Shafarevich algebras and group al-

gebras of Golod-Shafarevich groups are of uniform exponential growth. The latter

implies the result of de la Harpe [11] that Golod-Shafarevich groups are of uni-

form exponential growth. For the convenience of the reader, we recall the Golod-

Shafarevich constructions as presented in ([3], [22], [24]).

3.1 Golod-Shafarevich Algebras: Graded Case

First we consider the graded case. Let K be a field, X = {x1, . . . , xr} an

alphabet, and K <X > the free algebra generated by X over K. We define the

degree of a nonzero monomial element of K<X> as its length with respect to the

generating set X, and the degree of a nonzero homogeneous element of K <X >

to be the degree of its monomial summands. Let R ⊆ K<X > be a subset con-

sisting of homogeneous elements. If R has an element of degree 1 it amounts to an

elimination of some xi ∈ X, so we assume the elements of R are of degree at least

two. Further, R contains finitely many elements of each degree. For each i > 1 set

ri to be the number of elements of R of degree i. Let I be the ideal generated by

R and define A = K<X> /I.

26
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For all n ≥ 0 let K < X >n= {w ∈ K < X > | deg(w) ≥ n}. Let

φ : K<X>→ A be the natural projection and φn its restriction to K<X>n . A is

graded by A = A1 ⊃ A2 ⊃ . . . where An = φn(K<X>n). Let ai =dimK(Ai/Ai+1).

Define HA(t) =
∑∞

n=0 ant
n and HR(t) =

∑∞
n=2 rnt

n.

The Golod-Shafarevich inequality states that, as a formal series,

(1− rt+HR(t))HA(t) ≥ 1.

Definition 3.1.1: An algebra as defined above is called graded Golod-

Shafarevich if there exists some 0 < t0 < 1 such that HR(t0) converges and

1− rt+HR(t0) < 0.

In that case, HA(t0) diverges; indeed, lim supn n
√
an ≥ t−1

0 > 1. Applying

Lemma 1.6.2, we have proved:

Corollary 3.1.2: Graded Golod-Shafarevich algebras have uniform expo-

nential growth.

We wish now to drop the assumption that R consists of homogeneous ele-

ments.

3.2 Golod-Shafarevich Algebras: General Case

Let K be a field, X = {x1, . . . , xr} an alphabet, and define K<<X>> to

be the algebra of noncommuting power series in X over K. We define the degree

of a nonzero monomial element of K<<X>> as its length with respect to the

generating set X, and the degree of a nonzero homogeneous element of K<<X>>

to be the degree of its monomial monomial summands. For arbitary nonzero
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f ∈ K<<X>> write f =
∑
αiui for some monomials ui, ui 6= uj for i 6= j,

αi 6= 0 for all i. Set the degree of f to be the smallest of the degrees of the ui. Set

K<<X>>n= {f ∈ K<<X>> | deg(f) ≥ n}. The K<<X>>n form a neighbor-

hood base for 0 in the natural degree topology on K<<X>> . Let I ⊆ K<<X>>

be a closed (with respect to the topology) ideal and R ⊂ K<<X>> be a set which

generates I as a closed ideal. Let ri = |{r ∈ R | deg(r) = i}|. We assume that

r1 = 0, and possibly by performing linear operations on the elements of R, we

assume that ri is finite for each i > 1.

Let A = K<<X>>/I, φ : K<<X>>→ A be the natural projection, φn

be the restriction of φ to K<<X>>n, and An = φn(K<<X>>n). A is filtered by

the An. Let ai =dimK(Ai/Ai+1).

Let HA(t) =
∑∞

n=0 ant
n and HR(t) =

∑∞
n=2 rnt

n. The Golod-Shafarevich

inequality states that, as a formal series,

(1−rt+HR(t))HA(t)
1−t ≥ 1

1−t .

Definition 3.2.1: An algebra as defined is called Golod-Shafarevich if

there is some 0 < t0 < 1 such that 1− rt+HR(t0) < 0.

In this case, the sequence {an} is exponential, and so by Lemma 1.6.1 we

have:

Corollary 3.2.2: Golod-Shafarevich algebras have uniform exponential

growth.
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3.3 Golod-Shafarevich Group Algebras

Let p be a fixed prime and G a finitely-generated pro-p group, Ωp(G) the

set of normal open subgroups of G which have p−power index in G, and let

Fp[[G]] = lim←−N∈Ωp(G)
Fp[G/N ].

Definition 3.3.1: We say G is Golod-Shafarevich if Fp[[G]] satisfies the

Golod-Shafarevich condition.

Let ∆ be the kernel of the fundamental mapping ε : Fp[[G]]→ Fp. Then the

filtration Fp[[G]] = ∆0 ⊃ ∆ ⊃ ∆2 ⊃ . . . has lim supn(dim(∆n/∆n+1)1/n) > 1 [11],

so by Lemma 1.6.1, Fp[[G]] is of uniform exponential growth. This implies that

the group underlying the group algebra is of uniform exponential growth, and so

we obtain a strengthening of de la Harpe’s result [11]:

Corollary 3.3.2: The group algebra of a Golod-Shafarevich group has uni-

form exponential growth.



Chapter 4

Lie Algebras and Universal

Enveloping Algebras

Smith proved that a Lie algebra has exponential growth precisely when its

universal enveloping algebra does [20]. It is unknown to the author whether the

same holds for uniform exponential growth. In this section it is proved that a Lie

algebra L has uniform exponential growth if its universal enveloping algebra does,

and that the converse holds if L is graded. We use this to give several conditions

equivalent to the uniform exponential growth of a group whose group algebra is

filtered by powers of its fundamental ideal.

4.1 Relationship of Growth in L and U(L)

Proposition 4.1.1: Let L be a Lie algebra over field K and U the universal

enveloping algebra of L. If U has uniform exponential growth, then L does as well.

Proof: We make use of arguments from [20], also found in Theorem 1.5.2.

Fix c > 1 so that for all generating sets S of U we have limn→∞γU,S(n)1/n ≥ c.

Fix a set S = {u1, . . . , ur} generating L as a Lie algebra over K. We may assume

that S is minimal in the sense of being linearly independent over K. Henceforth

we write γU(n) instead of γU,S(n) and γL(n) instead of γL,S(n).
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The generating function
∑∞

n=1 γU(n)tn diverges for t > c−1, so
∑∞

n=1 λU(n)tn

diverges for t > c−1.

Extend S to a totally ordered basis {u1, u2, . . . , uγL(1), uγL(1)+1, . . .} for L.

We write l(u) to denote the length of u with respect to S. By the Poincare-Birkhoff-

Witt theorem (1.3.3),

λU(n) = |{(µ1, . . . , µγL(n)) |
∑
µil(ui) = n, µi ∈ Z≥0}|.

The generating function for λU is
∑∞

n=1 λU(n)tn which converges precisely

when
∑∞

n=1 λL(n)tn converges (see the proof of Theorem 1.5.2). So

lim supn λL(n)1/n ≥ c. Now

limn γL(n)1/n = lim supn γL(n)1/n ≥ lim supn λL(n)1/n ≥ c.

Proposition 4.1.2: Let L be a graded Lie K−algebra of exponential growth.

Then U(L) has uniform exponential growth.

Proof: Let S generate L = ⊕∞i=1Li; U(L) inherits the grading from L. Since

L is of exponential growth, U(L) is as well ([20], presented in Theorem 1.5.2), and

uniform exponential growth follows from Lemma 1.6.2.

Corollary 4.1.3: A graded Lie algebra has uniform exponential growth if

and only if its universal enveloping algebra has uniform exponential growth.

Recall that a restricted Lie algebra is a Lie algebra over a field K of positive

characteristic p and a mapping x 7→ x[p] for each x ∈ L which satisfies the following

properties:

(i) ad(x[p]) = ad(x)p, x ∈ L
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(ii) (tx)[p] = tpx[p], t ∈ K, x ∈ L

(iii) (x + y)[p] = x[p] + y[p] +
∑p−1

i=1
si(x,y)

i
, x, y ∈ L, where si(x, y) is the

coefficient

of ti−1 in the formal expression ad(tx+ y)p−1(x).

If L is a restricted Lie algebra over field K of characteristic p > 0 and

X = {u1, . . . , uk} is a linearly independent generating set for L, we may extend X

to an ordered basis {u1, . . . , uγL(1), uγL(1)+1, . . .} for L, and the Poincare-Birkhoff-

Witt theorem for restricted Lie algebras states that

{ui1ui2 . . . uir | i1 ≤ . . . ≤ ir}

is a basis for the restricted universal enveloping algebra U of L. The growth

of U with respect to X is given by

λU(n) = |{(µ1, . . . , µγL(n)) |
∑
µil(ui) = n, 0 ≤ µi < p}|.

Setting cn = |{(µ1, . . . , µγL(n)) |
∑
µil(ui) = n, µi ∈ Z≥0}|, an = λL(n), and

bn = λU(n) we have bn ≤ cn for each n. Thus if there is some t0 ∈ (0, 1) such

that
∑∞

n=0 bn(t0)n diverges, then
∑∞

n=0 cn(t0)n diverges as well. Since
∑∞

n=0 cnt
n

diverges for exactly the same t values for which
∑∞

n=0 ant
n does, the restricted Lie

algebra L has uniform exponential growth when the restricted universal enveloping

algebra U does. Likewise, should L be graded, the argument of Proposition 4.1.2

applies as well to restricted Lie algebras. We have proved:

Proposition 4.1.4: A graded restricted Lie algebra has uniform exponen-

tial growth if and only if its restricted universal enveloping algebra has uniform

exponential growth.
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Definition 4.1.5: A p−filtration of a group G is a sequence of subgroups

G = G1 ⊃ G2 ⊃ . . . such that the following hold:

(i) [Gr, Gs] ⊆ Gr+s for all r, s

(ii) For any r, xp ∈ Gpr for all x ∈ Gr

Let G be a group, K a field of characteristic p > 0, and ∆ the fundamental

ideal of the group algebra KG. Suppose KG is filtered by powers of its fundamental

ideal and define grKG = ⊕∞i=0∆i/∆i+1. Let ΓpnG be the subgroup of G generated

by elements of the form [x1, [. . . [xr−1, xr] . . .]]
ps with xi ∈ G, rps ≥ n, and define

grpG = ⊕∞i=0Γpn/Γ
p
n+1. Then grpG has a restricted Lie algebra structure. Set U to

be the restricted universal enveloping algebra of grpG ⊗Z K. Quillen proved that

U ∼= grKG [17].

4.2 Main Result

Proposition 4.2.1: Let G, grKG, grpG, and U be as above. The following

are equivalent:

(a) lim supn(dim(∆n/∆n+1)1/n) > 1.

(b) grKG has uniform exponential growth.

(c) U(grpG⊗Z K) has uniform exponential growth.

(d) grpG has uniform exponential growth.

(e) lim supn(dim(ΓpnG/Γ
p
n+1G)1/n) > 1.

(f) G has a p−filtration {Gn} with lim supn(|Gn/Gn+1|1/n) > 1.

Proof:

(a) ⇐⇒ (b) : This follows from Lemma 1.6.2.

(b) ⇐⇒ (c) : This follows from Quillen’s theorem [17].
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(c) ⇐⇒ (d) : This follows from Proposition 4.1.4.

(d) ⇐⇒ (e) : This follows from Lemma 1.6.2.

(e) ⇐⇒ (f) : That (e) implies (f) is obvious, and the reverse holds since {ΓpnG}
is the fastest-descending p−filtration of G [17].



Chapter 5

Group Algebras of (Free

Abelian)-by-(Infinite Cyclic)

Groups

Consider groupsG andH and a group homomorphism φ : H → aut(G) from

H into the automorphism group of G. Write φ(h) = σh. For g ∈ G we write gσh to

mean σh(g). We may form a new group GoH which is setwise {gh|g ∈ G, h ∈ H}
and has multiplication (g1h1)(g2h2) = g1g

σh1
2 h1h2 where juxtaposition of the el-

ements g1, g
σh1
2 of G indicates the multiplication of G and juxtaposition of the

elements h1, h2 of H indicates the multiplication of H. This is called the exten-

sion of G by H.

We may always find such a construction in a normal subgroup and quotient

of a given group. Say N / Γ and Γ/N ∼= H. Then H acts via conjugation on N by

inner automorhisms, and Γ ∼= N oH.

Should N embed into a ring R which is a finite-dimensional vector space

over some field (say, if N is linear), we gain the advantage of representing H as a

group of matrices which renders the group structure tractable.

We study the case of the extension of a free abelian group by an infinite

35
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cyclic group.

5.1 A Reduction

Let G be the free abelian group of rank d > 1. Write < t±1 >∼= Z and

choose σ ∈ aut(G) of infinite order; construct the extension of G by < t±1 > as

above.

Fix a generating set {g1, . . . , gd} of G. We associate σ with a unimodu-

lar (square with integer entries and unit determinant) matrix [aij] = A ∈ Md(Z)

with aij determined by gσj =
∑d

i=1 aijgi (we write G additively). We write a set

{x1, . . . , xd} of eigenvectors (and possibly generalized eigenvectors) for A. We asso-

ciate each gi with the ith standard basis vector ei of Rd and write ei =
∑d

j=i α
(i)
j xj.

We put A in Jordan canonical form:

A=


Aλ1

Aλ2
. . .

Aλm



Now xd is a (possibly generalized) eigenvector corresponding to λ with the

property: whenever Axi =
∑d

j=1 βjxj and βd 6= 0, i = d. Let M be the Z[λ, λ−1]-

module generated by {α(1)
d , . . . , α

(d)
d }.

Because λ satisfies the characteristic polynomial f of A of degree d we may

write

λd + an−1λ
n−1 + . . .+ a1λ+ |A| = 0

We may express λd as an integer linear combination of 1, λ, . . . , λd−1. Per-
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forming as many substitutions as necessary (and each substitution dropping the

exponent by at least one), we can then express every positive integer power of λ

as an integer linear combination of 1, λ, . . . , λd−1. Alternatively, we may multiply

through the above equation by λ−1 to express λ−1 as an integer linear combination

of 1, λ, . . . , λd−1, and then we can express every negative integer power of λ as

in integer linear combination of 1, λ, . . . , λd−1. Now M is finitely generated as a

module over Z by

{α(i)
d λ

j|1 ≤ i ≤ d, 0 ≤ j < d}

so that the group Γ̄ = {(α)tk | α ∈M,k ∈ Z} with multiplication

(α)tk(β)tm = (α+λkβ)tk+m is generated by the set {α(1)
d , . . . , α

(d)
d , t, t−1}. In partic-

ular it is finitely-generated. Further, the map φ : Γ→ Γ̄ given by φ(
∑d

i=1 αixi)t
k =

(αd)t
k is, by choice of xd, a homomorphism.

Let R̄ = F Γ̄ and extend φ linearly to ψ : R → R̄. Since uniform ex-

ponential growth lifts from homomorphic images (Lemma 1.6.3), Γ has uniform

exponential growth if Γ̄ does and R has uniform exponential growth if R̄ does.

Note that if λ ∈ R, then x = xd may be chosen in Rd, α
(i)
d ∈ R for each i,

and Γ̄ ⊂ {(α)tk|α ∈ R, k ∈ Z}. We also define the (not finitely-generated) group

H = {(z)tk|z ∈ C, k ∈ Z} ⊇ Γ̄ with multiplication as in Γ̄.

5.2 Structure of the Reduction

We define a total order on Γ̄. Let a = (α)tk, b = (β)tm ∈ Γ̄. We say a < b

if k < m or if k = m and α < β. 1 Elements of R̄ of the form ωg with ω ∈ F
and g ∈ Γ̄ are called the monomials of R̄. Since Γ̄ taken setwise is a basis for the

vector space R̄F , each nonzero element u ∈ R̄ can be uniquely written as a sum

1We are only interested in the case λ ∈ R, in which case α, β ∈ R. The order can be defined
in general using the standard order on C, but the order does not then behave well with respect
to multiplication (see Lemma 5.2.1.)
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(with nonzero field coefficients) of distinct monomials; we call these the monomial

summands or just monomials of u. With u so expressed we may totally order

its summands according to the order on Γ̄ and write u =
∑
ωiai, 0 6= ωi ∈ F ,

ai < ai+1 ∈ Γ̄; with u so expressed we say it is in standard form. We denote the

greatest monomial of u by G(u) and the least by L(u). Our convention is that

G(0) = L(0) = 0.

Lemma 5.2.1: If λ > 0 the order defined above respects multiplication in

that if a, b, u, v ∈ Γ̄ with a < b and u ≤ v, then au < bv and ua < vb.

Proof: Let a = (α)tk, b = (β)tm, u = (γ)tr, and v = (δ)ts. If r < s or

k < m then k + r < m+ s and the claim follows. Otherwise r = s, k = m, α < β,

and γ ≤ δ, so that α + λkγ < β + λkδ and γ + λrα < δ + λrβ. Now

au = (α + λkγ)tk+r < (β + λkδ)tk+r = bv, and

ua = (γ + λrα)tr+k < (δ + λrβ)tr+k = vb.

Remark 5.2.2: It is false that under the hypotheses of Lemma 5.2.1 we

have ua < bv or au < vb.

Corollary 5.2.3: If u =
∑k

i=0 ai, v =
∑m

j=0 bj ∈ R̄ (with the ai, bj mono-

mials in R̄) are written in standard form then L(uv) = a0b0 and G(uv) = akbm.

Lemma 5.2.4: Suppose |λ| 6= 1. If a = (α)tk ∈ H and k 6= 0 then a = ck

for some c ∈ H. If also b = (β)tm ∈ H then b = dcm for some d = (δ)t0 ∈ H.

Proof: Write c = (γ)t. If k > 0 then

ck = ((γ)t)k = (γ(1 + λ+ . . .+ λk−1))tk = (γ(1−λk
1−λ ))tk,
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so we set γ = α 1−λ
1−λk . If k < 0 let K = −k > 0. We have

((γ)t)−K = (((γ)t)−1)K = ((−λ−1γ)t−1)K = (−γ(1−λK)
λK(1−λ)

)tK

so set γ = −αλ
K(1−λ)
1−λK .

In either case, set δ = β − γ 1−λm
1−λ . Then dcm = (δ)t0cm = b.

Lemma 5.2.5: Suppose |λ| 6= 1 and let a = (α)tk, b = (β)tm ∈ H. Then a

and b commute if and only if k = m = 0 or there is some c ∈ H such that ck = a,

cm = b, in which case we call a and b mutual powers (of c).

Proof: The reverse direction is clear. Suppose then k 6= 0 and by Lemma

5.2.4 write a = ck, b = (γ)cm. We have ab = (λkγ)ck+m and ba = (γ)ck+m which

are equal precisely when γ = 0.

Corollary 5.2.6: If |λ| 6= 1, 0 6= r, s ∈ Z, and a, b ∈ H do not commute,

neither do ar, bs.

Proof: We claim that under the hypotheses ar, b do not commute. Apply-

ing the claim twice proves the result. Write a = (α)tk, b = (β)tm and suppose ar,

b do commute. If k = m = 0 then a, b commute. If k 6= 0 or m 6= 0 by Lemma

5.2.5 we write ar = crk, b = cm for some c ∈ H, and then a = ck commutes with

b.

Corollary 5.2.7: Suppose |λ| 6= 1 and a, b, c ∈ Γ̄, a = (α)tk, k 6= 0. If a,

b commute and a, c commute then b, c commute.

Proof: By Lemma 5.2.5 find u, v ∈ H such that a = uk, b = um, a = vk,

and c = vn. Then u = v and c = un commutes with b.
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Proposition 5.2.8: Suppose |λ| ≥ 2 or |λ| ≤ 1
2
. Let a = (α)tk, b = (β)tm ∈

H with |k| > |m|. Either a, b commute or a, ba freely generate a free semigroup.

Proof: Suppose ab 6= ba. By Lemma 5.2.4 write a = ck, b = (γ)cm for some

c ∈ H, γ 6= 0. We consider words of the form bε0a . . . abεn , εi ∈ {0, 1}. If two such

words are equal but formally distinct, we may suppose they differ on the right so

that

bε0a . . . abεn = bδ0a . . . abδn , εn = 1, δn = 0.

Let l =
∑
εi. Two elements of H are distinct if they have distinct exponents

of t, so m
∑
εi = m

∑
δi. In particular m = 0 or

∑
δi = l.

Case 1: Suppose m = 0. If β = 0 then a, b commute. Otherwise we have

(β(ε0 + ε1λ
k + . . .+ εnλ

nk))tnk = (β(δ0 + δ1λ
k + . . .+ δnλ

nk))tnk.

∑n
i=0(εi − δi)λik = 0.

Since |λ| ≤ 1
2

or |λ| ≥ 2 and each |εi − δi| ≤ 1, all coefficients must be 0,

contradicting εn − δn = 1.

Now suppose m 6= 0. We have
∑n

i=0 δi = l and

(γ(ε0 + ε1λ
k+ε0m + . . .+ εnλ

nk+(ε0+...+εn−1)m))cnk+lm

= (γ(δ0 + δ1λ
k+δ0m + . . .+ δn−1λ

(n−1)k+(δ0+...+δn−2)m))cnk+lm.

Set r = nk +m
∑n−1

i=0 εi. If k > 0, then

r = nk + (l − 1)m = (n− 1)k + (l − 1)m+ k > (n− 1)k + (l − 1)m+m
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≥ (n− 1)k +m
∑n−2

i=0 δi,

so r is the unique largest present exponent of λ. If k < 0, since |k| > |m|
and |

∑n−2
i=0 δi −

∑n−1
i=0 εi| ≤ 1, we have

−k −m(
∑n−1

i=0 εi +
∑n−2

i=0 δi) > 0

r = nk +m
∑n−1

i=0 εi < (n− 1)k +m
∑n−2

i=0 δi

so that r < 0 is the unique smallest present exponent of λ. Whether k > 0

or k < 0 we have an impossible equality of the form
∑
µiλ

i = 0 with each |µi| = 0

or 1 and not all µi = 0.

5.3 Uniform Growth in Abelian-by-Cyclic Groups

An alternate proof of a result [1] of Alperin follows easily, and further gives

an explicit lower bound independent of rank(G) for the base rate of exponential

growth.

Proposition 5.3.1: Let G be free abelian of rank at least 2 and σ ∈ Aut(G).

If σ has an eigenvalue λ such that |λk| ≥ 2 then Γ = G oσ Z is of uniform expo-

nential growth with base rate of exponential growth at least 2
1
3k .

Proof: Let S = S−1 be a generating set for Γ. Let S̄ be the image of S

under φ as defined above; S̄ generates Γ̄ = φ(Γ). Since Γ̄ contains elements of the

form (α)t0, α 6= 0, and (0)t which do not commute, Γ̄ is of exponential growth

by Proposition 5.2.8. Hence there exist x, y ∈ S̄ which do not commute; write

x = (α)tr, y = (β)tm with r ≥ |m|. By Proposition 5.2.8, x2k, ykx2k are free

generators of a free semigroup. Hence Γ̄ is of uniform exponential growth, and so
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must be Γ, with base rate of growth at least 2
1
3k .

Lemma 5.3.2: If |λ| 6= 1, then R̄ has exponential growth.

Proof: Choose an integer k such that |λ|k ≥ 2 (if |λ| < 1, k < 0), and set

a = (0)tk, b = (β)t0 . By Proposition 5.2.8 there are 2n+1 distinct words of length

at most 2n+ 1 in the elements a, ba. So append a, b to any generating set S̄ of R̄,

say T̄ = {a, b}
⋃
S. Then limn(γR̄,S̄(n))

1
n > 1.

Lemma 5.3.3: Every complex eigenvalue of a unimodular matrix has norm

1.

Proof: Let α be a complex eigenvalue of unimodular A. Then α is an

algebraic integer, so |α| is an integer dividing det(A) = ±1.

Lemma 5.3.4: If u1, . . . , un ∈ R̄ have linearly independent greatest (least)

monomials, then the ui are linearly independent. Note the hypothesis is true ex-

actly when {G(ui)} = {ωiai} (resp. {L(ui)} = {ωiai}) with 0 6= ωi ∈ F for some

distinct a1, . . . , an ∈ Γ̄.

Proof: Label the ui such that G(ui) < G(ui+1), 1 ≤ i < n. If
∑
ωiui = 0,

then ωn = 0 because G(un) is greater than every other monomial in the relation.

Inductively, having concluded ωi+1 = 0, we have ωi = 0. The case of linearly inde-

pendent least monomials follows the same logic.

Theorem 5.3.5: Let G be the free abelian group on d ≥ 2 generators,

σ ∈ Aut(G), Γ = GoσZ, and F a field of characteristic 0. Then the group algebra

R = FΓ has polynomially-bounded growth if and only if all eigenvalues of σ have

norm 1, and R has uniform exponential growth otherwise.
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Proof: If σ has all eigenvalues of norm 1, then Γ is of polynomially-bounded

growth [1], hence R is as well. Otherwise σ has an eigenvalue λ of norm greater

than 1. By Lemma 5.3.3, λ is real. Using this λ, construct Γ̄, R̄ as in Section 5.1.

Fix a generating set S̄ = {r1, . . . , rs} for R̄. Let m be an integer such that

λm ≥ 2 (if λ < −1, m will be even). We will find a pair of elements of R̄ whose

length in S̄ is at most 2 and whose greatest (least) terms do not commute. We

take an exponent of these depending on m, and then have free generators of a free

algebra whose lengths are bounded in terms of m.

If each pair ri, rj commute then R̄ is commutative, violating Lemma 5.3.2,

so assume r1 and r2 do not commute. We can then find monomial summands a1 of

r1 and b1 of r2 which do not commute. We may assume a1 has a nonzero exponent

k of t.

Case 1: Suppose k > 0. For each i > 1 recursively define ai to be the

maximal summand of r1 which does not commute with bi−1, then let bi be the

maximal summand of r2 which does not commute with ai. Since a1 ≤ a2 ≤ . . . ,

b1 ≤ b2 ≤ . . . , and r1, r2 are finite F−linear combinations of elements of Γ̄, we

must have al = al+1 for some l. Let a = al and b = bl. Then a commutes with

every summand of r2 greater than b, and b commutes with every summand of r1

greater than a.

It is possible there are summands u > a of r1 and v > b of r2 with

uv − vu 6= 0. If so, relabel a1 := u, b1 := v and repeat the process. At the

termination, we have summands a of r1 and b of r2 with the properties:

i) a commutes with every summand of r2 greater than b

ii) b commutes with every summand of r1 greater than a

iii) every summand of r1 greater than a commutes with

every summand of r2 greater than b
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We claim that without loss of generality a is the maximal summand of r1 or

b is the maximal summand of r2. If not, let x be the maximal summand of r1 and y

the maximal summand of r2. We have x, b commute and x, y commute, and x > a

means x has a positive exponent of t, so by Corollary 5.2.7 y, b commute. Also a,

y commute and y, b commute, but a, b do not commute. Again applying Corollary

5.2.7, y has zero exponent of t. But then a, y commuting forces y = ω(0)t0 for

some ω ∈ F. Replace r2 := r2 − ω(r2)0 (a word of length 1 in the generating set

S̄). Then b is the maximal summand of r2.

Case 1a: Suppose a is the maximal summand of r1. If also b is the maxi-

mal summand of r2, then we have found two elements r1, r2 of length 1 in S̄ whose

greatest monomials do not commute. Suppose then b is not the maximal summand

of r2. We claim that the maximal summand of r1r2− r2r1 does not commute with

a. To see this, write r1 =
∑
vi + a, r2 =

∑
ul + b +

∑
Uj in standard form. If

neither ab nor ba is the maximal summand of r1r2 − r2r1, then the maximal sum-

mand must be of the form viUj or Ujvi. Recall a commutes with each Uj and so is

mutual powers with each Uj. If any viUj commutes with a, then viUj is also mutual

powers with a, forcing vi is mutual powers with a. Hence vi and Uj commute, so

that viUj − Ujvi = 0 is absent from r1r2 − r2r1.

Case 1b: Suppose b is the maximal summand of r2 and a is not the maxi-

mal summand of r1. We claim that the maximal summand of r1r2 − r2r1 does not

commute with the b. Write r1 =
∑
vl + a+

∑
Vi, r2 =

∑
uj + b in standard form.

Observe that a, b noncommuting forces if b = (β)t0, β 6= 0, which then contradicts

b, Vi commute. So b has a nonzero exponent of t. If neither ab nor ba is the maximal

summand of r1r2 − r2r1, then the maximal summand must be of the form Viuj or

ujVi. If any Viuj commutes with b, then Viuj is mutual powers with b, and so then

is uj. Then Viuj − ujVi is absent from r1r2 − r2r1.

Now we have two elements s1, s2 each of length at most 2 in S̄, s1 has great-
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est monomial a, s2 has greatest monomial b, a has a positive exponent of t, and a,

b do not commute. After perhaps a harmless multiplication by a field element, we

write a = (α)tk, b = (β)tl. If |k| ≥ |l|, set x = a and y = b, otherwise set x = b

and y = a and switch the labels s1 and s2. By Corollary 5.2.3 x2m is the greatest

monomial of s2m
1 and ym is the greatest monomial of sm2 , by Corollary 5.2.6 x2m and

ym do not commute, and so by Proposition 5.2.8 x2m and ymx2m freely generate a

free algebra. By Lemma 5.3.4, s2m
1 and sm2 freely generate a free algebra. The word

(sm2 )ε0s2m
1 . . . s2m

1 (sm2 )εn , εi ∈ {0, 1} has length at most 2m(n + 1) + 4m(n) ≤ 8mn

in S̄, and so infS{limn(γR̄,S(n)
1
n )} ≥ 2

1
8m .

Case 2: Suppose k < 0. We proceed as in Case 1. For i > 1 let ai be the

least summand of r1 which does not commute with bi−1, then let bi be the least

summand of r2 which does not commute with ai. When the iteration stabilizes at

al = al+1, set a = al and b = bl, and check for summands u < a of r1, v < b of

r2 which do not commute. If they exist, replace a1 := u and b1 := v and repeat

the iteration. At the termination, we have summands a of r1 and b of r2 with the

properties:

i) a commutes with every summand of r2 less than b

ii) b commutes with every summand of r1 less than a

iii) every summand of r1 less than a commutes with

every summand of r2 less than b

We claim that without loss of generality a is the minimal summand of r1

or b is the minimal summand of r2. If not, let x be the minimal summand of r1

and y the minimal summand of r2 respectively. We have x, b commute and x, y,

commute, and x < a means x has a negative exponent of t, so by Corollary 5.2.7

y, b commute. Also a, y commute and y, b commute, but a, b do not commute.

Again applying Corollary 5.2.7, y has zero exponent of t. But then a, y commuting

forces y = ω(0)t0 for some ω ∈ F. Replace r2 := r2 − ω(r2)0 (a word of length 1 in

the generating set S̄). Then b is the minimal summand of r2.
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Case 2a: Suppose a is the minimal summand of r1. If also b is the minimal

summand of r2, then we have found our two elements r1, r2 of length 1 in S̄ whose

least monomials do not commute. Otherwise b is not the minimal summand of r2.

We claim that the minimal summand of r1r2 − r2r1 does not commute with a. To

see this, write r1, r2 in standard form: r1 = a +
∑
vi, r2 =

∑
uj + b +

∑
Ul. If

neither ab nor ba is the minimal summand of r1r2 − r2r1, then the minimal sum-

mand must be of the form viuj or ujvi. Recall a commutes with each uj and so is

mutual powers with each uj. If any viuj commutes with a, then viuj is also mutual

powers with a, forcing vi is mutual powers with a. Hence vi and uj commute, so

that viuj − ujvi = 0 is absent from r1r2 − r2r1.

Case 2b: Suppose b is the minimal summand of r2 and a is not the minimal

summand of r1. Write r1 =
∑
vl + a +

∑
Vi, r2 = b +

∑
uj in standard form. If

neither ab nor ba is the minimal summand of r1r2 − r2r1, then the minimal sum-

mand must be of the form viuj or ujvi. If any viuj commutes with b, then viuj is

mutual powers with b, and so then is uj. Then viuj−ujvi is absent from r1r2−r2r1.

Now we have two elements s1, s2 each of length at most 2 in S̄, s1 has least

monomial a, s2 has least monomial b, a has a negative exponent of t, and a, b

do not commute. After perhaps a harmless multiplication by a field element, we

write a = (α)tk, b = (β)tl. If |k| ≥ |l|, set x = a and y = b, otherwise set x = b

and y = a and switch the labels s1 and s2. By Corollary 5.2.3 x2m is the least

monomial of s2m
1 and ym is the least monomial of sm2 , by Corollary 5.2.6 x2m and

ym do not commute, and so by Proposition 5.2.8 x2m, ymx2m freely generate a free

algebra. By Lemma 5.3.4, s2m
1 and sm2 freely generate a free algebra. The word

(sm2 )ε0s2m
1 . . . s2m

1 (sm2 )εn , εi ∈ {0, 1} has length at most 2m(n+ 1) + 4m(n) ≤ 8mn

in S̄, and so infS{limn(γR̄,S(n)
1
n )} ≥ 2

1
8m .
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