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ABSTRACT OF THE THESIS

StaTeS-SQL: Soft Q Learning with State-Dependent Temperature Scheduling

By

Dailin Hu

Master of Science in Computer Science

University of California, Irvine, 2022

Assistant Professor Roy Fox, Chair

Maximum Entropy Reinforcement Learning (MaxEnt RL) algorithms such as Soft Q-Learning

(SQL) trade off reward and policy entropy, which has the potential to improve training stabil-

ity and robustness. Most MaxEnt RL methods, however, use a constant tradeoff coefficient

(temperature), contrary to the intuition that the temperature should be high early in training

to avoid overfitting to noisy value estimates and decrease later in training as we increasingly

trust high value estimates to truly lead to good rewards. Moreover, our confidence in value

estimates is state-dependent, increasing every time we use more evidence to update a state’s

value estimate. In this paper, we present a simple state-based temperature scheduling ap-

proach and instantiate it for SQL as StaTeS-SQL. We prove the convergence of this method

in the tabular case, describe how to use pseudo-counts generated by a density model to

schedule the state-dependent temperature in large state spaces, and propose a combination

of our method with advanced techniques collectively known as Rainbow. We evaluate our

approach on the Atari Learning Environment benchmark and outperform Rainbow in 18 of

20 domains.

vii



Chapter 1

Introduction

Deep Reinforcement Learning (RL) methods that use neural-network function approximators

to learn control policies have shown great performance in domains including games [Mnih

et al., 2015, Silver et al., 2017], robot control [Haarnoja et al., 2017], and autonomous driv-

ing [Sallab et al., 2017]. The training of such function approximators, however, is often very

sensitive to the tuning of the algorithm’s hyperparameters in different environments [Hen-

derson et al., 2018]. Recent work in Maximum-Entropy Reinforcement Learning (MaxEnt

RL) [Fox et al., 2016, Haarnoja et al., 2018b] trades off maximizing the policy’s value with its

entropy, producing policies that are more robust to disturbances in the environment dynamics

and reward function [Haarnoja et al., 2017, Eysenbach and Levine, 2021]. Despite achieving

state-of-the-art performances in a wide range of continuous-control benchmark tasks, these

methods have not yet shown similar success in discrete environments [Christodoulou, 2019].

MaxEnt RL maximizes an objective involving two terms: the expected return obtained by

the agent’s policy and the expected entropy of that policy. Combining the two terms is a

coefficient, the inverse-temperature β, serving as a conversion rate from value to entropy.

Intuitively, in early stages of training, β should be lower to emphasize entropy maximiza-
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tion in the face of value uncertainty. Later in training, β should be higher as we become

increasingly more confident in our value estimates and capable of safely maximizing them.

Against this intuition, most MaxEnt RL algorithms use a constant temperature throughout

training, preventing it from reflecting the dynamics of our confidence in value estimates as

we accumulate evidence for them.

Importantly, our confidence in a reinforcement learner’s value estimates is very much state-

dependent. Value estimates that have been updated more times, from more empirical evi-

dence, are more reliable. Early in learning, states that are more easily reached by an unin-

formed exploration policy are experienced more frequently. As the value estimate in these

states is updated and improves in accuracy, their β should increase. Later in learning, as

exploration reaches novel states, whose value estimates are less reliable, their β should start

very low again. In a batch of replayed experience, the hardness of each target value maxi-

mization should increase with our confidence in it. We emphasize that this insight pertains to

the agent’s optimization objective itself in whichever state values it updates, rather than to

the prioritization of uncertain states often used in curiosity-driven exploration [Pathak et al.,

2017, Bellemare et al., 2016, Ostrovski et al., 2017] and replay experience sampling [Schaul

et al., 2015].

In this paper, we describe a simple state-dependent temperature scheduling (abbrev. StaTeS)

method for MaxEnt RL based on a pseudo-count of state value updates derived from a CTS

density model [Ostrovski et al., 2017], and its specialization to the SQL algorithm. StaTeS-

SQL is the first MaxEnt RL method to reliably achieve, in discrete environments, good

performance that is comparable to or better than state-of-the-art model-free methods for

memoryless policies (Chapter 1). We prove the convergence of tabular StaTeS-SQL, describe

how to use pseudo-counts generated by a density model to schedule the state-dependent

temperature in large state spaces, and propose a combination of our method with advanced

techniques collectively known as Rainbow [Hessel et al., 2018]. Evaluating StaTeS-SQL on

2



Figure 1.1: StaTeS-SQL average human-normalized performance on 18 domains in the Atari
Learning Environment benchmark, compared with Rainbow-DQN and SQL with constant
and linearly scheduled temperatures. The normalized performance is evaluated by averaging
across 20 games the difference between the trained agent returns and random policy returns
(see table B.1) divided by the difference between human performance Mnih et al. [2015] and
random policy returns. Rewards are averaged over 5 runs. The black error bar indicates
a confidence interval of 80%. SQL with fixed constant temperature can under-perform a
random policy if the temperature is not selected properly. The results after 500K interaction
steps are averaged over 5 runs, and showing an 80% confidence interval.
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20 benchmark domains in the Atari Learning Environment (ALE) platform [Bellemare et al.,

2013] suggests that this method outperforms Rainbow-DQN and significantly improves over

SQL with a constant temperature [Haarnoja et al., 2017] and a state-independent linearly

scheduled temperature [Fox et al., 2016].
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Chapter 2

Preliminaries

2.1 Reinforcement Learning

We consider environments modeled as a Markov Decision Process (MDP). We describe this

process by a tuple ⟨S,A, p, r⟩, where S represents a state space and A represents an action

space. p(st+1|st, at) : S × A → ∆(S) represents the probability distribution of the next

state st+1 given the current state st and action at. rt = r(st, at) : S × A → R describes the

reward for each transition t. Jointly with the MDP, a policy π(at|st) : S → ∆(A) induces

a distribution pπ over trajectories ξ = s0, a0, r0, s1, a1, r1, . . .. The discounted return R(ξ),

for a discount factor 0 ≤ γ < 1, is defined as R(ξ) =
∑

t γ
trt. It is also convenient to define

a state distribution pγπ(s) = (1 − γ)
∑

t γ
tpπ(st = s), describing the distribution of st at a

time t distributed geometrically with parameter 1− γ. The RL objective is to find a policy

π maximizing Jπ = Eξ∼pπ [R(ξ)] = 1
1−γ

Es∼pγπ [E(a|s)∼π[r(s, a)]].
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2.2 Maximum Entropy Reinforcement Learning

The MaxEnt RL objective augments the standard reinforcement learning objective of max-

imizing expected discounted rewards by adding an entropy term

π∗ = argmax
π

Es∼pγπ

[
E(a|s)∼π[r(s, a)] +

1
β
H[π(·|s)]

]
, (2.1)

where β is an inverse-temperature parameter that controls the stochasticity of the optimal

policy by determining the relative importance between the reward and policy entropy H[π].

In early stages of training, β should intuitively be assigned a small value to induce a more

stochastic and agnostic objective, and in later stages of training β → ∞ to approach the

deterministic behavior that optimizes the standard reinforcement learning objective.

2.3 Mellowmax and Soft Q-Learning (SQL)

RL methods often involve the state–action value function Q(s, a) = E[R|s0 = s, a0 = a] that

is optimally a fixed point of the Bellman operator

T [Q](s, a) = r(s, a) + γE(s′|s,a)∼p[max
a′

Q(s′, a′)]. (2.2)

The MaxEnt RL objective suggests finding a fixed point of a soft Bellman operator [Rubin

et al., 2012]

Tβ[Q](s, a) = r(s, a) + γE(s′|s,a)∼p[max
π

(E(a′|s′)∼π[Q(s′, a′)] + 1
β
H[π(·|s′)])], (2.3)
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where β > 0 is an inverse-temperature tradeoff coefficient, and the optimizer in (2.3) is the

softmax policy π(a|s) ∝ exp(βQ(s, a)). This can be written in the form of a log-partition

function, also called the mellowmax operator [Asadi and Littman, 2017]:

Tβ[Q](s, a) = r(s, a) + γE(s′|s,a)∼p[a′;βQ(s′, a′)]

def
= r(s, a) + γE(s′|s,a)∼p[

1
β
loga′ exp(βQ(s′, a′))]. (2.4)

Mellowmax is non-decreasing in β [Kim et al., 2019] and a non-expansion for a fixed β under

the supremum norm [Fox et al., 2016]. As β → ∞, it converges to pure maximization, as

quantified by the following lemma.

Lemma 2.3.1. For any x = [x1, . . . , xn] ∈ Rn

max
i

(xi)−
log n

β
≤i;β (xi) ≤ max

i
(xi). (2.5)

Proof. Let m = maxi(xi), then

exp(βm) ≤
∑
i

exp(βxi) ≤ n exp(βm). (2.6)

Dividing these terms by n, applying the logarithm, and dividing by β, the lemma follows.

Soft Q-Learning [Fox et al., 2016, Haarnoja et al., 2017] uses a model-free empirical estimate

of the soft Bellman operator (2.4) as the target for learning a Q function. When the Q

function has a tabular representation, the contraction property of the soft Bellman operator

guarantees convergence to the operator’s fixed point, the softmax of which is the optimal

policy in equation (2.1) [Fox et al., 2016].
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Chapter 3

Related Work

Most MaxEnt RL algorithms, such as SQL [Haarnoja et al., 2017] and some of its variants,

use a constant temperature throughout training. The mellowmax operator in SQL’s soft

Bellman backup operator enables the algorithm to put higher weight on the policy entropy

when value uncertainty is high and tend to reward maximization as values become known.

Selecting a constant inverse-temperature β may not reflect the changing confidence of the

value estimates throughout learning. Furthermore, even when there exists a constant β that

works well, it is very much domain-dependent, making it hard to tune as a hyperparameter.

Soft Actor–Critic (SAC) [Haarnoja et al., 2018a] adjusts the temperature β−1 automatically

with stochastic gradient descent on a Lagrangian that compares the policy entropy to a

target entropy. This approach is very successful in continuous control problems, such as

in robot learning, but often has poor performance in discrete action spaces [Christodoulou,

2019]. Xu et al. [2021] investigate this issue and suggest using a heuristic target-entropy

scheduling method for tuning the temperature in SAC, achieving significant improvement

over SAC in several discrete-action benchmark environments. They also apply this method to

SQL by approximating a Q-function-based soft-greedy policy, but the agent’s learning shows

8



instability throughout training due to the fundamental difference between the structure of

SQL and SAC.

Fox et al. [2016] propose a linear inverse-temperature schedule, in which βi = κi in training

step i. This corresponds to the intuition that β should increase throughout learning, but the

coefficient κ remains a domain-dependent hyperparameter to be tuned. Grau-Moya et al.

[2018] adapt this method to Mutual Information RL (MIRL) for tabular Q-Learning and

suggest using the adaptive β scheduling from Leibfried et al. [2017] to update β according

to the inverse of the empirical square loss between the Q function and its target value.

Entropy-Regularized Q-learning (EQL) [Fox, 2019] uses an ensemble of tabular value esti-

mates that characterizes model uncertainty to compute a value of β that, in theory, eliminates

the bias due to overestimation of the max operator. Unbiased Soft Q-learning (UQL) [Liang

et al., 2021] applies the same principle to an ensemble of SQL learners, and combines it

with ensemble-based exploration [Lee et al., 2021] to reduced the overestimation bias. In

comparison, the method we describe in this paper avoids the large memory and computa-

tional complexity associated with ensemble methods, and thus needs to infer an efficient

temperature from a single value network.

9



Chapter 4

State-Dependent Temperature

Scheduling

4.1 Motivation

4.1.1 MaxEnt RL

MaxEnt RL follows from the maximum entropy principle [Jaynes, 2003], which states that

one should prefer maximally uninformed solutions, subject to the available evidence. MaxEnt

RL therefore maximizes average policy entropy, subject to an attainable level of policy value:

max
π

Es∼pγπ [H[π(·|s)]] (4.1)

s.t. Jπ
def
= Eξ∼pπ [R(ξ)] ≥ ρ.

The Lagrangian of this constrained optimization problem, equation (2.1), trades off the

traditional RL objective of maximum policy value with the expected policy entropy. The

10



Lagrange multiplier is an inverse-temperature parameter β that determines the relative im-

portance of the value and entropy terms, and corresponds to the level of value ρ that the

agent believes it can attain. Intuitively, in early stages of training, β should be lower to

encourage a more agnostic policy, as we have low confidence that the current value esti-

mates are attainable. During training, we become increasingly more confident in our value

estimates, and we increase β such that the policy stochasticity decreases and eventually

approaches a deterministic action selection. We expect this temperature scheduling to lead

to more stable optimization, akin to regularization, and may also improve exploration. As

β →∞, corresponding to ρ→ maxπ Jπ, the conventional RL learning objective is recovered.

4.1.2 State-dependent temperature

The above application of the maximum-entropy principle to the entire policy π is a reasonable

coarse-grained view of the RL estimation–optimization problem. A more nuanced view

reveals that different components of the policy, namely π(·|s) for different states s, can face

uncertainty levels that are very different from one another. We should therefore focus our

analysis on individual states.

The optimization problem maxa′ Q(s′, a′) inside the Bellman operator (2.2) implies certainty

that the maximal value is attainable using the greedy action. Similarly to (4.1), in states s′

whose value estimates are uncertain, we should fall back to maximizing H[π(·|s′)], subject

to E(a′|s′)∼π[Q(s′, a′)] ≥ ρ(s′). Here, ρ(s′) is some value level that available evidence suggests

is attainable in s′. The Lagrangian of this problem appears inside the soft Bellman operator

(2.3), with a state-dependent multiplier (inverse temperature) β(s′) monotonic in ρ(s′), and

is optimized by a′;β(s′)Q(s′, a′).

11



4.1.3 Linear inverse-temperature scheduling

We propose a state-dependent temperature schedule in which β(s) grows linearly with the

number of times that the algorithm updates Q(s, a), for any action a. Formally, let n(s, a)

be the count of sampled data points of the form (s, a, r, s′) used thus far in value updates.

Then the inverse-temperature is β(s) = κ
∑

a n(s, a), with κ > 0 a constant hyperparameter.

Prior work has presented empirical and theoretical evidence supporting linear scheduling.

Linear scheduling has shown empirical success in tabular MaxEnt RL [Fox et al., 2016, Grau-

Moya et al., 2018]. Fox [2019] prove theoretically that, in binary-action environments and

under mild modelling assumptions, a linear inverse temperature completely eliminates the

target value estimation bias.

Additional insight can be gained by comparing two families of successful RL algorithms. The

first family, consisting of such algorithms as G-Learning [Fox et al., 2016], SQL [Haarnoja

et al., 2017], Path Consistency Learning (PCL) [Nachum et al., 2017a], and Soft Actor–Critic

(SAC) [Haarnoja et al., 2018b], aims to learn a policy that is the softmax of a value function

Q(s, a) with a low temperature. In iteration i, the policy target is

πi(a|s) ∝ π0(a|s) exp βi(s)Qi(s, a) ∀s ∈ S, a ∈ A, (4.2)

with π0 the uniform policy, and the policy is either updated toward the target (4.2) in policy-

based and actor–critic methods, or set equal to it in value-based methods. Note that in their

original formulations, most of these algorithms use a constant state-independent β, rather

than a scheduled state-dependent βi(s).

The second family of algorithms, including Relative Entropy Policy Search (REPS) [Peters

et al., 2010], Ψ-learning [Rawlik et al., 2010], Trust Region Policy Optimization (TRPO) [Schul-

man et al., 2015], and Trust-PCL [Nachum et al., 2017b], aims to use value estimates to grad-

12



ually update the softmax policy. Instead of the policy entropy, which is the Kullback–Leibler

(KL) divergence from a uniform prior policy, these algorithms consider a KL term with the

current policy as the prior for the update.1 Moreover, instead of a low temperature β−1,

these algorithms place a large coefficient κ−1 on the KL term, to induce small updates in a

“trust region”. In iteration i, the policy update is therefore

πi(a|s) ∝ πi−1(a|s) expκi(s)Qi(s, a) (4.3)

∝ π0(a|s) exp

(∑
j≤i

κj(s)Qj(s, a)

)
. (4.4)

The two types of learning processes (4.2) and (4.4) can have different properties, because

Qi can change significantly between iterations. For the sake of our intuitive argument here,

imagine that Q could be approximated by a constant, and that the inverse-temperatures

κi(s) used in trust-region algorithms were also a constant κ. Then combining the above two

equations, we have

βi(s) ≈ κ0(s) +
∑
1≤j≤i

κj(s) ≈ ϵ+ κi, (4.5)

where ϵ is a small non-zero positive constant ensuring that the temperature parameter is

always finite, κ is a small constant, and i is the number of times that the update (4.4)

is applied in state s. In practice, updates are not applied to all actions in state s at the

same time, leading to the heuristic definition i =
∑

a n(s, a). Throughout this paper, we set

κ = 0.01 and ϵ = 10−7.

1Some algorithms in this family, such as TRPO, use the reverse KL, with the updated policy as the prior.
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4.2 Tabular Examples

State-dependent temperature scheduling (abbrev. StaTeS) sets the inverse-temperature to

β(s) = ϵ + κn(s), where n(s) =
∑

a n(s, a) is the number of times that Q(s, a) has been

updated. We propose StaTeS-SQL, a model-free reinforcement learning algorithm that, on

experience (s, a, r, s′), uses the SQL update rule

Q(s, a)← r + γa′;β(s′)Q(s′, a′)

with the state-dependent β(s′). We present the pseudocode for StaTeS-SQL in Section 5.1

in the supplementary material.

Figure 4.1: Noisy chain-walk envi-
ronment

To demonstrate this method’s effectiveness, we com-

pare StaTeS-SQL with Q-learning and SQL on toy

domains in which the environments are small enough

to directly find the optimal policy. We define a noisy

chain-walk problem with m states, each state with

two possible actions (see Figure 4.1). The agent al-

ways starts at state 1 and each episode ends after m

steps. The agent receives a reward of +1 when it takes action 1 at state m, and a reward

of −0.1 when it takes any action at any other state. The reward that the agent receives is

always corrupted with an additive Gaussian noise of N (0, 1).

Figure 4.2 show the rewards averaged over 1000 runs comparing four algorithms: (1) Q-

learning, (2) SQL with constant inverse-temperature parameters β ∈ {10, 100, 1000}, (3)

SQL with inverse-temperature given by the training timestep times a constant κ ∈ 1, 0.1, 0.01,

and (4) StaTeS-SQL with a tabular representation, for a chain length of m ∈ {3, 10, 25}.

These results suggest that StaTeS-SQL can converge significantly faster than Q-learning,

14



soft Q-learning with both constant and linear-scheduled inverse temperatures in this simple

domain.

Figure 4.2: Tabular experiment comparing Q-learning, SQL with constant and linear-
scheduled inverse temperatures and StaTeS-SQL on a simple chain-walk environment. Re-
wards are averaged over 1000 runs.

4.2.1 Convergence

In this section, we prove that in the tabular case StaTeS-SQL converges to the same Q value

as classic Q-Learning. It is well known that for β = ∞, i.e. Q-learning, the algorithm

converges to the unique fixed point of the Bellman operator. The challenge here is to prove

the same result in the limit β →∞.

Lemma 4.2.1. Let Qk = T [Qk−1] be the k-times iterated application of the Bellman operator

T (2.2) to an initial value function Q0 : S × A → R. Let Q̃k = Tβk
[Q̃k−1] be the iterated

application of the soft Bellman operator Tβk
(2.3) to the same initial value function Q̃0 = Q0,

with a sequence β1, β2, . . . of inverse temperatures. Then

Qk − log |A|
k∑

i=1

γk−i

βi

≤ Q̃k ≤ Qk, (4.6)

where inequality is element-wise for each s ∈ S and a ∈ A.
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Proof. We prove the lemma by induction on k. When k = 0, Q̃0 = Q0. Assume that holds

for some k. Observe that using Theorem 2.3.1, and by the monotonicity of T , we have for

any s ∈ S and a ∈ A

Q̃k+1(s, a) = r(s, a) + γE(s′|s,a)∼p[a′;βk+1
Q̃k(s

′, a′)]

≤ r(s, a) + γE(s′|s,a)∼p[max
a′

Q̃k(s
′, a′)]

= T [Q̃k](s, a) ≤ T [Qk](s, a) = Qk+1(s, a),

(4.7)

and likewise

Q̃k+1(s, a) ≥ T [Q̃k](s, a)− γ
βk+1

log |A|

≥ T

[
Qk − log |A|

k∑
i=1

γk−i

βi

]
(s, a)− γ

βk+1
log |A|

= Qk+1(s, a)− log |A|
k+1∑
i=1

γk+1−i

βi

.

(4.8)

Lemma 4.2.2. Repeated application of the soft Bellman update Tβk
with a convergent se-

quence of inverse temperatures ϵ ≤ βk −−−→
k→∞

∞ converges to the (unique) fixed point of the

classic Bellman update T .

Proof. T is a γ-contraction, and Qk = T [Qk−1] converges to its unique fixed point [Sutton

and Barto, 2018]. To have Q̃k converge to the same fixed point, we show that the lower and

upper bounds in Theorem 4.2.1 converge to the same value, by proving that

f(k) =
k∑

i=1

γk−i

βi

(4.9)

converges to 0 as k →∞.
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Since βk → ∞, for any M ∈ R, there exists j(M) such that ∀i ≥ j(M), βi ≥ M . For any

δ > 0, let M = 2
(1−γ)δ

. Observe that

k∑
i=j(M)

γk−i

βi

≤
k∑

i=j(M)

γk−i

M
=

1− γj(M)

(1− γ)M
<

δ

2
. (4.10)

Now for any k ≥ j(M)− 1 + logγ
(1−γ)ϵδ

2

j(M)−1∑
i=1

γk−i

βi

≤
j(M)−1∑

i=1

γk−i

ϵ
=

γk−j(M)+1

(1− γ)ϵ
≤ δ

2
. (4.11)

Putting the above together, we find that for any δ > 0 there exists k0 with

k0 = j
(

2
(1−γ)δ

)
− 1 + logγ

(1−γ)ϵδ
2

, (4.12)

such that for any k ≥ k0 we have f(k) ≤ δ, as required for f(k)→ 0.

There are two differences between the premise of Theorem 4.2.2 and practical StaTeS-SQL.

First, in StaTeS-SQL, the soft Bellman operator is not applied in all states–action pairs.

Instead, the current value estimate is updated toward the soft Bellman target in sampled

states and actions. In the tabular case, with an appropriate scheduling of the learning rate,

standard results in stochastic optimization Jaakkola et al. [1994] can be applied to show

almost sure (with probability 1) convergence to the same limit.

Second, in StaTeS-SQL, for the temperature to converge to 0, every state–action pair must

be updated infinitely often. Under stochastic exploration and sampling of experience from

a replay buffer, starvation of some state–action pairs is possible, but with sufficient explo-

ration convergence is almost surely guaranteed. This observation leads to a straightforward

17



extension of the results of Theorem 4.2.2 to state-dependent inverse temperatures.
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Chapter 5

Density Model

5.1 Generating pseudo-counts

Directly recording the number of times that the value update has been applied to state s

is not useful in practical settings, where the state space is large, and most states will rarely

be visited more than once. Moreover, a tabular mapping from s to n(s) =
∑

a n(s, a) would

fail to capture the similarity between different states that a Q function approximator does

leverage, and would vastly underestimate the effective number of times that Q(s, a) has been

updated in states similar to s.

Instead, we use a pseudo-count method derived by Bellemare et al. [2016] from a simplified

pixel-level CTS density model [Bellemare et al., 2014]. We denote by ρ : S → R a density

model on the state space S. Let ρk(s) be the probability assigned by the model to s ∈ S

after k updates of the model. Let ρ′k(s) be the probability that the model would assign to s

if it were updated on s one more time. The pseudo-count [Bellemare et al., 2016] can then
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Figure 5.1: Pseudo-counts generated with two density models, CTS and PixelCNN. We
generate the pseudo-count for all states in the trajectory under a random policy for 5k steps,
and also track (a) the initial state s0 for the atari game Breakout and monitor the behavior of
(b) CTS pseudo-counts, which consistently increase for early states in each episode, and (c)
PixelCNN pseudo-counts, which are less consistent. Both density models show an increase
in the pseudo-count over time, but (d) PixelCNN displays much more fluctuation than CTS
over the pseudo-count of the initial state, suggesting that CTS suffers less from the effects
of catastrophic forgetting.

be defined as

nk(s) =
ρk(s)(1− ρ′k(s))

ρ′k(s)− ρk(s)
. (5.1)

Defining the prediction gain

PGk(s) = log ρ′k(s)− log ρk(s), (5.2)
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the pseudo-count can be approximated by

nk(s) ≈ (exp(PGk(s))− 1)−1 . (5.3)

Note that k is different from n(s) in the last section and represents the total number of

updates in all states. The effective number of times that state s has been updated is its

pseudo-count nk(s), suggesting the state-dependent inverse-temperature

β(s) = κ · nk(s) + ϵ. (5.4)

Initialize Q network parameters θ Initialize target Q network θ ← θ Initialize an empty

replay buffer D ← ∅ Initialize a density model ρ

each iteration each step t in the rollout In state st, sample action at from the ϵ-greedy

policy for Qθ(st, ·)Execute action at and observe reward rt and new state st+1 Store the

transition (st, at, rt, st+1) into the replay buffer D each gradient step Sample random batch

(s, a, r, s′) from D β ← (exp(PG(s′))− 1)−1 y = r + γa′;βQθ̄(s
′, a′) Perform gradient descent

on (y −Qθ(s, a))
2 Update the density model with state s Every target freq steps, update

θ̄ ← θ

5.2 Modelling pixel observations

Bellemare et al. [2016] suggest using a simplified pixel-level version of the CTS model [Belle-

mare et al., 2014] to learn a pseudo-count for exploration. The model takes a 2D image input

and applies a location-dependent L-shaped filter to calculate the probability. It exhibits fast

learning speed and produces pseudo-counts that tend to grow linearly on average with real

counts, but its computation time does not scale well.
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StaTeS-SQL can be used with any density model. Alternatives to CTS include neural gen-

erative models, which have shown promising performance in image processing. One such

algorithm is PixelCNN [Oord et al., 2016], a convolutional neural network structure for

modelling pixel density. Ostrovski et al. [2017] adapted PixelCNN to generate a pseudo-

count for online exploration in DQN. Count-based exploration allows training the density

model online, such that pseudo-counts and updates are computed for the same states, and

ρk+1(s) = ρ′k(s). This removes the need to revert the extra update when calculating the

prediction gain, which is crucial for computationally intensive density models such as a

PixelCNN.

Two aspects should be considered when selecting a suitable density model for pseudo-count

calculation:

Computational efficiency. Most MaxEnt RL methods, including SQL and SAC, are off-

policy methods, in which pseudo-counts are needed for the following state s′ when updating

Q(s, a). Because the density model is updated for s but queried on s′, it cannot reuse ρ′k

to more efficiently update ρk+1, increasing the preference for faster density models, such as

CTS.

Reducing catastrophic forgetting. Catastrophic forgetting occurs when function ap-

proximation methods lose knowledge of a previously learnt task when training on a new

task. As the exploration policy changes throughout training, the density model is trained on

a changing state distribution, which can lead it to forget the density of states that decline

in frequency. This can lead to instability in the pseudo-count when density model is used

to represent the state distribution in value updates, inducing targets whose maximization is

too hard or too soft. Because CTS is a shallow autoregressive model, it provides more stable

pseudo-counts (See Figure 5.1).

In this paper, we use the CTS density model, which is favored by these considerations over
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more expressive density models.
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Chapter 6

Experiments

DQN represents a principled and powerful approach to RL, and in recent years more exten-

sions to it have been proposed that greatly improve its performance. Interestingly, SQL and

StaTeS-SQL can be combined with many of these extensions, allowing us to compare these

methods after integrating popular DQN extensions. We integrate StaTeS-SQL with Rainbow

DQN [Hessel et al., 2018], a state-of-the-art reinforcement learning algorithm for memoryless

agents, which includes multi-step targets [Sutton and Barto, 2018], double Q-learning [Has-

selt, 2010], prioritized experience replay [Schaul et al., 2015], dueling networks [Wang et al.,

2016], distributional RL [Bellemare et al., 2017], and noisy networks [Fortunato et al., 2017].

All of these methods can be straightforwardly applied to soft Q-learning, with the exception

of multi-step targets and distributional RL, which we discuss next.

Multi-step learning. Multi-step targets with a well-tuned number of steps n can lead to

faster learning in on-policy RL algorithms [Sutton and Barto, 2018] by trading off the bias

and variance of the return estimates [Kearns and Singh, 2000]. The n-step truncated return
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Figure 6.1: Learning curves for Rainbow, SQL with fixed temperatures and Rainbow over
500k timesteps, for each individual game. Every curve is smoothed with a moving average
of 50 steps over 5 runs for readability.

at time t is

r
(n)
t =

n−1∑
k=0

γkr(st+k, at+k). (6.1)
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Hessel et al. [2018] define a multi-step variant of DQN by minimizing the alternative loss

(r
(n)
t + γn max

a∈A
Qθ̄(st+n, a)−Qθ(st, at))

2 (6.2)

and demonstrate empirically that n-step targets can outperform single-step targets in DQN,

despite the off-policy experience providing biased estimates of the n-step return. In SQL with

inverse-temperature β, the n-step truncated return suggested by the soft Bellman operator

(2.3) is

r̃
(n)
t = r

(n)
t + 1

β

n−1∑
k=1

γkH[π(·|st+k)]. (6.3)

Unfortunately, empirical policy entropy estimates are often very noisy, and may degrade

beyond any usefulness with off-policy experience. It is also unclear which β should be used

in off-policy estimates of (6.3). These considerations call for further study, and in this work

we simply use 1-step returns for SQL and StaTeS-SQL.

Distributional RL. Unlike conventional RL, which estimates the expected return, distri-

butional RL estimates the distribution of the return at time t over the stochasticity of the

environment and the policy. The estimator uses a fixed N -dimensional vector z of values

spaced evenly along the range [vmin, vmax] of possible returns. The distribution of Q(st, at) is

then represented by a categorical distribution pθ(st, at) over the values of z. Distributional

DQN updates pθ(s, a) by minimizing its KL-divergence from a projected target distribution

induced by the categorical distribution pθ̄(s
′, a∗) over the values r+γz. Here the action a∗ is

chosen greedily with a∗ = argmaxa′ z
p

θ̄
(s′, a′). We adapt distributional RL to soft Q-learning

and StaTeS-SQL by defining a policy distribution of

π(a′|s′) =
exp β(s′)zp

θ̄
(s′, a′)∑

ā′ exp β(s
′)zp

θ̄
(s′, ā′)

and, on experience (s, a, r, s′), minimize the KL-divergence of pθ(s, a) from a projected target
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distribution induced by the categorical distribution E(a′|s′)∼π[pθ̄(s
′, a′)] over the values r +

γ
(
z + 1

β
H[π(·|s′)]

)
.

The Atari Learning Environment was proposed as a challenge problem for evaluating gen-

eral, domain-independent artificial intelligence methods [Bellemare et al., 2013]. We train

the Rainbow variations of SQL and StaTeS-SQL as described above over 500K frames for

20 popular Atari games and compare with Rainbow DQN (See Figure 6.1). StaTeS-SQL

outperforms Rainbow in 18 out of 20 environments, and outperforms SQL with different

inverse temperatures in 14 out of 20 games. We average human-normalized performance on

these environments (excluding solaris and riverraid due to lack of related data from Mnih

et al. [2015]) and show that StaTeS-SQL’s performs significantly better than that of Rainbow

DQN??.

Among all atari experiments, we follow common modifications to the environments including

frame-stacking, reward-clipping and grey-scaling as described in Mnih et al. [2013]. The

selections of of our hyper-parameters are consistent with Rainbow DQN [Hessel et al., 2018],

and we provide more details on these hyper-parameters in Table A.2.
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Chapter 7

Conclusion

In this paper, we present a simple method for temperature scheduling in soft Q-learning which

could potentially be applied to other maximum entropy reinforcement learning algorithms.

We prove theoretically that our method converges to the optimum in the tabular case and

discuss how density models can be used to schedule the temperature in non-tabular cases.

Empirical results suggest that StaTeS-SQL can outperform Rainbow DQN and SQL with

fixed temperatures on Atari 2600.

A interesting open question is how to efficiently adapt state-dependent temperature schedul-

ing method to high-dimensional continuous control environments. Extending these methods

to high-dimensional continuous observation spaces presents more challenges, as CTS mod-

els scale poorly to high dimensions, and pixel-based models are not generally adaptable to

general observation spaces.

Tang et al. [2016] proposed using an auto-encoder to learn meaningful hash codes to provide

desirable semantic similarity and achieved good performance in exploration for continuous

control tasks, and a similar approach could benefit state-dependent temperature scheduling

in high-dimensional observation spaces. Latent-space generative models, such as normalizing
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flows Dinh et al. [2017], which have recently been proposed for modelling high-dimensional

highly structured data, may also be applicable to value-based reinforcement learning.
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Appendix A

Hyperparameters

Hyper-parameter value
Discount factor γ 0.99
Exploration ϵ 0.001
Learning rate 1

Table A.1: Hyper-parameters for tabular experiments.
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Hyper-parameter value
Grey-scaling True
Observation down-sampling (84, 84)
CTS model down-sampling (42, 42)
Frames stacked 4
Reward clipping [-1, 1]
Discount factor γ 0.99
Learning rate 0.0000625
Replay buffer size 1000000
Minibatch size 32
Q network channels [32, 32, 64]
Q network filter size 8× 8, 4× 4, 3× 3
Q network stride 4, 2, 1
Q network hidden units 512
Noisy net σ0 0.5
Multi-step returns n 4 for Rainbow-DQN, 1 for SQL and StaTeS-SQL
Distributional atoms 51
Distributional min/max values [-10, 10]

Table A.2: Hyper-parameters for Rainbow, SQL and StaTeS-SQL with Rainbow Integration
on Atari 2600. The values of all the hyper-parameters are based on the work from Hessel
et al. [2018].
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Appendix B

Training Data

Game Human Random Rainbow SQL(β = 10) SQL(β = 100) SQL(β = 1000) SQL(linear β) StaTeS-SQL

alien 6875 227.8 593.33 (±29.56) 490.25 (±49.46) 505.0 (±64.24) 336.67 (±26.36) 605.0 (±18.99) 794.0 (±83.48)
amidar 1676 5.8 98.8 (±14.25) 50.35 (±7.0) 74.88 (±5.54) 67.1 (±6.44) 137.4 (±12.17) 144.0 (±13.9)
assault 1496 222.4 554.4 (±85.2) 440.48 (±31.26) 393.6 (±20.05) 486.0 (±21.97) 2.52 (±1.39) 601.23 (±23.56)
asterix 8503 210 1048.0 (±53.5) 468.0 (±41.12) 298.0 (±25.08) 344.0 (±42.46) 1038.0 (±56.96) 1687.5 (±118.15)
bankheist 734.4 14.2 0.0 (±0.0) 0.0 (±0.0) 10.0 (±0.0) 9.33 (±2.67) 112.67 (±39.47) 143.0 (±48.79)
battle zone 37800 2360 1600.0 (±476.1) 3400.0 (±686.38) 3500.0 (±772.9) 2150.0 (±715.52) 5150.0 (±740.82) 4266.67 (±746.21)
beamrider 5775 363.9 477.6 (±38.2) 440.0 (±66.73) 105.6 (±10.78) 742.4 (±43.29) 700.32 (±25.52) 693.6 (±32.75)
boxing 4.3 0.1 5.1 (±2.38) -0.2 (±2.06) -21.16 (±3.02) -14.44 (±2.6) 8.0 (±2.38) 14.32 (±3.76)
breakout 31.8 1.7 11.28 (±1.09) 2.62 (±0.4) 3.42 (±0.56) 4.32 (±0.64) 18.37 (±1.33) 18.7 (±1.48)
centipede 11963 2091 3252.8 (±208.21) 2882.2 (±612.04) 3017.4 (±310.5) 2025.8 (±309.4) 2921.93 (±478.92) 3836.6 (±1014.18)
crazyclimber 35411 10781 34640.0 (±6421.53) 19140.0 (±2940.53) 8070.0 (±1312.59) 3400.0 (±0.0) 55210.0 (±8604.46) 92568.0 (±5131.56)
demonattack 3401 152.1 554.0 (±158.61) 489.0 (±156.83) 724.0 (±212.52) 862.0 (±176.31) 754.0 (±203.46) 1071.0 (±320.14)
freeway 29.6 0 20.0 (±0.39) 3.47 (±1.0) 1.25 (±0.38) 1.05 (±0.28) 18.8 (±0.37) 21.48 (±0.26)
frostbite 4335 65.2 214.0 (±6.78) 680.5 (±84.8) 419.6 (±68.54) 286.4 (±55.8) 812.8 (±108.85) 398.0 (±77.34)
gopher 2321 257.6 196.0 (±51.92) 184.8 (±34.53) 207.2 (±49.46) 272.0 (±53.27) 548.0 (±169.85) 578.67 (±161.88)
kangaroo 3035 52 3210.0 (±687.71) 50.0 (±19.87) 10.0 (±10.0) 330.0 (±39.14) 312.0 (±41.76) 240.0 (±62.34)
pitfall 13513 1339 -15.95 (±7.5) -91.07 (±21.57) 0.0 (±0.0) -26.8 (±11.29) -27.16 (±8.43) 0.0 (±0.0)
riverraid - - 1905.0 (±53.88) 1784.5 (±40.91) 1652.5 (±43.77) 1782.86 (±36.12) 2220.8 (±114.26) 1729.6 (±48.04)
seaquest 20182 68.4 255.0 (±27.94) 143.0 (±9.43) 285.33 (±40.78) 196.0 (±11.9) 232.8 (±20.42) 314.0 (±32.71)
solaris - - 8.2 (±4.2) 476.0 (±120.25) 160.0 (±29.21) 240.0 (±69.54) 9.6 (±5.31) 192.0 (±32.52)

Table B.1: The performance of Rainbow, fixed-temperature SQL (α ∈ {0.1, 0.01, 0.001})
and StaTeS-SQL on Atari 2600 games, average total rewards over 5 runs after training for
500K timesteps compared with HumanMnih et al. [2015] and random policy performances
(averaged over 100 episodes). Bold numbers indicate the best results besides human perfor-
mance. StaTeS-SQL outperforms Rainbow in 18 out of 20 games and outperforms SQL with
different inverse temperatures in 14 out of 20 games.
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