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Spin Texture Formation in Perovskite-Based Artificial Spin Ice Structures

ABSTRACT

Artificial spin ices (ASIs) are lithographically-patterned arrays of interacting magnetic
nanoislands which have traditionally been designed such that each nanoisland possesses an Ising-
like magnetic configuration (i.e., behaves as a bar magnet). These systems were originally
introduced as an engineered analog of spin-ice crystals whose atomic-level magnetic ordering
could be emulated and visualized with conventional magnetic microscopy techniques. Since this
initial study, ASIs have served as a platform for designing and investigating phenomena including
phase transitions between different global magnetic ordering states, magnetically-reconfigurable
spin wave dynamics, and computation in nanomagnet-based devices.

Many ASI studies have used NigoFezxo-based nanoislands whose material and geometric
properties enforce the formation of uniform, Ising-like magnetizations in each nanoisland. While
these systems have facilitated the investigation of magnetic ordering phenomena in various array
geometries, ASIs fabricated from ferromagnetic complex oxides offer opportunities to explore how
the nanoisland material properties and magnetostatic interactions can influence the behavior of the
individual nanoislands and ASI as a whole. Understanding how these magnetic parameters can
tailor the nanoisland functionalities will be essential in the development of nanomagnet-based
computing devices.

This dissertation focuses on ASIs fabricated from the ferromagnetic perovskite oxide
Lao 7Sr03MnO3; (LSMO) to understand how the interaction between magnetostatically-coupled
nanostructures can influence the formation of spin textures. Soft x-ray photoemission electron
microscopy (X-PEEM) was used to perform magnetic domain imaging of LSMO-based ASIs.

Through these imaging studies, these systems were observed to allow the formation of both Ising
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states, observed in traditional ASI systems, as well as complex spin textures (CSTs), comprised of
single and double vortices. The formation of these different spin texture states were found to be
sensitive to the ASI geometry as well as the magnetization of the neighboring nanoislands.
Through the use of micromagnetic simulations, an energetic analysis of the system was performed
which revealed how spin texture formation arises from a competition between effects intrinsic to
each nanoisland as well as the magnetostatic interaction between adjacent nanoislands. This
competition is facilitated by the unique combination of magnetic material properties of LSMO.

The unusual domains stabilized in LSMO-based ASIs also raises the question of the
relaxation kinetics of CST-bearing ASI systems. Insights into the thermal relaxation behavior of
LSMO-based ASIs was provided using X-PEEM and an in-sifu pulsed annealing protocol which
allows for “snapshots” of the time-dependent relaxation to be acquired. By tracking the domain
changes in each nanoisland as a function of the annealing time, several types of apparent domain
conversion were observed whose relative transformation rates evolved over time. These results
suggest that the domain formation kinetics of each individual nanoisland is sensitive to the
evolving magnetizations of the neighboring nanoislands.

These static and dynamic studies of LSMO-based ASIs demonstrate how magnetostatic
interactions can be used to tailor spin texture formations in these systems. Moreover, this work
highlights the potential for material-driven ASI studies to provide deeper insights into ASI and

domain formation physics.
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Chapter 1: Introduction

1.1 — Artificial Spin Ice

Artificial spin ices (ASIs) are arrays of interacting magnetic nanoislands produced through
lithographic techniques [1]. Traditionally, ASIs were engineered such that each nanoisland
possessed single domains magnetized along the nanoisland length, resulting in the nanoislands
behaving as Ising-like macrospins [2]. These Ising-like states can be engineered through careful
selection of nanoisland properties and geometries, the details of which will be discussed in the
Section 1.3. In ASIs, a wide variety of complex behaviors have been observed which arise from
dipolar interactions between the nanoislands. These complex behaviors range from excitations
resembling magnetic monopole-like defects [3—5], phase transitions between different global
nanomagnetic ordering states [6—8], and magnetically-reconfigurable spin-wave dynamics [9].

An important feature of ASIs is that their physics strongly depends on how the system is
designed. Using different materials and ASI geometries can introduce substantial changes to the
physics of the system. Moreover, the collective properties of an ASI strongly depends on how the
individual nanoislands are magnetized. Thus, ASIs have received attention for their promising
potential for developing low-power computing devices with functionalities that can be
magnetically reconfigured after fabrication, such as tunable GHz-frequency dynamics in ASI-
based magnonic crystals [9] and switchable gate operations in nanomagnetic logic
architectures [10].

As will be discussed later in this chapter, this dissertation work focuses on using ASIs as
an experimental platform to investigate spin texture formations in interacting nanoislands. In this

section, I will discuss several aspects of ASI research starting with the concept of geometric



Figure 1.1: Schematics of the ice rule in water ice (left) and a spin ice (right) material
Dy:Ti>O7 [11]. “H” and “O” corresponds with the hydrogen and oxygen ions in water ice. “Dy”

corresponds with the magnetic moment of the dysprosium ion.

frustration which serves as the physical foundation for many ASI studies. I then discuss three types

of experimental degrees of freedom that have been controlled to explore different ASI physics.

1.1.1 — Geometric Frustration

As the name implies, ASIs are artificial versions of magnetic materials called spin ices. In
spin ices, the arrangement of spins in the crystal resembles arrangements of water molecules in ice
(hence, spin ice) [2]. Such materials include members of the pyrochlore family of crystals
including dysprosium titanate (Dy2T1207) and holmium titanate (Ho2Ti207) [11]. In water ice, the
lowest energy arrangement of water molecules consists of having each O* (blue balls in Figure
1.1) surrounded by a tetrahedron of four H* (orange balls). Additionally, the two sets of H' are
either near to or far away from an O* ion in the tetrahedral ordering of the ice. This arrangement
is referred to as the “two-in, two-out” ice rules. In spin ice crystals (right diagram in Figure 1.1),
spins are arranged on a tetrahedral lattice. For the example shown in Figure 1.1, the spins
corresponds with the spin magnetic moments of the Dy>" ion in Dy,Ti,O7. Due to the [111]

crystalline anisotropy, the spins become Ising-like (i.e., can have only 2 states/orientations) and



can only point into or away from the tetrahedra [11]. The lowest energy orientations of these spins
also obey the ice rule: for a given tetrahedron two spins point in a tetrahedra while two point out.

The spins in spin ices experience geometric frustration. Frustration is the inability for a
system to minimize all interactions simultaneously. Spin ices are geometrically frustrated since the
simultaneous minimization of all interactions between the spins cannot be minimized because of
the geometry they are placed in. Specifically, the interaction which facilitates the “2-in, 2-out” spin
ice behavior is the dipolar interactions between the magnetic moments of the lanthanide ions [12].
A simplified example of geometric frustration is shown in Figure 1.2, where “1” and “|” spins are
placed on the vertices of a square and triangle. Assuming these spins experience antiferromagnetic
exchange coupling (i.e., the spins want to be antiparallel with their immediate neighbors) and
behave as Ising states (can only be “1”” and “|”), for the case of the diamond, all four spins can be
placed such that all neighboring spins have antiparallel alignment, therefore minimizing all
interactions simultaneously. For the case of triangle, two spins can be placed at any vertices and
have antiparallel alignment. However, placing a third spin will always result in one pair of
unfavorable interactions because of the lattice geometry.

Geometric frustration in magnetic crystals can be probed using sample -averaged magnetic
scattering or spectroscopy techniques, such as neutron scattering or susceptibility
measurements [13]. However, directly visualizing the arrangement of the individual spins in
frustrated magnets is practically difficult to accomplish. Moreover, studies of geometric frustration
in single crystals are constrained to the specific lattice the material has, thus preventing the
investigation of frustration in lattices of arbitrary geometries. ASIs were introduced by Wang et

al. [2] as an two-dimensional engineered analog of spin ice crystals whose frustrated interactions



Figure 1.2: Examples of geometric frustration in antiferromagnetically-coupled spins placed on
the corners of a (a) diamond and (b) triangle. The interaction between neighboring spins

connected by the polygon edge is minimized only if they are antiparallel.

occur between magnetic nanoislands (~100 nm dimensions) rather than individual spins. Therefore,
the frustrated physics in ASIs can be directly visualized using conventional magnetic microscopy.
Moreover, as will be discussed below, frustration can be controlled by altering the geometry the
nanoislands are placed in, a behavior that cannot be readily investigated in spin ice systems.
1.1.2 — Geometric Degrees of Freedom

One important area of interest in the field of ASIs is investigating how degrees of freedom
associated with the array geometry influences the collective behavior of the nanomagnets. This
collective behavior defines the ground state configuration of these systems and influences how
readily such states can be experimentally accessed (i.e., the relaxation kinetics). In these systems,
the type of array geometry used strongly influences the dipolar interactions between nearest-
neighboring nanoislands and influences the collective physics in these systems. These studies have
explored a wide range of ASI array geometries as shown in Figure 1.3. Additionally, the interaction
strength between the dipolar coupled nanoislands can be modulated through changes in both the

nanoisland size as well as interisland spacing. The geometric tunability of these systems have led
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Figure 1.3: Examples of different 2D and 3D magnetic nanoisland arrangements explored in the
field of ASIs [1].
some to describe ASIs as a “playground” for studying magnetic frustration [14-17].

The dipolar coupling energy between identical nanoisland pairs with moments m; and m;

can be modeled for Ising-like ASlIs as

Edip -

3 3
41T Ti I Ti I

Writom? ﬁli'ﬁli—3(ﬁli'?ii)(ﬁli'?ii)] o ™V Eq. 1.1
where ur is the relative permeability of a medium with respect to the vacuum permeability wo, m is
the unit magnetization of m with magnitude m, #j is the unit direction between the centers of the
moments with distance rij, and Uij = [mti - mj — 3(mi - #4j)(mi - 7j)]. The three terms in the right-most
form of Eqg. 1.1 summarizes the geometry-dependence of Egip in ASIs: (1) increasing m or
decreasing rij increases the magnitude of Egip (i.e., increases the interaction strength between
nanoislands) and (2) Edip depends on Uij, which describes how Egip changes with different
orientations of the Ising-like moments. In other words, for a fixed rij, changing the lattice geometry

alters Egip through Ujj. To illustrate how the geometric degrees of freedom influence the ASI

physics, I’ll discuss studies performed on two ASI lattice geometries relevant to this dissertation:
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Figure 1.4: (a) Schematic of the square ASI. (b) Close-up schematic of the ASI vertex (red box in

(a), where the strongest nanoisland interactions occur. The distances l; and [> indicate the unequal
distance between the centers (red dot) of the perpendicular nanoislands (I;) and nanoislands
across the vertex (I2). (c) Schematics of the attracting and repelling Ising magnetization
configurations, where the red arrows indicate the nanoisland magnetization. (d) The 16 possible
Ising magnetization configurations for the square ASI vertex. The 16 states are grouped into four
classes based on degeneracy and are labeled based on the relative dipolar interaction energy (i.e.,
Etpe 1 < Etype 1 < Etype 11 < ETpe v). The large gray arrows indicate the net magnetization of the
nanoislands set.

the square and brickwork ASI.

1.1.2.1 — Square Artificial Spin Ice

The first ASI introduced by Wang et al. (e.g., Figure 1.4(a)) had arrangements of




nanoislands which resembled a square grid and was thus referred to as the square ASI [2]. In ASls,
the strongest dipolar interactions between the Ising-like nanoislands occur at the vertices of the
square array (Figure 1.4(b)) where the nanoisland tips were in the closest proximity. At each
vertex, there are 16 possible ways to arrange the Ising-like moments as shown in Figure 1.4(d).
However, these configurations have varying degrees of degeneracy and are subdivided into four
vertex types (Type I-1V) numbered based on their relative dipolar energies (i.e., Etype 1 < Etype n <
Etype 1 < Emype v). As the nanoisland separation decreased, the ASI trended from a random
configuration (i.e., populations of Type I-1V vertices were representative of their multiplicities)
to one which had a majority of vertices (over 70%) with the ice-like Type | and Il
configurations [2]. In other words, decreasing the nanoisland separation (rjj in Eqg. 1.1) increased
the nanoisland interaction and motivated the formation of lower-energy Type | and Il vertices.
The Type | and Il vertices obey the ice rules as two Ising moments point into a vertex while
two Ising moments point away. However, these two states have different energies as a result of the
unequal distances between adjacent nanoislands (l1 in Figure 1.4(b)) and nanoislands across a
vertex (2 in Figure 1.4(b)). This behavior results in a difference in interaction strength between
these two types of nanoisland arrangements. Thus, the ground state for a square ASI is 2-fold
degenerate and consists of a system that has only Type | vertices. Additionally, in the ground state,
nanoislands are magnetized such that they form loops of magnetization around the square-voids in
the ASI. The ordering in square ASls is said to be antiferromagnetic from two different viewpoints:
(2) neighboring pairs of parallel islands have antiparallel moment alignment and (2) neighboring
pairs of magnetic loops have opposite chirality. The first attempts to access the square ASI ground
state were performed using ac field demagnetization [2,18], which demonstrated that field-based

protocols are not sufficient to establish a global Type | configuration. Subsequent studies used



thermal annealing protocols to successfully drive the ASIs into a global ground state
configuration [19-24], the details of which will be elaborated on in Section 1.1.3.

While the square ASI possesses a two-fold degenerate ground state, a true square ice
requires that all ice-rule-compliant vertices (i.e., Type | and Il) are degenerate. Various approaches
have been used to fabricate ASIs that can experimentally reproduce the square ice model. One
such method involves elevating sets of nanoislands in the out-of-plane direction to equalize all
interactions at the square ASI vertex (i.e., “offset square” in Figure 1.3, [25]). Another method
involves placing magnetic nanodisks at each vertex to modify the interactions between the
nanoislands (“square with XY modifier” in Figure 1.3, [26]).

As shown in Figure 1.3, the square ASI also served as a parent system for several different
array geometries created by either systematically removing (“decimate”), adding, and/or rotating
nanoislands. Additionally, different ASI types based on hexagonal and quasicrystal lattices have
also been explored. These explorations were motivated by the ability to fundamentally alter the
collective physics of the ASI by simply changing the placement of the individual dipolar-coupled
nanoislands. This dissertation work primarily focuses on investigating the square and brickwork
ASI lattices, the latter of which will be discussed in the following section.
1.1.2.2 — Brickwork Artificial Spin Ice

The brickwork ASI lattice is formed by selectively removing nanoislands from the square
ASI lattice until the voids between the nanoislands resemble tiling of bricks as shown in Figure
1.3 and 1.5. As a result, the vertices in brickwork ASIs contain three nanoislands which can be
magnetized into 22 = 8 unique Ising configurations. Similar to the ASI, the brickwork ASI has a

two-fold degenerate ground state. However, the brickwork ASI possess a lower two-fold rotational
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Figure 1.5: (a) Schematic of the brickwork ASI. (b) The eight possible Ising magnetization
configurations for the brickwork ASI vertex. The eight states are grouped into three classes based
on degeneracy and are labeled based on the relative dipolar interaction energy (i.e., Etipe 1< Erpe

1< Etype 1m1).

symmetry while the square has a higher four-fold rotational symmetry.

The lattice of the brickwork ASI is topologically identical to the six-fold symmetric
Kagome ASI lattice. That is, vertices in both systems have identical vertex connectivity (i.e., each
vertex is linked to three other vertices via the nanoislands) and transformations between the two
ASlIs can be performed by changing the angles between the nanoislands from 120° (Kagome ASI)
to 90°/180° (brickwork ASI). Despite being topologically identical, the two ASI systems exhibit
markedly different pair-wise nanomagnet correlations and abilities to access ground state
configurations during ac demagnetizing experiments [27]. This behavior illustrated how the ASI
behavior is more sensitive to the lattice geometry, which controls the symmetry of the vertex-level
interactions, rather than the lattice topology.

Despite exhibiting similarities to the square and Kagome ASI, the brickwork ASI has
received relatively less attention. The few studies performed on this system focused on

investigating its magneto-transport response [28], ground state accessibility using field-dependent



protocols [27,28], simulated thermodynamic properties [29], and GHz-frequency response [30].
Consequently, experimental studies of the thermal behavior in brickwork ASIs remains
unexplored, in contrast to the square and Kagome ASI systems where such behaviors have been
extensively investigated.

1.1.3 — Materials-Based Degrees of Freedom

Traditionally, ASIs have been fabricated from the soft ferromagnetic alloy called permalloy
(NigoFe20). The magnetic properties of permalloy can facilitate the formation of Ising-like magnetic
domains in elongated nanoislands, where the magnetizations are parallel with the nanoisland
length. In other words, fabricating ASIs from permalloy thin films allows the system to be modeled
within an Ising framework and serve as an experimental model to study geometrically frustrated
Ising spins. While permalloy-based ASI systems have facilitated the investigation of magnetic
frustration and dynamics in various array geometries, exploration of different material systems
introduces unique opportunities for ASI studies.

One strategy towards this direction is to fabricate ASIs from single layers of a material
other than permalloy. In an effort to study thermal activity in ASIs, several groups studied ASIs
fabricated from Gdo3Co07[19,20] and FePds;[21] thin films, which exhibits bulk Curie
temperatures near 500 K. Since studies of thermal activities require either ultrathin (~3 nm) nearly
superparamagnetic nanoislands or near Curie point temperature, these two material systems are
advantageous over permalloy, which possesses a bulk Curie temperature near 800 K [22] and,
therefore, have a higher risk of thermally-induced interdiffusion or oxidation. Chopdekar et al.,
demonstrated that ASIs fabricated from the ferromagnetic perovskite oxide Lao.7Sro3MnOs
(LSMO) can exploit the 7¢c of LSMO (~350 K) to thermally anneal the system into a ground state

without requiring the use of ultra-thin layers or temperatures well above room temperature [23].
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Another material property exploited for ASI-related studies is the magnetocrystalline
anisotropy, which causes the material to preferentially magnetize along certain crystallographic
directions (as discussed in Section 1.3). Specifically, Louis et al. [31] demonstrated that 300 nm x
300 nm x 2 nm Fe square nanoislands can establish a four-state Potts model by exploiting the
magnetocrystalline anisotropy of Fe (i.e., the squares have magnetizations which lie along the in-
plane (100) easy directions of the Fe film). This behavior is in contrast with the nanoislands used
in ASIs, which are designed to behave as Ising states (i.e., only two available magnetization
orientations).

Heterostructured (i.e., multilayered) thin films also present unique opportunities to
introduce magnetic interfacial interactions to the physics of an ASI. Parakkat et al. fabricated
square ASIs from bilayers of ferromagnetic Fe and antiferromagnetic IrMn which exhibit an
phenomenon called exchange bias [32,33]. In exchange biased systems, the behavior of the
ferromagnetic layer is influenced by a directional anisotropy induced by the antiferromagnetic
layer [34]. In other words, materials and ASIs with exchange bias can behave as if there is an
external magnetic field built into the system, thus favoring magnetizations oriented along the
exchange bias direction. In square ASIs, it was shown that these exchange biased nanoislands
altered the energies and degeneracies of the different vertex configurations [32]. By altering the
relative strengths of the exchange bias and dipolar fields [32] or selectively introducing exchange
biased nanoislands in a nominally Fe-based ASI [33], different ordering phases were accessed in
the square ASI.

1.2 — Perovskite Oxides
While permalloy-based ASI systems have facilitated the investigation of magnetic

frustration and dynamics in various array geometries, relatively less attention has been given to
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Figure 1.6: (a) Schematic of the perovskite unit cell with chemical formula ABO3. The blue, red,
and orange balls correspond with the A-, B-, and O-site ions. The B-site cation is surrounded by
an octahedra of oxygen anions, as illustrated by the dashed gray lines. (b) Periodic table color-

coded based on which site on the unit cell can accommodate those elements [37].

investigating how the nanoisland material properties influences the behavior of the ASI system.
One material system which can facilitate such materials-focused studies are the perovskite oxides
(a.k.a. complex oxides). This class of materials exhibit a wide range of behaviors including
insulating and metallic states, antiferromagnetic and ferromagnetic states, and even ferroelectric
or superconducting states [35,36]. Moreover, owing to a sensitive coupling between charge, lattice,
orbital, and spin degrees of freedom; the properties of these complex oxides can be tuned using
parameters such as substrate orientation, individual layer thickness, and epitaxial strain
state [35,36].

Perovskite oxides have a typical chemical formula of ABO3, where the A- and B-sites can

accommodate a wide range of cations as shown on the periodic table in Figure 1.6 [37]. The
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perovskite unit cell is structured such that, for an ideal cubic cell, the B-site cation (typically a
transition metal element, red ball in Figure 1.6(a)) resides at the unit cell center and the A-site
cation (typically a alkali or rare earth metal, blue ball in Figure 1.6(a)) sit at the primitive cubic
lattice positions. The oxygen anions (orange balls in Figure 1.6(a)) sit at the face centers of the
unit cell. For the general class of perovskite materials, the oxygen may be substituted with either
a halogen or chalcogen. Henceforth, I will restrict our discussion to perovskite oxides which are
the focus of this dissertation work. The ideal perovskite structure has cubic symmetry, which is
the case for the perovskite SrTiOz. However, the unit cell structure depends on the ionic radii of
the constituent elements which are dependent on their valence, coordination, and spin state [38].
Predictions of the stable unit cell structure based solely off the ionic radii can be made by

calculating Goldschmidt’s tolerance factor, t, as

_ ra+T0
V2(rg+ro)

Eq. 1.2
where r4, rp, and ro are the ionic radii of the A4-site, B-site, and oxygen ions, respectively [39]. The
Goldschmidt tolerance factor is a ratio of two lengths along the unit cell and corresponds with the
A-O-A (face-diagonal) and O-B-0O (octahedral axis length) bonds. When 0.9 <7 <1, the perovskite
adopts a cubic structure. As ¢ deviates further from 1, the crystal will adopt lower symmetry to
stabilize structures with increasing ionic size mismatches. Specifically, structures with hexagonal
symmetries are predicted if # > 1 and orthorhombic or rhombohedral symmetries if 0.7 < ¢ < 0.9.
Below 0.7, the material is predicted to lose its perovskite structure.
1.2.1 — Crystal Field Splitting

The electronic and magnetic properties are intimately tied with the structure of the crystal

and therefore the bonding between the different ions. In this dissertation work, the perovskite

oxides B-site contain first row transition metals, whose 3d orbitals bond with the 2p orbitals of the
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Figure 1.7: (a) Schematic of the 3d orbital energy states for a B-site cation under a spherical
field, octahedral crystal field, and Jahn-Teller tetragonal distortion. The crystal field splitting
energy is represented by Ao. (b) Corresponding schematics of the ion placements for the different
energy diagrams. The red and orange balls correspond with the B-site cation and oxygen anion
in the perovskite unit cell in Figure 1.6. The gray dashed lines are used to illustrate the octahedron
the oxygen anions form around the B-site cation and do not correspond with oxygen-oxygen

bonds.

oxygen anions. In the absence of other atoms, the 3d orbitals shown are degenerate (i.e., the
“spherical” case of Figure 1.7(a,b)). This behavior changes inside the perovskite structure, where
the B-site cation is surrounded by an octahedra of oxygen anions (orange balls in Figure 1.7(b)).

This effect can be understood through crystal field theory [40], which considers the electrostatic
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repulsion between the electronic orbitals to explain the degeneracy (or lack thereof) between the
3d orbitals. In other words, the B-site 3d orbitals which point towards the oxygen positions possess
higher energies [41]. For the octahedrally-coordinated B-site cation, the d-° and d.>-,° orbitals
(collectively referred to as “e” orbitals) are maximally oriented with the O-sites and thus have the
highest energy as shown in Figure 1.7(a). In contrast, the other three orbitals have lower energies
and are referred to as the 72, orbitals. The energy difference between the 72, and e, orbitals is
referred to as the crystal field stabilization energy (CFSE) 4y. In these energy-split orbitals,
electrons will first fill the lowest energy level states based on Hund’s rule of maximizing the
amount of parallel spin states. The placement of additional electrons depends on the balance
between CFSE and the energy penalty of pairing electrons in an orbital (i.e., Coulombic repulsion).
In the case where the CFSE is weaker than the electron pairing energy, the additional electrons
will occupy the higher energy orbital states with the same spin orientation as the lower energy
states to form a “high spin” configuration. Conversely, if the CFSE is larger than the pairing energy,
then the lower energy orbitals will all be occupied before filling the higher energy states, forming
a “low spin” state.

Additional changes to the orbital energy levels can be induced through several other effects.
Depending on the electron filling of the orbitals, the oxygen octahedra surrounding the B-site
cation can undergo a spontaneous distortion through the Jahn-Teller (JT) effect (Figure 1.7(a,b)).
The JT effect occurs if a system can lower its total energy by splitting the e, and 7., states into
different energy levels. For this reason, JT distortion will not occur if there are no degeneracies
between the different d-orbital electrons. For instance, in the case of the 3d° electrons (i.e., 5
electrons in the 3d level), the 72, and e, levels will not undergo JT distortion if the electrons are in

a high-spin configuration. However, the 3d° electrons will undergo JT distortion of the electrons
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are in a low-spin configuration. The energy levels of the orbitals can also be influenced by straining
the material through, for instance, epitaxial growth which will be discussed later in this dissertation.
1.2.2 — Magnetism in Perovskite Oxides

The ferromagnetic behavior of a material depends on the manner in which the electron
magnetic moments order in the material. Fundamentally, this behavior is driven by exchange
interactions between electrons in the material [41]. The exchange interaction is a consequence of
two different effects acting simultaneously. First, through Pauli’s exclusion principle, electrons can
only occupy the same orbital if they have antiparallel spins. That is, one “up” and one “down” spin
electron can occupy the same orbital, but two electrons with the same spin cannot occupy that
same orbital. Second, through Coulomb interactions, the electrons energetically prefer to
maximize their spatial separation to minimize the electrostatic repulsion. That is, to minimize
Coulomb repulsion, the electrons prefer to avoid occupying the same orbital. The simultaneous
satisfaction of both Pauli’s exclusion principle and Coulomb repulsion minimization results in the
energetic preference to have parallel spin alignment (i.e., Hund’s rules of electron filling in
orbitals).

The origins of magnetic ordering in perovskite oxides are the indirect exchange
mechanisms. Typically, in perovskite oxides, the B-site cations are magnetically active while the
A-site cations possess a full valence shell (i.e., no net magnetic moment). In this situation, the
magnetically-active cations, henceforth referred to as the B-site cations, interact with one another
through indirect exchange interactions across B-O-B bonds, where O corresponds with the oxygen
anion. This indirect mechanism is in contrast to direct exchange interactions which involves direct
interaction between the electrons of the metal cations. For perovskite oxides, two types of indirect

exchange interaction models are of importance: superexchange and double-exchange.
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Superexchange results from a partial degree of covalent bonding between the 3d B-cation
and 2p oxygen anion orbitals and satisfaction of Pauli’s exclusion principle over the bonds [42—
44]. The magnetic ordering which arises from superexchange can be predicted through the guiding
principles established by Goodenough, Kanamori, and Anderson [43—46]. These principles, also
known as the “GKA rules”, illustrate how ferromagnetic and antiferromagnetic superexchange
coupling depends on the cation orbital filling and whether the B-O-B bond angle is 180° or 90°. A
concise statement of the GKA rules is provided in [43] and is summarized for the 180° B-O-B bond
as follows: antiferromagnetic ordering is established between (1) two half-filled or (2) empty
orbitals while (3) ferromagnetic ordering is established between one half-filled and one empty
orbital. It is important to also note that the antiferromagnetic superexchange interactions of (1) and
(2) are stronger than the ferromagnetic superexchange described by (2) [43,44].

An example of how the superexchange mechanism works across a 180° B-O-B bond is
illustrated with Figure 1.8(a-c), which illustrates Cases 1-3 discussed above. To help guide the
discussion, the two B-cations will be distinguished as B; and B>. To simplify the discussion, the
example shown in Figure 1.8 shows 3d orbitals under a spherical field. However, the discussion
can be further extended to octahedral fields. In all these cases, Pauli’s exclusion principle must be
obeyed, where the overlapping orbitals can only contain one up and one down spin electron. This
scenario is exemplified in Case 1 shown in Figure 1.8(a), which can represent the case of the
antiferromagnet LaFeOj; [47], where both Fe** cations are in the high spin 34° state. If the left
cation possess all down spins, then the B;-O bond can only be established using an up spin from
the oxygen 2p orbital. This behavior leaves a remaining down spin in the oxygen orbital which can

only be bonded to the B> 3d orbitals if they all contain up spins, resulting in an antiferromagnetic

17



Superexchange Double exchange
a: Case 1

Bs-cation 30> 0% (2p?) Bs-cation 3d°
++++ﬂ/]++++

b Case 2
------ Bj-cation 3d® 0% (2p?) Bo-cation 3d*

TIPSR [ ) = P 3

Bj-cation 3d¢ 02 (2p?) B.-cation 3d*

c: Case 3 _T__T__T__T_. -'H- ._T__T__T__T_

440 ¥ B+t

B;-cation 3d* 02 (2p°) B-cation 3d°

Figure 1.8: (a-c) Schematic of the superexchange mechanism across a 180° B;-O-B> bond for the
cases when the bonding B-cation orbitals (a) are both half-filled, (b) have one empty orbital, or
(c) have one that is half-filled and the other that is empty. These conditions correspond with Cases
1-3 in the text. (d) Schematic of the double exchange mechanism, where the different spins and
their transfer are color coded based on the different ions they originated from. For all figures, the
gray boxes serves to highlight the 3d orbital which participates in the B-O-B bond analyzed in
these examples. For simplicity, the 3d orbitals are shown here to be under a spherical field.
coupling between the B; and B> cations. In addition to Pauli’s exclusion principle, the minimization
of electrostatic interactions must also be considered (i.e., Hund’s rules are applied).

In Case 2 (Figure 1.8(b)), the B; cation possesses four up spin electrons and one empty
orbital and can represent the case of the antiferromagnet LaMnO3 [48], where the Mn** ions are in

a high spin 34” state. The oxygen in this situation can contributes its electron density either into
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the filled or unfilled orbital states. However, it is energetically favorable for the donated electron
to occupy the unfilled state to minimize electrostatic repulsion. Through the same logic, it is also
energetically favorable for the contributed oxygen electron to have an up spin. This, again, leaves
us with a remaining down spin oxygen electron available for bonding. Through the same principles
discussed above, the resulting B;-O-B> bond will have antiferromagnetic coupling between the
cations.

Case 3 (Figure 1.8(c)) represents the situation where B; has an empty orbital with four up
spin electrons while B; is half-filled. By applying the discussion of Case 2 to the B;-O bond, we
are left with a remaining down spin oxygen 2p electron. If we apply the principles of Case 1 to the
O-B: bond, we find that the B> valence electrons must be in the up spin state. Therefore, unlike the
situations where B; and B; are of the same valence state (Case 1 and 2), the mixed valence Case 3
results in ferromagnetic ordering.

Ferromagnetism in the mixed valence situation can also give rise to metallicity. This
situation can be explained through another indirect exchange interaction called double exchange.
This mechanism, proposed by Zenner [49], has been used to explain the simultaneous presence of
ferromagnetism and metallicity in the manganite perovskites [41,49]. In double exchange, the
electrons use the oxygen anion to “hop” from one metal cation to another. Schematically this
behavior is illustrated in Figure 1.8(d). The principle behind double exchange is that, for the
oxygen cation to facilitate an electron transfer between the B; and B: cations, two electron
exchanges (hence, double exchange) need to happen. Specifically, from Figure 1.8(d), an electron
from the oxygen (red spin) would need to be transferred to the B> cation (red arrow) and an electron

from the B; cation (blue spin) then needs to hop to the oxygen anion (blue arrow). Since spin flips
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Figure 1.9: Phase diagram of single-crystalline La;.xSriMnQOs (LSMO) as a function of Sr-doping
concentration, x, and temperature, T [48]. Information about the structural, magnetic, and
electronic properties are given with the following symbols. Structure: O — orthorhombic, O’ —
Jahn-Teller distorted orthorhombic, O’ - orbital-ordered orthorhombic, R — rhombohedral, T —

tetragonal, Mc — monoclinic, H — hexagonal. Electronic state: M — metallic, |1 — insulating.

Magnetic ordering: FM — ferromagnetic, PM — paramagnetic, SR — short-ranged order, PS —

phase separated, AFM — antiferromagnetic with A-, C-, or G-type moment ordering.

are forbidden in this exchange process (i.e., both the red and blue spins are up), the electron transfer
is energetically favorable only when the coupling between B; and B: are ferromagnetic (i.e.,
otherwise Hund’s rules would be violated). A material system which exhibits this double exchange
mechanism is the perovskite La;xSrxMnO3z (LSMO), which will be discussed below.
1.2.3 — La1xSrxMnQO3 (LSMO)

La1xSr«MnOs is one member of the perovskite oxide family which exhibits a wide variety

of structural, magnetic, and electronic phases as shown in Figure 1.9 [48]. LSMO is sometimes
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referred to as Sr-doped LaMnOs, where increasing the Sr concentration x increases the amount of
Sr cations occupying the A-site perovskite unit cell which, in turn, decreases the overall
concentration of La in the compound. One effect of the Sr doping is it creates a mixture of Mn>*
(3d*) and Mn*" (3d°) cations to establish charge neutrality, as Sr and La has a nominal charge of
2+ and 3+, respectively. While the end members of LSMO, LaMnO3; and SrMnOs, are
antiferromagnetic insulators, moderate Sr doping (i.e., x = 0.3) results in a ferromagnetic metallic
state owing to an increasing dominance of the double exchange interaction. LSMO has received a
wide attention owing to its unique properties, such as colossal magnetoresistance [50,51] and half-
metallicity [52], which have potential applications in computing memory devices such as magnetic
tunneling junctions [53,54]. As will be discussed in the later sections, this dissertation work
focuses on lithographically patterned thin films (~ 40 nm thickness) of the metallic and
ferromagnetic Lao7Sro3MnOs which has been extensively studied as a micro/nano-
structured [23,55-60] system. Henceforth, any discussion of LSMO will specifically refer to
Lao.7Sr03MnOs.
1.3 — Magnetic Domain Formation

The principles discussed in the previous section describes how ferromagnetic ordering can
be established between two adjacent cations (i.e., atomic-scale ferromagnetic ordering). However,
having ferromagnetic ordering on the atomic scale does not necessarily imply that uniform
magnetization will be established across longer (e.g., bigger than nanometer) length scales. In
many cases, a ferromagnetic body will contain regions called magnetic domains, within which the
magnetic moments are uniformly magnetized. For micron- and nano-sized magnetic bodies, the
different domains which appear within the volume may collectively be referred to as a domain

with a specific