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## ABSTRACT OF THE THESIS

# Optimization of Read Thresholds in NAND Flash Memory for LDPC Codes 

by<br>Yi-Shen Yeh<br>Master of Science in Electrical and Computer Engineering (Communication Theory and Systems)

University of California San Diego, 2020

Professor Paul H. Siegel, Chair

As conventional hard decision error correction codes (ECCs), such as BCH codes, become inadequate as the capacity of flash memory increases, soft decision ECCs such as LDPC codes have become a desirable option. However, fully utilizing the potential of soft decision based codes demands higher precision memory sensing with the tradeoff of memory read latency. To that extent, this thesis explores and compares two approaches to optimizing the positioning as well as the number of read (word-line) voltages for a specified program/erase (PE) cycle.

The first approach is optimization subject to maximizing the mutual information (MMI) of the equivalent discrete memoryless channel using gradient descent. We show that we can
get a near optimal performance by only using $\sim 20$ reads since additional reads beyond this point provides less than $0.05 \%$ of additional mutual information and less than $5 \%$ of additional performance gain.

The second approach is the optimization of read thresholds taking the code structure of LDPC codes into account. We use discretized density evolution as a proxy for bit error rate, and to serve as our performance measure in the gradient descent search. This optimization is code-dependent and gives lower BER; however, it is subject to be trapped in secondary local minimum. As a result, we propose a two-step optimization: first utilize the MMI approach for coarse read threshold optimization, then follow by the DE-based method for fine optimization.

## Chapter 1

## Introduction

Flash memories are used widely in multi-media and consumer device storage systems for their capability of storing large quantities of data without having to maintain power (nonvolatility). They use the charge (or voltage levels) stored in floating-gate cells to represent data symbols. The naming of flash memories corresponds to the number of bits per symbols represented by this charge, e.g., single-level-cell (SLC), multi-level-cell (MLC) and triple-levelcell (TLC) corresponds to two levels, four levels and eight levels. However, as technologies continue to scale down, NAND flash memory continues to require stronger error correction codes (ECCs) to maintain data storage integrity [1]. For the longest time, BCH codes with hard-decision decoding (HDD) have been the dominant choice as ECCs in flash memory. As industry has continued to push the technology-scaling envelope, soft-decision decoders (such as the Chase BCH decoders [13] [14]) have been developed for BCH codes to prolong their viability and to forestall the introduction of more complex ECCs requiring iterative soft-decision decoding. However in recent years, BCH codes, even with soft-decision decoding, have been found to be insufficient and an alternative choice has been required.

Low-density parity-check (LDPC) codes are well-known for their capacity-achieving abilities for AWGN channels [15] and have become the main choice of ECCs in flash memories


Figure 1.1: NAND flash memory scaling trends [1].
nowadays. The decoding gains from employing soft-decision LDPC codes compared with traditional HDD BCH codes are shown in [6]. However, to fully exploit the advantage of softdecision decoding demands higher precision of memory sensing in the floating-gate transistors that feeds the soft information to the ECC decoders with the trade-off of memory read latency. Approaches such as rank modulation that eliminates the need for discrete cell levels have been discussed [16] [17], however in this thesis, we focus on the architecture of applying a constant voltage throughout a word-line. Therefore, the grey area between hard-decision reads and fully soft-decision reads is worth exploring, including both the placement and the number of these reads. In [18], the optimization of read threshold positions that maximizes the mutual information (MMI) of the NAND flash discrete equivalent channel is proposed. Another approach, in [19], uses density evolution (DE) as a tool to analyze the error probability of the channel of flash memory channel, which serves as the cost function in the optimization problem.

This thesis compares the two approaches (MMI and DE) towards optimizing the read thresholds for NAND flash memories. In Chapter 2, we present in detail the required background knowledge about NAND flash memory. We first discuss the structure and the read/write operations of this technology, followed by a discussion of noise sources and their mathematical models. In Chapter 3, we discuss the underlying equivalent discrete channel model for NAND flash memory. We reproduce the results in [18] and extend them to a higher number of reads. Also, we establish a binary labeling of cell-levels called the symmetric channel labeling (SCL) specifically
for use when looking into the MSB and LSB of MLC flash memory channels separately. We provide the corresponding threshold optimization results from this section in Appendix A and Appendix B. In Chapter 4, we present a review of required background knowledge on LDPC codes. We will explain the fundamental aspects of the code structure including the Tanner graph, cycles/girth, degree distributions, and code rate, as well as some of the common encoding and decoding methods. We will introduce two specific LDPC codes used in our analysis, a toy code which is a (3,4)-regular QCLDPC code of girth 8 and rate $1 / 3$ (which we will refer to as "Code A"), and an irregular LDPC code of rate $2 / 3$ that is defined in 802.11 n standards [11] and widely adopted for practical purposes (which we will refer to as "Code B"). Finally in Chapter 5, we will discuss the refinement of read thresholds using a density evolution approach, extending the ideas in [19]. We introduce a new quantization method (the split ratio quantization (SRQ)) on top of the standard quantizations to compensate for the fluctuations in the BER curves. We also discuss the discretized $\operatorname{DE}$ [20] method in detail. In the end, we provide our simulation results and discussion of our unique findings.

Throughout this thesis, we will assume no pre-existing knowledge of NAND flash memories and low-density parity check (LDPC) codes from the reader, but a basic understanding of linear algebra and communication theory is required. In terms of notation, we will use overbar ( $\bar{v}$ ) or lowercase boldfaced letters ( $\mathbf{v}$ ), hat $(\hat{w})$ and uppercase boldfaced letters $(\mathbf{H})$ to denote a row vector, a quantized version of the original message $w$ and a matrix, respectively. $(\cdot)^{T}$ denotes the transpose operation. We will use $\circledast$ and $\otimes$ to denote the standard convolution and the discretized convolution, respectively. The $\mathbb{R}, \mathbb{Z}, \mathbb{Z}^{+}$and $\mathbb{Z}^{++}$symbols denote the set of all real values, the set of all integers, the set of all non-negative integers and the set of positive integers respectively. We use $\mathcal{N}\left(\mu, \sigma^{2}\right)$ to denote the Gaussian probability density function with mean $\mu$ and variance $\sigma^{2}$. The $\mathbb{E}(\cdot)$ denotes the expected value operation.

Table 1.1: List of common acronyms used in this thesis.

| AWGN | additive white Gaussian noise |
| :--- | :--- |
| BAWGNC | binary AWGN channel |
| BCH | Bose-Chaudhuri-Hocquenghem |
| BER | bit error rate |
| BP | belief propagation |
| BSMC | binary symmetric memoryless channel |
| CCI | cell-to-cell interference |
| CN | check node |
| CPM | circular permutation matrix |
| DE/DDE | density evolution/discretized DE |
| DMC | discrete memoryless channel |
| ECC | error correction code |
| FER | frame error rate |
| FFT | fast Fourier transform |
| GD | gradient descent |
| ISPP | incremental step pulse program |
| LDPC | low-density parity-check |
| LDPCL | LDPC locality |
| LLR | log-likelihood ratio |
| LSB | least significant bit |
| MI | mutual information |
| MLC | multi-level cell |
| MMI | maximum/maximize MI |
| MS | min-sum |
| MSB | most significant bit |
| NR | new radio |
| P/E | program/erase |
| PCM | parity-check matrix |
| PDF | probability density function |
| PMF | probability mass function |
| QC | quasi-cyclic |
| RTN | random-telegraph noise |
| SCL | symmetric channel labeling |
| SLC | single-level cell |
| SNR | signal-to-noise ratio |
| SRQ | split ratio quantization |
| SSD | solid-state drive |
| TLC | variable node |
| VN |  |
|  |  |

## Chapter 2

## NAND Flash Memory

Solid-state drives (SSDs) are widely used in computer systems nowadays as a primary method of data storage and NAND flash memory technology is the main contributor. Flash memory is a non-volatile solid-state storage medium that relies on electric circuits to store and retrieve data. It has no moving parts, unlike most magnetic storage devices, thus reducing mechanical errors, and is resilient against physical impacts. Moreover, it provides significantly higher read and write performance while requiring less power and much smaller latencies. For the past two decades, the cost per bit for flash memories has maintained a steady reduction allowing a widespread adoption and adhering to the increasing demand from data centers, enterprise and personal computing, and mobile consumer devices.

The term non-volatile refers to the capability of maintaining data without power. This is due to the use of a floating-gate transistor as the basic memory element, referred to as a cell (see Figure 2.1). A NAND flash memory uses different voltage levels in cells to represent different information symbols stored. The number of bits in those cells also determine the naming of the flash. For example, 1, 2 and 3 bits per symbols are called single-level cell (SLC), multi-level cell (MLC) and triple-level cell (TLC), respectively. In this thesis, we will focus mainly on MLC NAND flash memory setup (i.e. two bits per symbol). However, our methods can be easily


Figure 2.1: A floating gate transistor.
integrated into other types as well.

### 2.1 Structure

A NAND flash memory is named so because the cells are connected in a way that resembles a NAND gate. Its counterpart is the NOR Flash. Both configurations organize cells into rectangular arrays called a block, with word-lines connecting the cells row-wise plugging into the transistor's control gate and bit-lines connecting the cells column-wise linking each cell's source and drain. The main difference is that for NOR flash, the bit-lines run along side the cells whereas in NAND flashes the bit-lines run through the cells, bypassing the need for an extra bit-line connector (see Figure 2.2) [2]. Due to their wiring configurations, NOR offers better read speeds and random access capabilities; NAND offers better write/erase capabilities with a cheaper cost per bit, so it is better suited for the data demands of SSDs, Flash Drives, and Flash Memory Cards.

In a broader view, the hierarchy of flash memory is:

$$
\text { Chip } \rightarrow \text { Die } \rightarrow \text { Plane } \rightarrow \text { Block } \rightarrow \text { Page } \rightarrow \text { Cell }
$$



Figure 2.2: Configuration of NAND and NOR flash memories [2].
as shown in Figure 2.3. A chip can have as many as 16 dies, each of which in turn contains between one and four planes. Each plane contains hundreds to thousands of flash blocks, and each block is a 2-D array that contains hundreds of rows of flash cells [3]. In a MLC flash memory, the two bits in the cells connected along a word-line are assigned to two separate pages. In practice, page size ranges from 512 -byte to 8 K -byte data. The most significant bit (MSB) is assigned to the lower page while the least significant bit (LSB) is assigned to the upper page. Also, in our simulations, we let voltage levels in each cell that correspond to the 2-bit symbols, denoted $\left\{{ }^{\prime} 11^{\prime},{ }^{\prime} 10^{\prime},{ }^{\prime} 00^{\prime},{ }^{\prime} 01^{\prime}\right\}$ or $\{1,2,3,4\}$, be:

$$
\begin{equation*}
\left\{\mu_{11}, \mu_{10}, \mu_{00}, \mu_{01}\right\} \equiv\left\{\mu_{1}, \mu_{2}, \mu_{3}, \mu_{4}\right\}=\{-3,-1,1,3\}(\mathrm{V}) \tag{2.1}
\end{equation*}
$$



Figure 2.3: Flash memory organization [3].

### 2.2 NAND Flash Operations

### 2.2.1 Program and Erase Operations

The measurement of a solid state drive's lifespan is called program/erase cycles ( PE cycles), where one write and erase operation counts as one cycle, because flash chips suffer a small amount of wear each time they are written and erased. All read and write operations are performed at the granularity of a page whereas the erase operation is done on a block level. However, before we could write to a cell, it must first be erased which is done by applying high voltage to the substrate to remove electrons from the floating gate. The write operation, known as programming, is done by applying high voltage at the control gate to trap electrons inside the floating gate through Fowler-Nordheim tunneling [21] and is conducted in multiple steps. In the case of MLC, it is conducted in two steps. The lower page bit of a cell is first programmed followed by programming the corresponding upper page bit as depicted in Figure 2.4.


Figure 2.4: Two-step programming of lower page and upper page in MLC flash memory.

### 2.2.2 Read Operation

The read operation is done by applying a word-line reference voltage (we call it the read voltage, read threshold or a read denoted as $\gamma(\mathrm{V})$ ) at the control gate. A sense amp comparator compares the drain current to a threshold. If the drain current is above this threshold, then the reference voltage was sufficient to turn on the transistor indicating that the charge written to the floating gate is below a certain value. Conversely, if a charge in the floating gate has accumulated above a certain level, the resistance between source and drain is high, so that the current flow between source and drain is below the threshold [22]. This behavior resembles a binary output where we will know either the stored voltage level is higher or lower than the reference voltage $\gamma(\mathrm{V})$ or read we applied. Consequently, as we increase the number of reads, we will get softer information at the cost of read latency. Note that the stored voltage is often referred to as the threshold voltage. However, to avoid confusion with the read thresholds, for this thesis we will call it the stored voltage.

### 2.3 Noise Models

Throughout the life cycle of a NAND flash, no matter whether a cell is used repeatedly or scarcely, it will always experience a variety of distortions, or noise as we call it, such as programming noise, cell-to-cell interference (CCI), random-telegraph noise (RTN), and charge leakage. Here we will briefly discuss some of the NAND flash channel models that reflect the device operations as well as the influence of various factors such as program/erase (PE) cycling and retention period [23].

### 2.3.1 Erase Operation Model

As we've previously mentioned, a flash memory cell must be erased before it can be programmed. The threshold voltage distribution for erased cells can be modeled with Gaussian distribution given by [4] [24]:

$$
f_{e}(x)=f_{11}(x)=\frac{1}{\sigma_{e} \sqrt{2 \pi}} e^{-\frac{\left(x-\mu_{e}\right)^{2}}{2 \sigma_{e}^{2}}}
$$

where $\mu_{e}=\mu_{1}$ and $\sigma_{e}$ are the mean and standard deviation of the erased state.

### 2.3.2 Program Operation Model

When programming the voltages into the floating gates, a tight threshold voltage control is typically realized by using incremental step pulse program (ISPP) [25], i.e., memory cells on the same word-line are recursively programmed using a program-and-verify approach. Denote $V_{p}$ and $V_{p p}$ as the target programmed state and program step voltage respectively. The stored voltage
of the programmed state tends to have a uniform distribution over $\left[V_{p}, V_{p}+\Delta V_{p p}\right]$ [4]:

$$
f_{p}= \begin{cases}\frac{1}{\Delta V_{p p}}, & \text { for } V_{p} \leq x \leq V_{p}+\Delta V_{p p} \\ 0 & \text { otherwise }\end{cases}
$$

Meanwhile, programmed cells are also affected by programming noise $f_{p n}$, which can be modeled with Gaussian distribution [26] with zero mean and standard deviation $\sigma_{p n}$. Thus the overall distribution of the programmed cells can be given by:

$$
f_{\mathrm{prog}}=f_{p} \circledast f_{p n}
$$

where $f_{\text {prog }} \in\left\{f_{10}, f_{00}, f_{11}\right\}$ and $V_{p} \in\left\{\mu_{2}, \mu_{3}, \mu_{4}\right\}$.

### 2.3.3 Cell-to-Cell Interference (CCI)

The cell-to-cell interference (CCI) is a result of parasitic capacitive-coupling between neighboring cells. The threshold voltage shift due to CCI can be given as [4]:

$$
V_{C C I}=\sum_{k} \Delta V_{k} \eta_{k}
$$

where $\Delta V_{k}$ is change in threshold voltage of the interfering (neighboring) cell and $\eta_{k}$ is the capacitive coupling ratio defined as:

$$
\eta_{k}=\frac{C_{k}}{C_{\text {total }}}
$$

where $C_{k}$ is the parasitic capacitance between the interfering cell and the victim cell, and $C_{\text {total }}$ is the total capacitance of the victim cell. In an even-odd bit-line architecture, where even bits are written before odd bits in a single word-line, the number of interfering cells are five and three for even and odd bits, respectively, as shown in Figure 2.5.


Figure 2.5: Illustration of cell-to-cell interference in an even-odd bit-line architecture [4].

In an all bit-line architecture, on the other hand, where all bits in a word-line are written simultaneously, all cells have three interfering cells (i.e., in the next word-line). [4] claims that CCI can be averted using precoding with the exception of the erased state and therefore models $\mu_{1}$ using Gaussian distribution function with the shifted mean $\tilde{\mu}_{1}$ given by:

$$
\begin{aligned}
& \tilde{\mu}_{1}^{\text {even }}=\mu_{1}+\Delta \mu_{\text {avg }}\left(2 \gamma_{x}+2 \gamma_{x y}+\gamma_{y}\right) \\
& \tilde{\mu}_{1}^{\text {odd }}=\tilde{\mu}_{1}^{\text {all }}=\mu_{1}+\Delta \mu_{a v g}\left(2 \gamma_{x y}+\gamma_{y}\right)
\end{aligned}
$$

where $\Delta \mu=\left(\mu_{1}+\mu_{4}\right) / 2-\mu_{1}$.

### 2.3.4 Random Telegraph Noise (RTN)

One effect of PE cycles is the random telegraph noise that occurs in semiconductors and ultra-thin gate oxide films. More specifically, it is when electron capture and emission events at charge trap sites near the interface over the course of PE cycling directly result in memory cell threshold voltage fluctuation [23]. In [25], the probability density function (pdf) of RTN-induced
voltage fluctuation is modeled as a symmetric exponential function:

$$
f_{\mathrm{RTN}}(x)=\frac{1}{2 \lambda_{n}} e^{-\frac{|x|}{\lambda_{n}}}
$$

where $\lambda_{n}$ is the decay constant. However, [4] approximates RTN distribution by a zero mean Gaussian distribution given by:

$$
f_{\mathrm{RTN}}(x)=\frac{1}{\sigma_{n} \sqrt{2 \pi}} e^{-\frac{x^{2}}{2 \sigma_{n}^{2}}}
$$

where the RTN variance $\sigma_{n}^{2}$ is a non-stationary parameter which varies with respect to PE cycles. Note that the effect of RTN on threshold voltage signal is less significant compared to other noise components.

### 2.3.5 Data Retention Noise

Another distortion effects of PE cycles is when interface trap recovery and electron detrapping gradually reduce memory cell threshold voltage, leading to the data retention limitation. It is also modeled as a Gaussian distribution $\mathcal{N}\left(\mu_{d r}, \sigma_{d r}^{2}\right)$ [4]:

$$
\left\{\begin{array}{l}
\mu_{d r}=\left(V_{s}-x_{0}\right) \cdot\left[A_{t} \cdot N^{\alpha_{i}}+B_{t} \cdot N^{\alpha_{0}}\right] \cdot \log (1+T) \\
\sigma_{d r}=0.4\left|\mu_{d r}\right|
\end{array}\right.
$$

where $V_{s} \in\left\{\tilde{\mu}_{1}, \mu_{2}, \mu_{3}, \mu_{4}\right\}, T$ is the data retention time measured in years, $N$ is the number of $\mathrm{P} / \mathrm{E}$ cycles and $A_{t}, B_{t}, \alpha_{i}, \alpha_{0}, x_{0}$ are other constants.


Figure 2.6: Illustration of the approximate NAND flash memory device channel model consisting of major distortion sources.

### 2.3.6 NAND Flash Channel Model

Overall, we an approximately model NAND flash memory device characteristics, as shown in Figure 2.6, to simulate the memory cell stored voltage distribution. However, the focus of this thesis does not require us to model the flash memory channel with such detail. Therefore, for simplicity, we will model the overall voltage distribution as a mixture of equal-variance Gaussian distributions with fixed, equi-distant means (corresponding to the cell levels in equation 2.1).

### 2.4 Read Retry Algorithm

Reading a page in flash memory is typically done with a read retry algorithm as shown in Figure 2.7, where an additional read with a different reference voltage is applied if the initial page read was inconclusive or had a high error rate. Apart from the obvious read latency such retry operation introduces, sensed data should be temporarily stored in an on-chip page buffer, so additional read will result in higher silicon cost. Therefore it is critical to optimize the placement of these reference voltages in order to minimize the sensing precision (i.e., number of memory sensing levels) required. This serves as the motivation of this thesis, as we will go into the optimization problem in the following chapters.


Figure 2.7: Read retry algorithm for NAND flash memory.

## Chapter 3

## Read Threshold and Channel Capacity

In Chapter 2 we discussed the fundamentals of NAND flash memories. We saw that the stored voltage level can be erroneous due to fluctuations that arise for a variety of reasons. However, it was shown in [18] that, because of the characteristics of the read operation discussed in Section 2.2.2, adjusting the read (word-line) voltages and, thereby, maximizing the capacity of the channel model can reduce the error probability. In this chapter, we first introduce the read voltage setup, revisit the read operations with mathematical descriptions, and reproduce the threshold optimization results given in [18]. In the last section, we extend the methods of [18] to a higher number of reads and state our conclusions about the incremental performance gains associated with the use of additional reads.

### 3.1 Channel Model

A channel model for a flash memory can be viewed as a simplified representation of the underlying physical mechanisms which induce errors in stored data. Although we've discussed some of the models in Section 2.3, for simplicity, we model the NAND flash channel fluctuations as an additive white Gaussian noise (AWGN).

We define the relationship between the signal-to-noise ratio (SNR) and the noise variance
of the channel $\sigma^{2}=N_{0}$ (for simplicity in writing) with:

$$
\begin{equation*}
\mathrm{SNR}=10 \log _{10} \frac{E_{s}}{N_{0}}(\mathrm{~dB}) \tag{3.1}
\end{equation*}
$$

where $E_{s}=\left(\sum_{i=1}^{4} \mu_{i}^{2}\right) / 4$ denotes the energy per symbol. If one wishes to use the traditional definition where $\sigma^{2}=N_{0} / 2$, then simply reduce the SNR value by 3 dB (as shown in Figure 3.1). Let $\left\{f_{11}, f_{10}, f_{00}, f_{01}\right\}$ denote the probability density functions of Gaussian random variables centered at $\left\{\mu_{1}, \mu_{2}, \mu_{3}, \mu_{4}\right\}$ as shown in Figure 3.3, where $\mu_{i} \mathrm{~s}, i=1, \ldots, 4$, are given by equation (2.1).

These functions represent the conditional densities of the read signal given the programmed cell level. The variance of each of these conditional densities is set equal to the noise variance $N_{0}$. In practice, flash memory channel quality is often measured in terms of the number of program/erase (P/E) cycles, rather than as an SNR value. Therefore, channel error-rates are usually plotted as a function of $\mathrm{P} / \mathrm{E}$ cycle count. However, in this thesis, we will consider performance as a function of SNR. In order to convert between the two channel quality measures, one can use results in [5], where a model is developed that accurately predicts changes in the threshold voltage distribution as the number of $\mathrm{P} / \mathrm{E}$ cycles increases. The model can be used to establish a one-to-one correspondence between SNR and an equivalent number of $\mathrm{P} / \mathrm{E}$ cycles, as illustrated in Figure 3.2.

### 3.1.1 Read Threshold and Gaps

Assume that there are $m$ read thresholds $\bar{\gamma} \triangleq\left\{\gamma_{1}, \ldots, \gamma_{m}\right\}$ that divide the voltages into $m+1$ regions $\left\{R_{1}, \ldots, R_{m+1}\right\}$. Performing voltage reads at all these thresholds allows the decoder to narrow down the stored voltage to one of these regions. For each region, we can calculate the channel likelihood ratios as


Figure 3.1: The 3dB difference in the two definition of the SNR to noise variance conversion.

$$
\begin{align*}
& \ell_{\mathrm{MSB}}^{\mathrm{ch}}=\ln \left(\frac{\int_{R_{i}}\left(f_{01}(v)+f_{00}(v)\right) d v}{\int_{R_{i}}\left(f_{10}(v)+f_{11}(v)\right) d v}\right)  \tag{3.2}\\
& \ell_{\mathrm{LSB}}^{\mathrm{ch}}=\ln \left(\frac{\int_{R_{i}}\left(f_{10}(v)+f_{00}(v)\right) d v}{\int_{R_{i}}\left(f_{11}(v)+f_{01}(v)\right) d v}\right),
\end{align*}
$$

which are then fed to the decoder. For the special case of $m=6$, we define the notion of gaps. Suppose we set the thresholds initially at positions $\left[\gamma_{1}, \gamma_{2}, \ldots, \gamma_{6}\right]=[-2,-2,0,0,2,2]$. The gaps are defined as the shifts in the read voltage thresholds away from these initial positions. A positive gap corresponds to a decrease in voltages for odd thresholds and an increase for even thresholds (see Figure 3.3). For example, if all gaps equal $0.4(\mathrm{~V})$, the read thresholds will be $\left[\gamma_{1}, \gamma_{2}, \ldots, \gamma_{6}\right]=[-2.4,-1.6,-0.4,0.4,1.6,2.4]$.


Figure 3.2: Signal to noise ratio (SNR) vs. P/E cycles [5].


Figure 3.3: Read voltage thresholds and voltage distributions for an MLC NAND flash memory with $m=6$ read thresholds.

### 3.1.2 Equivalent Discrete Memoryless Channel

For MLC with $m=6$ read thresholds, the voltage range is divided into 7 regions as depicted in Figure 3.3. This quantization effectively represents a discrete memoryless channel (DMC) shown in Figure 3.4, where input and output are random variables denoted as $X \in\left\{\mu_{1}, \mu_{2}, \mu_{3}, \mu_{4}\right\}$ and $Y \in\left\{R_{1}, \ldots, R_{7}\right\}$ respectively, and probabilities $p_{i j}=\operatorname{Pr}\left\{Y \in R_{j} \mid X=\mu_{i}\right\}$ denote the crossover probabilities for $i=\{1,2,3,4\}$ and $j=\{1,2, \cdots, 7\}$.


Figure 3.4: Equivalent discrete memoryless channel (DMC) model for MLC with $m=6$ read thresholds.

### 3.2 Maximizing Mutual Information

Mutual Information is a measure of the mutual dependence between the two random variables. It quantifies the amount of information obtained about one random variable through observing the other. Therefore it is sometimes considered an indicator for the capacity of memory storage. Thus our objective, naturally, is to maximize the mutual information between our input and output random variables $X$ and $Y$. Assuming $X$ in our MLC discrete memoryless channel (Section 3.1.2) is a uniform random variable, that is, $X$ is equally likely to be any of the input symbols, the mutual information can be given by [18], [27]:

$$
\begin{align*}
I(X ; Y) & =H(Y)-H(Y \mid X) \\
& =H\left(\frac{p_{11}+p_{21}+p_{31}+p_{41}}{4}, \frac{p_{12}+p_{22}+p_{32}+p_{42}}{4}, \cdots, \frac{p_{17}+p_{27}+p_{37}+p_{47}}{4}\right)  \tag{3.3}\\
& -\frac{1}{4}\left[H\left(p_{11}, p_{12}, \cdots, p_{17}\right)+H\left(p_{21}, p_{22}, \cdots, p_{27}\right)+\cdots+H\left(p_{71}, p_{72}, \cdots, p_{77}\right)\right]
\end{align*}
$$

where $H(\cdot)$ denotes the entropy function [27].
Constraining ourselves to the MLC scenario, given a specified SNR value and a fixed number of read thresholds $m$, we use gradient descent (technically ascent since we are maximizing the mutual information) algorithm to adjust the read thresholds to the position where it would give us the maximum mutual information. With the cost function $g\left(\bar{\mu}, N_{0}, \bar{\gamma}\right)=I(X ; Y)$, which we write as $g(\bar{\gamma})$ when the input parameters $\bar{\mu}$ and $N_{0}$ are fixed, the gradient descend algorithm gives us:

$$
\begin{equation*}
\bar{\gamma}^{(l+1)}=\bar{\gamma}^{(l)}+\delta \cdot \nabla g\left(\bar{\gamma}^{(l)}\right) \tag{3.4}
\end{equation*}
$$

where $\delta$ is the step size (usually denoted by $\mu$ in the literature, but renamed here to avoid confusion with our voltage means $\left.\mu_{i}\right), \bar{\gamma}^{(l)}$ denotes the vector of read thresholds at iteration $l$ and $\nabla(\cdot)$ denotes the gradient operation. In program simulations, the gradient is obtained by choosing two points at distance $\varepsilon$ apart along the read voltage dimension and taking the slope, where $\varepsilon \rightarrow 0$. We continue with this equation to update the position of read thresholds until the increase in cost function $g(\bar{\gamma})$ per iteration no longer exceeds a certain amount. We call this incremental gain the termination criterion, denoted as $\zeta$.

### 3.3 Simulation and Results

In this section, we discuss our simulation results done with MATLAB. We set number of reads $m=6$, step size $\delta=0.5$, gradient distance $\varepsilon=1 \times 10^{-3}$ and $\zeta=1 \times 10^{-8}$. The algorithm
is given in Algorithm 1. As shown in Figure 3.5, we can graphically visualize the evolution of mutual information achieved during each gradient descent iteration as well as how the read threshold positions are adjusted until the mutual information gain per iteration $\partial g<\zeta$. We see that the algorithm quickly converges even with randomly selected initial threshold positions (no symmetry constraint). One observation we make here is that the final positions seem to have equal gaps. This observation holds for all $m=6$ cases with accuracy within $10^{-3}$ volts. Thus we constrain the read thresholds to have equal gaps and conduct an exhaustive search across gaps for different SNR values. The results are shown in Figure 3.6. We cross reference our results with that of Figure 3.5 and see that the results are consistent. Both figures show an optimal gap of $0.3528(\mathrm{~V})$ and attain a maximum mutual information of 1.5147.

### 3.3.1 Higher Number of Reads

For the special case $m=6$ reads that we have simulated, the results showing that optimal positions should be placed around the intersection points of the probability density functions are intuitive. However, this qualitative behavior is not observed when going beyond $m=6$ reads.For example, with $m=30$ reads we have the results shown in Figure 3.8. We see that the read thresholds are more densely distributed the center and gradually spread out outwards. This makes intuitive sense since errors are prone to exist where probability density functions overlap the most, therefore requiring more precise soft information.

Finally, in Figure 3.9, we show the maximum mutual information achievable for a practical range of SNRs and number of reads. We conclude that after $m=20$ reads, mutual information gain per additional read is below $0.05 \%$ and thus attains near optimal performance. All simulation data are provided in Appendix A.

```
Algorithm 1: Gradient Descent to Maximize Mutual Information
    input :The vector of mean stored voltages \(\bar{\mu}\) given by equation (2.1), the variance of
                    AWGN \(N_{0}\) and number of read thresholds \(m\).
    output :The optimal read thresholds positions \(\bar{\gamma}\) that attains the maximum mutual
            information achievable.
    /* Initialization */
    1 Iteration number \(l=0\);
    Initialize \(\bar{\gamma}^{(0)}\) to any starting position;
    Initialize gain \(\partial g=10\) (a very large number);
    \(\mathrm{MI}^{(l)}=\mathrm{g}(\bar{\gamma})\); // \(g(\cdot)\) is the function that calculates the MI with
        given parameters
    /* Main Loop */
    while \(\partial g>\zeta\) do
            /* \(\bar{\varepsilon}_{i}\) denotes a zero vector of length \(m\) with only \(\varepsilon\) at the \(i^{\text {th }}\)
                entry */
        for \(i=1 \rightarrow m\) do
            \(\nabla g\left(\bar{\gamma}^{(l)}\right)_{i}=\frac{\left.g \bar{\gamma}^{(l)}+\bar{\varepsilon}_{i}\right)}{\varepsilon} ;\)
        end
        \(\bar{\gamma}^{(l+1)}=\bar{\gamma}^{(l)}+\delta \cdot \nabla g\left(\bar{\gamma}^{(l)}\right) ;\)
        \(\mathrm{MI}^{(l+1)}=\mathrm{g}\left(\bar{\gamma}^{(l+1)}\right)\);
        \(\partial g=\mathrm{MI}^{(l+1)}-\mathrm{MI}^{(l)}\);
        \(l++\);
    end
```

    Result: Optimal read threshold positions are \(\bar{\gamma}^{(l)}\)
    
### 3.3.2 Symmetric Channel Labeling

Provided with the equivalent DMC, we see that when we look at the MSB channel and the LSB channel individually, not only do they have different crossover probabilities, but also their symmetry properties differ. In particular, the MSB channel is symmetric, whereas the LSB channel is asymmetric. This will preclude the use of conventional density evolution on the LSB channel in the later sections. Thus, putting traditional Gray code labeling aside, we employ a second labeling which we will refer to as the symmetric channel labeling for MLC NAND flash memory (or MLC-SCL). This labeling uses a different mapping of distribution means to symbols
mapping :

$$
\begin{equation*}
X \in\left\{\mu_{1}, \mu_{2}, \mu_{3}, \mu_{4}\right\} \equiv\{11,10,01,00\} \tag{3.5}
\end{equation*}
$$

that allows both MSB and LSB channels to be symmetric. It can be extended to TLC case where
 labeling method can also be found in [28] where they refer to as the natural $\operatorname{order}(\mathrm{NO})$ labeling. Figures 3.10 and 3.11 shows the MMI achieved for $m=[3,30]$ reads and $\operatorname{SNR}=[10,15](\mathrm{dB})$ for LSB and MSB channels, respectively, using MLC-SCL. We can see that the LSB channel is clearly more degraded than its counterpart. The complete simulation data, i.e., the optimal read threshold positions as well as the maximum mutual information attained, are provided in Appendix B.

Chapter 3, in part, contains material from [12]

- Y. Yeh, A. Fazeli, and P.H. Siegel, "Optimization of Read Thresholds in MLC NAND Memory for LDPC Codes," in Proc. 11th Annu. Non-Volatile Memories Workshop (NVMW), La Jolla, CA, USA, Mar. 2020. [Online]. Available: http://nvmw.ucsd.edu/program/ The thesis author was the primary investigator and author of this paper.


Figure 3.5: The mutual information achieved and evolution of position of read thresholds throughout gradient descent iteration in $m=6, S N R=10(\mathrm{~dB})$ case. Final mutual information attained is 1.5147 .


Figure 3.6: Exhaustive search across gaps for special $m=6$ case and for $\mathrm{SNR}=10$ to 18 dB .


Figure 3.7: Optimal read threshold positions for $m=6$ case with the constraint of equal gaps and for SNR $=0$ to 18 dB .


Figure 3.8: The evolution of positions of read thresholds throughout gradient descent iteration in $m=30, S N R=10(\mathrm{~dB})$ case. Final mutual information attained is 1.5781 .


Figure 3.9: Maximum mutual information achievable for $m=[2,30]$ and $\operatorname{SNR}=[10,15](\mathrm{dB})$.


Figure 3.10: Maximum mutual information achievable for the LSB channel using MLC-SCL with $m=[3,30]$ and SNR $=[10,15](\mathrm{dB})$.


Figure 3.11: Maximum mutual information achievable for the MSB channel using MLC-SCL with $m=[3,30]$ and SNR $=[10,15](\mathrm{dB})$.

## Chapter 4

## LDPC Codes

Error control coding for Flash memory is becoming more important as the capacity of flash memory increases. The increasing number of levels increases sensitivity to variations in signal-to-noise ratio (SNR) from cell to cell and over time due to program/erase (P/E) cycles. This makes stronger error-correction codes, e.g., low-density parity-check (LDPC) codes, necessary. While hard-decision LDPC codes have high error correcting capabilities, they sometimes can be overwhelmed by an inordinate number of errors. That is where iterative soft-decision decoding of LDPC codes, a more analog-based correction algorithm, comes into play. In [6], the performance advantage of soft-decision LDPC decoding over hard-decision LDPC decoding and hard-decision BCH decoding is presented (as shown in Figure 4.1). Therefore, in this chapter, we will give a thorough background review in LDPC codes and iterative soft-decision decoding.

### 4.1 Overview

Low-density parity-check (LDPC) code [29] is a type of linear error-correcting code (ECC) used to transmit messages through a noisy channel. The term low-density refers to the fact that the parity-check matrix $\mathbf{H} \in \operatorname{GF}(q)^{(n-k) \times n}$ that characterizes the codewords of the code $\mathcal{C}$ is a sparse matrix. We use $\operatorname{GF}(q)$ to denote a finite (Galois) field of size $q$. Throughout the thesis,


Figure 4.1: Simulated decoding failure probability vs. NAND flash memory raw bit error rate of hard-decision and soft-decision LDPC decoding and BCH code decoding. Both LDPC code and BCH code protect each 4 KB user data with 512B coding redundancy [6].


Figure 4.2: Schematic diagram of an error correcting code with rate $R=k / n$.
we will only consider binary $(q=2)$ LDPC codes; therefore the codewords are all of the binary vectors $\mathbf{c} \in \operatorname{GF}(2)^{n}$ that satisfy $\mathbf{H} \cdot \mathbf{c}^{T}=\mathbf{0}^{T}$. In other words, the set of codewords is the null space of $\mathbf{H}$. We call $n$ the length of a codeword and $k$ the dimension of the code (i.e., there are a total of $2^{k}$ codewords). Hence the rate of the code is $R=k / n$.

## Generator Matrix

A generator matrix $\mathbf{G}$ of an LDPC code can be obtained directly (typically not uniquely) from the parity-check matrix. It is a $k \times n$ matrix whose rows form a basis of the code. Obviously the rank of the generator matrix $\mathbf{G}$ is equal to the dimension $k$ of the $\operatorname{code} \mathcal{C}$ and it is orthogonal to $\mathbf{H}$, i.e., $\mathbf{G H}^{T}=\mathbf{0}$. It is used to encode a message vector $\mathbf{x} \in \operatorname{GF}(2)^{k}$ :

$$
\mathbf{x} \mapsto \mathbf{x G}=\mathbf{c}
$$

and since it is full rank, it can be view as a one-to-one mapping: $\operatorname{GF}(2)^{k} \rightarrow \operatorname{GF}(2)^{n}$. In the special case when the parity-check matrix can be written in the form $\mathbf{H}=\left[-\mathbf{A}^{T} \mid \mathbf{I}_{(n-k) \times(n-k)}\right]$ (I) is the identity matrix), the corresponding generator matrix of the form $\mathbf{G}=\left[\mathbf{I}_{k \times k} \mid \mathbf{A}\right]$ is called systematic [30].

## Tanner Graph

The $(n-k) \times n$ parity-check matrix can be represented by a Tanner graph (i.e., a bipartite graph), with $(n-k)$ check nodes in one subset of vertices and $n$ variable (or message) nodes in the other subset (see Figure 4.3). The degree of a node is the number of edges connected to it. If all variable nodes have degree land all check node has degree $r$, then we call such a code an $(1, r)$-regular LDPC code. In contrast, an irregular LDPC code is an LDPC code where the degrees of nodes are chosen according to some variable node distribution $\lambda(x)$ and check node distribution $\rho(x)$ :

$$
\begin{align*}
& \lambda(x)=\sum_{i=1}^{d_{v}} \lambda_{i} x^{i-1} \\
& \rho(x)=\sum_{i=1}^{d_{c}} \rho_{i} x^{i-1} \tag{4.1}
\end{align*}
$$



Figure 4.3: A Tanner graph where the circle and the square nodes denote the variable and the check nodes, respectively.
where $\lambda_{i}$ and $\rho_{i}$ denote the fraction of edges connected to variable nodes and check nodes with degree $i$, respectively, and $d_{v}$ and $d_{c}$ denote the maximum degree of variable nodes and check nodes, respectively.

## Cycles and Girth

An important property of a Tanner graph is its cycle lengths, since these relate directly to the independence of messages passed along edges during iterative decoding. In Section 4.5, we use a technique for analyzing the decoding performance of LDPC codes called density evolution, which assumes the Tanner graph is cycle-free to ensure independence of messages. The girth and, more generally, the distribution of cycle lengths of an LDPC code have implications for the accuracy of density evolution as a proxy for actual decoding performance.

First, a path is a finite sequence of edges connecting a subset of nodes. A path is called a cycle if the first node of the path is the same as the last node with no other nodes being repeated. Thus we define the length of a cycle as the number of edges within that cycle. By definition, a Tanner graph which is a bipartite graph contains no cycles of odd length. This is easily understandable since no two variable nodes nor two check nodes are connected with one edge. The girth is the minimum cycle length in a graph. A method of counting the number of cycles of short lengths is presented in [31].

### 4.2 Code Design

Although following Gallager's [29] introduction of LDPC codes, MacKay and Neal proved that they can achieve near capacity performance [32] over binary-input memoryless symmetric channels (BMSC), it is an ongoing challenge to design the actual code structure that attains such performance. Richardson et al. investigated the design of LDPC codes by optimizing the degree structure of the underlying graph using density evolution [15]. There are a few notable codes such as concatenated tree (CT) codes [33], (generalized irregular) repeat-accumulate (RA) codes [34], [35] and codes in [36], [37] that led to the formalism of multi-edge type (MET) LDPC codes by Richardson and Urbanke [38]. The structure of MET-LDPC codes is different from standard LDPC codes in the way that they contain diverse edge types which are permuted with a uniformly chosen interleaver. The nodes are characterized by a sequence of degrees, each of which expresses the number of connected edges of a certain type. A specific sequence of degrees is called edge degree vector (EDV). The MET-LDPC codes not only outperform the standard LDPC codes, but also possess lower encoding complexity. They are considered an intermediate class of codes that bridges between the standard LDPC codes and protograph codes [39].

## Protograph Code

Protograph codes, although not used in this thesis, are worth mentioning because they are a family of codes that exhibit simpler structures, lower complexity and better performance than MET-LDPC codes. A protograph code is defined as an LDPC codes whose Tanner graph is a derived graph. First introduced in [7], a protograph $\mathcal{G}=(\mathcal{V}, \mathcal{C}, \mathcal{E})$ consist of three sets: $N_{P}$ variable nodes $v_{j} \in \mathcal{V}, M_{P}$ check node $c_{i} \in \mathcal{C}$ and edges $e_{i j} \in \mathcal{E}$. It can be fully specified by an $M_{P} \times N_{P}$ base matrix $\mathbf{B}=\left(b_{i j}\right)$ where $b_{i j}$ represents the number of connecting edges from $v_{j}$ to $c_{i}$. Different from conventional LDPC codes, parallel edges are allowed in a protograph, i.e., $b_{i j} \in \mathbb{Z}^{+}$. Through the "copy-and-permute" operation, we can obtain a larger graph, i.e., the


Figure 4.4: A simple example of generating the derived graph from a protograph [7].
derived graph, from a protograph. A simple illustration in [7], which is shown in Figure 4.4, serves as a good explanation of generating a derived graph. The corresponding base matrix of the protograph is:

$$
\mathbf{B}=\left[\begin{array}{cccc}
v_{1} & v_{2} & v_{3} & v_{4} \\
1 & 1 & 1 & 2 \\
1 & 1 & 0 & 0 \\
1 & 0 & 1 & 0
\end{array}\right] \begin{aligned}
& \\
& c_{1} \\
& c_{2} \\
& c_{3}
\end{aligned}
$$

The derived graph is of size $M \times N$ where $M=z M_{P}, N=z N_{p}$, and $z$ is the so-called lifting factor [40]. In practice, one can use the progressive-edge-growth (PEG) algorithm [41] to implement the lifting operation.

### 4.2.1 QC LDPC Codes

An important category of LDPC codes that is widely adopted in current standards and practices is called the quasi-cyclic (QC) LDPC codes [42]. They not only have competitive performance under iterative decoding, but also can be implemented efficiently because of their underlying structure. A QC-LDPC code has an $m_{b} L \times n_{b} L$ parity-check matrix specified by an $m_{b} \times n_{b}$ exponent matrix (or base matrix) we denote as $\mathbf{E}(\mathbf{H})$ :

$$
\mathbf{E}(\mathbf{H})=\left[\begin{array}{cccc}
a_{11} & a_{12} & \cdots & a_{1 n_{b}}  \tag{4.2}\\
a_{21} & a_{22} & \cdots & a_{2 n_{b}} \\
\vdots & \vdots & \ddots & \vdots \\
a_{m_{b} 1} & a_{m_{b} 2} & \cdots & a_{m_{b} n_{b}}
\end{array}\right]
$$

with entries $a_{i j} \in\{-1,0,1, \ldots, L-1\}$. The corresponding parity-check matrix $\mathbf{H}$ is given by:

$$
\mathbf{H}=\left[\begin{array}{cccc}
P^{a_{11}} & P^{a_{12}} & \cdots & P^{a_{1 n_{b}}}  \tag{4.3}\\
P^{a_{21}} & P^{a_{22}} & \cdots & P^{a_{2 n_{b}}} \\
\vdots & \vdots & \ddots & \vdots \\
P^{a_{m_{b} 1}} & P^{a_{m_{b} 2}} & \cdots & P^{a_{m_{b} n_{b}}}
\end{array}\right]
$$

where $P$ is an $L \times L$ circulant permutation matrix (CPM) defined by:

$$
\mathbf{P}_{i j}^{a_{i j}}= \begin{cases}1 & \text { if } i+a_{i j} \equiv j \bmod L  \tag{4.4}\\ 0 & \text { otherwise }\end{cases}
$$

In other words, $\mathbf{P}^{a_{i j}}$ is an $L \times L$ binary square matrix that circularly shifts the identity matrix I to the right by $a_{i j}$ times for any integer $0 \leq a_{i j}<L$. Also, $\mathbf{P}^{-1}$ ( $\mathbf{P}^{\infty}$ in some papers) denotes the $L \times L$ zero matrix. We call $L$ the sub-block size, which is denoted as $Z$ in the standards [11].

If we wish for a parity-check matrix with larger girth, we can replace some CPMs in $\mathbf{H}$ with zero matrices of the same size to reduce the number of short cycles and possibly enlarge the girth value. This replacement is called masking. Ways of designing QC-LDPC codes with high girths can be found in [43], [42] and [44]. An extension of QC-LDPC codes called lifting, presented in [45], offers a trade-off between performance and memory efficiency.

We use two QC-LDPC codes throughout this thesis. The first is a (3,4)-regular QC-LDPC
code of length $n=36$ and $L=9$ specified by base matrix:

$$
\mathbf{E}(\mathbf{H})=\left[\begin{array}{llll}
0 & 0 & 0 & 0  \tag{4.5}\\
0 & 1 & 3 & 7 \\
0 & 2 & 6 & 5
\end{array}\right]
$$

(see [44]), which we refer to as "Code A". The second one is an irregular QC-LDPC code of length $n=1944$, rate $2 / 3$ and $L=81$ used in the 802.11 n Wi-Fi standard [11], which we refer to as "Code B". It's base matrix is specified by:

$$
\left[\begin{array}{cccccccccccccccccccccccc}
61 & 75 & 4 & 63 & 56 & - & - & - & - & - & - & 8 & - & 2 & 17 & 25 & 1 & 0 & - & - & - & - & - & -  \tag{4.6}\\
56 & 74 & 77 & 20 & - & - & - & 64 & 24 & 4 & 67 & - & 7 & - & - & - & - & 0 & 0 & - & - & - & - & - \\
28 & 21 & 68 & 10 & 7 & 14 & 65 & - & - & - & 23 & - & - & - & 75 & - & - & - & 0 & 0 & - & - & - & - \\
48 & 38 & 43 & 78 & 76 & - & - & - & - & 5 & 36 & - & 15 & 72 & - & - & - & - & - & 0 & 0 & - & - & - \\
40 & 2 & 53 & 25 & - & 52 & 62 & - & 20 & - & - & 44 & - & - & - & - & 0 & - & - & - & 0 & 0 & - & - \\
69 & 23 & 64 & 10 & 22 & - & 21 & - & - & - & - & - & 68 & 23 & 29 & - & - & - & - & - & - & 0 & 0 & - \\
12 & 0 & 68 & 20 & 55 & 61 & - & 40 & - & - & - & 52 & - & - & - & 44 & - & - & - & - & - & - & 0 & 0 \\
58 & 8 & 34 & 64 & 78 & - & - & 11 & 78 & 24 & - & - & - & - & - & 58 & 1 & - & - & - & - & - & - & 0
\end{array}\right]
$$

where we replace the $(-1)$ elements indicating the zero matrices with dash marks for better visualization. Notice that it has a double diagonal structure at the end of the matrix. It is for the purpose of low encoding complexity which we will discuss further in Section 4.3.2.

### 4.2.2 LDPC Codes for NAND flash

There are other special types of LDPC code designs that aim for specific purposes for NAND flash, one of which is the rate-compatible (RC) LDPC code [46], [47]. For flash memories, it is well known that the raw BER increases with repeated P/E cycles, thus requiring a more powerful (i.e., lower rate) code as PE cycle count increases. One approach is by puncturing


Figure 4.5: Example of a sub-blocked Tanner graph with 3 sub-blocks of length 6 interconnected by 3 joint check nodes [8].
the code, which is starting off with a low-rate code, then gradually discarding the parity bits to achieve higher rates [48]. Another approach is by extending the code, that is, to start with a good high-rate code and then successively add more parity-check bits to generate lower-rate codes [49], [50].

Another code design motivated by the storage applications is the $L D P C L$ codes (suffix L represents locality) [8]. These codes are designed to have the capability of decoding a sub-block (locally) independent of other sub-blocks for decoding speed and fall back to global decoding (i.e., decoding the entire codeword) when local decoding fails. An example of the graph of such a code is presented in Figure 4.5 where ' $L$ ' and ' $J$ ' labels denote the local and joint check nodes, respectively.

### 4.3 Encoding

Recall in Section 4.1 we addressed the basic encoding method using a generator matrix $\mathbf{G}$, as well as the fact that codewords comprise the null space of a parity check matrix $\mathbf{H}$. Thus all codewords $\mathbf{c}$ in codebook $\mathcal{C}$ must satisfy $\mathbf{H c}^{T}=\mathbf{0}$. In this section, we discuss some of the encoding methods for LDPC codes.


Figure 4.6: The approximate lower triangular form of a parity check matrix where $m=n-k$ and $g$ is typically much less than $n$ [9].

### 4.3.1 Efficient Encoding

One efficient encoding method applicable to all parity-check matrices is the efficient encoding in [9]. The number of operations required is upper bounded by $0.017^{2} n^{2}+O(n)$ where $n$ is the code length. The idea is to divide the encoding into two steps: preprocessing, which only needs to be done once, and encoding. The preprocessing step brings the parity check matrix into an approximate lower triangular form as shown in Figure 4.6. Then the encoding step can be done as described in Algorithm 2. The codeword $\mathbf{c}$ can be written as $\mathbf{c}=\left[\mathbf{s}, \mathbf{p}_{1}, \mathbf{p}_{\mathbf{2}}\right]$ where $\mathbf{s}$ is the data vector and $\mathbf{p}_{\mathbf{1}}, \mathbf{p}_{\mathbf{2}}$ are given in equation (4.8).

### 4.3.2 Double Diagonal Encoding

Another encoding method that is widely used in the existing communication standards is the double/dual diagonal encoding which exploits the double diagonal structure in the parity-check matrix of a QC-LDPC code. A double diagonal LDPC code in a narrow sense has the $m_{b} \times n_{b}$ base matrix of the form:

$$
\mathbf{E}(\mathbf{H})=[\mathbf{A} \mid \mathbf{D}]
$$

## Algorithm 2: Efficient Encoding for LDPC Codes

## STEP I :Preprocessing

Input : Full rank parity check matrix $\mathbf{H}$.
Output : An equivalent matrix in approximate lower triangular form such that $-E T^{-1} B+D$ is non-singular
1 [Triangulation] Perform row and column permutations to bring the PCM H into approximate lower triangular form:

$$
\mathbf{H}=\left[\begin{array}{lll}
A & B & T  \tag{4.7}\\
C & D & E
\end{array}\right]
$$

2 [Check Singularity] Check if $\phi=-E T^{-1} B+D$ is invertible (non-singular). Perform column permutations to make it so.

## STEP II : Encoding

Input : Input the PCM generated form the previous step and a data vector

$$
\mathbf{s} \in \mathrm{GF}(2)^{n-m}
$$

Output :Codeword $\mathbf{c}=\left[\mathbf{s}, \mathbf{p}_{1}, \mathbf{p}_{\mathbf{2}}\right], \mathbf{p}_{\mathbf{1}} \in \mathrm{GF}(2)^{g}, \mathbf{p}_{\mathbf{2}} \in \mathrm{GF}(2)^{n-g}$.
3

$$
\left\{\begin{array}{l}
\mathbf{p}_{\mathbf{1}}=\left[-\phi^{-1}\left(-E T^{-1} A+C\right) s^{T}\right]^{T}  \tag{4.8}\\
\mathbf{p}_{\mathbf{2}}=\left[-T^{-1}\left(A \mathbf{s}^{T}+B \mathbf{p}_{\mathbf{1}}{ }^{T}\right)\right]^{T}
\end{array}\right.
$$

where $m=L m_{b}=n-k, n=L n_{b}$ and the square matrix $\mathbf{D}_{m_{b} \times m_{b}}$ is the double diagonal part:

$$
\mathbf{D}_{m_{b} \times m_{b}}=\left[\mathbf{d}_{1 \times m_{b}}^{T} \mid \mathbf{D}_{m_{b} \times\left(m_{b}-1\right)}^{\prime}\right]=\left[\begin{array}{c|ccccc}
\left.d \left\lvert\, \begin{array}{lllll}
0 & & & & \\
0 & 0 & & & \\
& 0 & \ddots & & \\
\\
0 \mid & & \ddots & \ddots & \\
\\
& & & & \ddots
\end{array}\right.\right) & \\
& & & & 0 & \\
& & & & & 0
\end{array}\right]
$$

where $\mathbf{d}^{T}$ is a column vector of weight 3 and $d \in \mathbb{Z}^{++}$. IEEE 802.11 n LDPC codes are structured this way and support codeword lengths of $n=648,1296$, and 1944 with sub-block sizes $L=$ 27,54 , and 81 , respectively. The supported code rates are $1 / 2,2 / 3,3 / 4$ and $5 / 6$ and the corresponding base matrices are shown in Table D. 1 for the length $n=1944$ code.

In a broader sense, a double diagonal LDPC code can have a base matrix of the form:

$$
\mathbf{E}(\mathbf{H})=\left[\begin{array}{lll}
\mathbf{A} & \mathbf{D} & \mathbf{0} \\
\mathbf{B} & \mathbf{C} & \mathbf{I}
\end{array}\right]
$$

where $\mathbf{D}$ has the double diagonal structure discussed previously, $\mathbf{0}$ is an all-zero matrix and $\mathbf{I}$ is the identity matrix (this type is common in the 5 G NR standards). Columns $\mathbf{A}$ and $\mathbf{B}$ are the information columns; Columns $\mathbf{D}$ and $\mathbf{C}$ are the core parity columns; Columns $\mathbf{0}$ and $\mathbf{I}$ are considered as the extension parity columns. Note that, given such a base matrix, one can perform the rate matching operation to obtain a sub-PCM of another desired rate, but this is a topic reserved for another time. Below, in Algorithm 3, we will only discuss the encoding for the first type but it can be easily extended to encode the second type. We will use it throughout the rest of this thesis to encode our Code B (equation (4.6)). One can also refer to [51] [52] and [53] for more hardware-efficient encoding methods.

### 4.4 Decoding

In this section, we discuss some decoders for LDPC codes in general. We will first go through the standard LDPC decoding scheme, the belief-propagation (BP) decoding, in detail because this decoding method is closely related to our discussion of density evolution in the later sections. Next, we will discuss an approximated BP decoding called the min-sum algorithm which is a more hardware-efficient decoding method that is widely used in practice. We will describe its decoding process in pseudo-code due to its importance. Besides these two decoders, there exists a more recently proposed decoder called the finite alphabet iterative decoder (FAID) which is not directly relevant to this thesis but is worth mentioning briefly here due to its performance properties. On finite length codes, BP decoding in the low error-rate region can exhibit what is called the error floor, i.e., a flattening of the performance, due to the presence of cycles forcing

```
Algorithm 3: Double Diagonal Encoding Algorithm
    Input : A data vector \(\mathbf{s}=\left[s_{1}, s_{2}, \cdots, s_{k}\right] \in \mathrm{GF}(2)^{(1 \times k)}, L\), and a \(m_{b} \times n_{b}\) base matrix
                of the form \(\mathbf{E}(\mathbf{H})=\left[\mathbf{A}\left|\mathbf{d}^{\mathbf{T}}\right| \mathbf{D}^{\prime}\right]\) with elements \(e_{i j}\), where
                    \(k=L\left(n_{b}-m_{b}\right)\)
    Output :The codeword vector \(\mathbf{c} \in \operatorname{GF}(2)^{(1 \times n)}\)
    /* ----- Main Code ----- */
    \(\mathbf{c}=\mathbf{0}_{\left(1 \times n_{b} \cdot L\right)}\)
    \(\mathbf{c}\left[1:\left(n_{b}-m_{b}\right) L\right]=\mathbf{s}\)
    for \(i=1 \rightarrow m_{b}\) do
        for \(j=1 \rightarrow n_{b}-m_{b}\) do
                \(\mathbf{t}_{1 \times L}=\bmod 2\left\{\mathbf{t}+\operatorname{shift}\left(\mathbf{c}[(j-1) L+1: j L], e_{i j}\right)\right\}\)
    end
    end
    \(r=\) the index of the 0 element in \(\mathbf{d}^{T}\)
    \(p=e_{r,\left(n_{b}-m_{b}+1\right)}\)
    \(\mathbf{c}\left[\left(n_{b}-m_{b}\right) L+1:\left(n_{b}-m_{b}+1\right) L\right]=\operatorname{shift}(\mathbf{t}, L-p)\)
    for \(i=1 \rightarrow m_{b}\) do
    \(\mathbf{t}=\mathbf{0}_{(1 \times L)}\)
    for \(j=1 \rightarrow n_{b}-m_{b}+i\) do
        \(\mathbf{t}=\bmod 2\left\{\mathbf{t}+\operatorname{shift}\left(\mathbf{c}[(j-1) \cdot L+1: j \cdot L], e_{i j}\right)\right\}\)
        end
        \(\mathbf{c}\left[\left(n_{b}-m_{b}+i\right) L+1:\left(n_{b}-m_{b}+i+1\right) L\right]=\mathbf{t}\)
    end
    /* ----- Functions ----- */
    Function \(\mathbf{y}=\operatorname{shift}(\mathbf{x}, k):\)
    if if \(k==-l\) then
        \(\mathbf{y}=\mathbf{0}_{(1 \times \operatorname{length}(\mathbf{x}))}\)
    else
        \(\mathbf{y}=[\mathbf{x}(k+1:\) end \() \mathbf{x}(1: k)]\)
    end
    return
```

the decoding process to converge to trapping sets. FAIDs were introduced to overcome this problem [54], [55]. They are designed to optimize the error-correcting capability in the error floor region [56].

### 4.4.1 Belief Propagation

A common decoding scheme for LDPC codes is the Belief Propagation (BP) decoding [29], also known as the sum-product algorithm and a sub-class of message passing algorithms. It is a soft-input soft-output iterative algorithm that passes probability messages, or "beliefs", along the edges of a Tanner graph (see Figure 4.3).

In the case of decoding LDPC codes specified by the $m \times n$ PCM H, each variable node (VN) takes real values (a priori information) from the channel along with the latest communicated values from its connecting check nodes (CNs). It then computes updated information to send to each of its connecting CNs. Each CN, which represents a parity-check constraint of the code, then computes updated information from its received messages to return to its connecting VNs. This process make up one decoding iteration.

Let us use $\mathrm{m}_{\mathrm{v}_{j} \mathrm{c}_{i}}^{(l)}$ and $\mathrm{m}_{\mathrm{c}_{i} \mathrm{v}_{j}}^{(l)}$ to denote the messages passed from $\mathrm{VN}_{j}$ to $\mathrm{CN} \mathrm{c}_{i}$ and from $\mathrm{CN}_{i}$ to $\mathrm{VN}_{j}$, respectively, at iteration $l$ where $i \in\{1,2, \cdots, m\}$ and $j \in\{1,2, \cdots, n\}$. Also let $\mathbf{x}=\left(x_{1}, x_{2}, \cdots, x_{n}\right) \in \operatorname{GF}(2)^{1 \times n}$ denote the codeword and $\mathbf{y}=\left(y_{1}, y_{2}, \cdots, y_{n}\right) \in \mathbb{R}^{1 \times n}$ be the received vector. Initially at iteration 0 , each $\mathrm{VN}_{j}$ calculates the log-likelihood ratios (LLRs) defined as $\ell^{(c h)}$ :

$$
\begin{equation*}
\ell_{j}^{(\text {ch })}=\ln \left(\frac{\operatorname{Pr}\left(x_{j}=0 \mid y_{j}\right)}{\operatorname{Pr}\left(x_{j}=1 \mid y_{j}\right)}\right) \tag{4.9}
\end{equation*}
$$

where $\operatorname{Pr}\left(x_{j}=0 \mid y_{j}\right)$ and $\operatorname{Pr}\left(x_{j}=1 \mid y_{j}\right)$ are the conditional probabilities of $x_{j}=0$ and $x_{j}=1$ given $y_{j}$, respectively. Intuitively, we can think of the magnitude of LLRs as the amount of confidence or certainty that a bit is 0 or 1 . If the LLR $>0$, then the decision of the bit is 0 . Otherwise, the decision of the bit is 1 . The job of the BP decoder is to iteratively update these LLRs by passing them between the VNs and CNs to obtain the output.

## VN Update Rule

Let's first discuss the VN update rule, i.e., the calculation of the message passed from VN to $\mathrm{CNs}\left(\mathrm{m}_{\mathrm{v} j} \mathrm{c}_{\mathrm{i}}\right)$. One important feature of BP decoding is that only extrinsic information is being passed, e.g., when calculating $\mathrm{m}_{\mathrm{v}_{j} c_{i}}^{(l)}, \mathrm{m}_{c_{i} \mathrm{v}_{j}}^{(l-1)}$ is excluded from consideration and vice versa with the superscripts of the message swapped. To give an example, let us consider the case depicted in Figure 4.7a where $\mathrm{VN}_{j}$ is of degree 3 with edges $\left(e_{1}, e_{2}, e_{3}\right) \in \mathcal{E}_{j}$ connecting $\mathrm{CNs} \mathrm{c}_{i}, \mathrm{c}_{6}$, and $c_{7}$. The message $v_{j}$ passes to $c_{i}$ is:

$$
\mathrm{m}_{\mathrm{v}^{\prime} c_{i}}^{(l)}=\ell_{j}^{(c h)}+\ell_{e_{2}}^{(l-1)}+\ell_{e_{3}}^{(l-1)}
$$

As you can see, we are excluding $\ell_{e_{1}}^{(l-1)}$ from the summation. Note that in our notation, $\ell_{e_{2}}^{(l-1)} \equiv$ $\ell_{6}^{(l-1)}$ and $\ell_{e_{3}}^{(l-1)} \equiv \ell_{7}^{(l-1)}$. Extending to general cases, the VN messages are given by:

$$
\begin{equation*}
\mathrm{m}_{\mathrm{v}_{j} c_{i}}^{(l)}=\ell_{j}^{(c h)}+\sum_{e_{d} \in \mathcal{E} \backslash\left\{e_{d}=i\right\}} \ell_{e_{d}}^{(l-1)} \tag{4.10}
\end{equation*}
$$

where $\ell^{(0)}$ is initialized to 0 .

## CN Update Rule

To explain the CN update rule for message $\mathrm{m}_{\mathrm{c}_{i} \mathrm{~V}_{j}}^{(l)}$, let us consider another simple example depicted in Figure 4.7 b where a $\mathrm{CN} \mathrm{c}_{5}$ is connected to three other $\mathrm{VNs} \mathrm{v}_{1}, \mathrm{v}_{6}$ and $\mathrm{v}_{7}$ via edges $\left(e_{1}, e_{2}, e_{3}\right) \in \mathcal{E}_{5}$ and we wish to compute $\mathrm{m}_{\mathrm{c}_{5} \mathrm{~V}_{1}}^{(l)}$. For simplicity, all messages are expressed as likelihood ratios (LRs) denoted as $\mathcal{L}$, rather than LLRs. We have:

$$
\left\{\begin{array}{l}
\mathcal{L}_{6}=\frac{\operatorname{Pr}\left(x_{6}=0 \mid y_{6}\right)}{\operatorname{Pr}\left(x_{6}=1 \mid y_{6}\right)} \triangleq \frac{p 6_{0}}{p 6_{1}} \\
\mathcal{L}_{7}=\frac{\operatorname{Pr}\left(x_{7}=0 \mid y_{7}\right)}{\operatorname{Pr}\left(x_{7}=1 y_{7}\right)} \triangleq \frac{p 7_{0}}{p 7_{1}}
\end{array}\right.
$$

and

$$
\begin{align*}
\mathcal{L}_{6} \oplus \mathcal{L}_{7} & \equiv \mathcal{L}_{e_{2}} \oplus \mathcal{L}_{e_{3}} \\
& =\frac{p 6_{1} p 7_{1}+p 6_{0} p 7_{0}}{p 6_{0} p 7_{1}+p 6_{1} p 7_{0}}=\frac{1+\frac{p 6_{0} p 7_{0}}{p 6_{1} p 7_{1}}}{\frac{p 6_{0}}{p 6_{1}}+\frac{p 0_{0}}{p 7_{1}}}=\frac{1+\mathcal{L}_{6} \mathcal{L}_{7}}{\mathcal{L}_{6}+\mathcal{L}_{7}}=\frac{2+2 \mathcal{L}_{6} \mathcal{L}_{7}}{2\left(\mathcal{L}_{6}+\mathcal{L}_{7}\right)} \\
& =\frac{\left(\mathcal{L}_{6}+1\right)\left(\mathcal{L}_{7}+1\right)+\left(\mathcal{L}_{6}-1\right)\left(\mathcal{L}_{7}-1\right)}{\left(\mathcal{L}_{6}+1\right)\left(\mathcal{L}_{7}+1\right)-\left(\mathcal{L}_{6}-1\right)\left(\mathcal{L}_{7}-1\right)}  \tag{4.11}\\
& =\frac{1+\frac{\mathcal{L}_{6}-1}{\mathcal{L}_{6}+1} \frac{\mathcal{L}_{7}-1}{\mathcal{L}_{\mathcal{L}}+1}}{1-\frac{\mathcal{L}_{6}-1}{\mathcal{L}_{6}+1} \frac{\mathcal{L}_{7}-1}{\mathcal{L}_{7}+1}}
\end{align*}
$$

where $\oplus$ denotes the addition operation in modulo 2, equivalent to the XOR operation. Thus in general, when the $\mathrm{CN} \mathrm{c}_{i}$ has $d_{c}$ connecting edges $\mathcal{E}_{i}=\left(e_{1}, e_{2}, \ldots e_{d_{c}}\right)$ connected to VNs $\mathrm{v}_{e_{d}}$, the message $\mathrm{m}_{\mathrm{c}_{i} \mathrm{v}_{j}}^{(l)}$ is given by:

Moreover, coming back to working with LLRs (i.e., $\ell=\ln \mathcal{L}$ ), we have:

$$
\frac{\mathcal{L}-1}{\mathcal{L}+1}=\tanh \left(\frac{\ell}{2}\right)
$$

and finally, the LLR update rule at CNs is given by:

$$
\begin{align*}
\mathrm{m}_{c_{i} \mathrm{v}_{j}}^{(l)} & =2 \tanh ^{-1}\left(\prod_{e_{d} \in \mathcal{E}_{i} \backslash\left\{e_{d}=j\right\}} \tanh \left(\frac{\ell_{e_{d}}^{(l-1)}}{2}\right)\right) \\
& =2 \tanh ^{-1}\left[\exp \left(\sum_{e_{d} \in \mathcal{F}_{i} \backslash\left\{e_{d}=j\right\}} \ln \left[\tanh \left(\frac{\ell_{e_{d}}^{(l-1)}}{2}\right)\right]\right)\right] \tag{4.13}
\end{align*}
$$

Given equations (4.10) and (4.13), the iterations are repeated accordingly, usually until either the maximum number of iterations $l_{\max }$ is reached or the average magnitude of LLR values


Figure 4.7: A simple example of message passing at a (a) VN and (b) CN, both of degree 3 . We use $e_{d}$ to denote the $d^{t h}$ edge in our consideration. $\ell$ and $\mathcal{L}$ are the LLR and LR messages passed along the edges, respectively. $\ell^{(c h)}$ denotes the observed channel values.
exceeds a certain threshold. As such, we show the complete decoding process in Algorithm 4.

### 4.4.2 Min-sum decoding

Although BP decoding gives good performance, it is considered too computationally expensive for hardware implementation due to the floating point calculations. An approximated method that deals only with positive real numbers and XOR operations, the min-sum (MS) algorithm greatly reduces the complexity of BP [57] [58]. Thus we will briefly present the essence of this algorithm below (Algorithm 5). The reader should acknowledge the fact that while MS is hardware efficient, its ultimate performance is often much worse than that of BP. To compensate for this degradation, a linear post processing (normalization) of the check node messages can be effective [59] [60]. The optimal normalization factor can be found using density evolution methods such that it achieves near BP decoding capability. In [61], an improved 2D normalization method for MS decoding is presented that gives considerably better performance than standard MS and 1D normalized MS decoding.

In the min-sum algorithm, we use $\mathbf{S}$ to denote a storage matrix of the same size as the

```
Algorithm 4: Belief Propagation Decoding Algorithm
    Input :The received LLR vector \(\mathbf{y}=\left[y_{1}, y_{2}, \cdots, y_{n}\right] \in \mathbb{R}^{(1 \times n)}\) given by the channel,
                the \(m \times n\) PCM H and \(l_{\text {max }}\).
    Output:The decoded codeword \(\mathbf{c}^{\prime} \in \mathrm{GF}(2)^{(1 \times n)}\)
    /* ----- Initialization ----- */
    Set iteration count \(l=0\);
    Initialize two \(m \times n\) storage matrix \(\mathbf{V}=\mathbf{C}=\mathbf{H}\);
    Set \(\tilde{v}_{i j}\), the non-zero entries of \(\mathbf{V}\), to be \(y_{j}\) for all \(j \in[1, n]\);
    /* ----- Message Passing Loop ----- */
    while \(l<l_{\max }\) do
        /* ----- vN update \(\mathbf{C}\)----- */
        for all non-zero entry \((i, j)\) pairs do
            \(\tilde{c}_{i j}=\mathrm{m}_{\mathrm{v} j c_{i}}^{(l)}\) given by equation (4.10);
        end
        /* ----- CN update \(\mathbf{V}\)----- */
        for all non-zero entry \((i, j)\) pairs do
            \(\tilde{v}_{i j}=\mathrm{m}_{\mathrm{c}_{i} \mathrm{v}_{j}}^{(l)}\) given by equation (4.13);
        end
        \(l++\);
    end
    /* ----- Decode LLR to Binary ----- */
    for \(j=1 \rightarrow n\) do
        \(c_{j}^{\prime}=\operatorname{avg}(\) non-zero entries of column \(j\) in \(\mathbf{C}) ;\)
    end
    \(\mathbf{c}^{\prime}=\mathbf{c}^{\prime}<0 ;\)
```

parity-check matrix of the code $\mathbf{H} \in \mathrm{GF}(2)^{(n-k) \times n}$. We let $h_{i j}$ and $s_{i j}$ denote the entries in $\mathbf{H}$ and $\mathbf{S}$ respectively. Also we let $\tilde{s}_{i j}$ denote the non-zero entries in $\mathbf{S}$. The main loop of the algorithm generally consist of two parts, row operation and column operation, and is fully described in Algorithm 5.

### 4.5 Density Evolution

Density evolution, proposed in [62], is the most powerful analytical asymptotic tool for determining the capacity for LDPC codes under message passing decoding algorithms. It relies

```
Algorithm 5: Min-sum Decoding Algorithm
    Input :The received vector \(\mathbf{r}=\left[r_{1}, r_{2}, \cdots, r_{n}\right]\) given by the channel.
    Output: The decoded codeword \(\mathbf{c}^{\prime} \in \mathrm{GF}(2)^{(1 \times n)}\)
    /* ----- Initialization ----- */
    1 Set iteration count \(l=0\) and maximum iteration number \(l_{\max }\);
    Initialize a \((n-k) \times n\) storage matrix \(\mathbf{S}=\left\{\begin{array}{ll}s_{i j}=r_{j} & \text { if } h_{i j}=1 \\ s_{i j}=0 & \text { otherwise }\end{array} ;\right.\)
    while \(l<l_{\max }\) do
        /* ----- Row Operation ----- */
        for \(i=1 \rightarrow(n-k)\) do
            \(\min _{1}=\) minimum absolute value of all non-zero entries in row \(i\);
            \(\min _{2}=\) the next minimum absolute value;
                sign \(=\left\{\begin{array}{ll}+1 & \text { if } \prod_{j=1}^{n} \tilde{s}_{i j}>0 \\ -1 & \text { otherwise }\end{array} ;\right.\)
                Set magnitude of all \(\tilde{s}_{i j}=\min _{1}\);
                Set magnitude of the original \(\min _{1}\) value \(=\min _{2}\);
                Element-wise multiplication of row \(i\) with sign;
        end
        /* ----- Column Operation ----- */
        for \(j=1 \rightarrow n\) do
            \(c_{j}^{\prime}=r_{j}+\sum_{i=1}^{n-k} s_{i j} ;\)
            // Update codeword
            for \(i=1 \rightarrow(n-k)\) do
                \(\hat{s}_{i j}=c_{j}^{\prime}-\hat{s}_{i j} ;\)
            end
        end
        \(l++\);
    end
    /* ----- Decode LLR to Binary ----- */
    \(\mathbf{0} \mathbf{c}^{\prime}=\mathbf{c}^{\prime}<0\);
```

on the assumption of message independence, which can be satisfied as the codeword length tends to infinity such that the corresponding graph is close to cycle-free. Another important assumption is the channel symmetry. This is the reason for Section 3.3.2 where we established a symmetric channel labeling (SCL) specifically for MLC LSB channels in the flash memory scenario. In this section, we will first introduce the fundamentals of the standard (continuous) density evolution,
followed by an approximated method called the Gaussian approximation method that greatly simplifies the process for BAWGNC [63].

### 4.5.1 Standard Density Evolution

Given the VN and CN update rules (equations 4.10 and 4.13), suppose we let $p_{\mathrm{v}}^{(l)}$ and $p_{\mathrm{c}}^{(l)}$ denote the probability density functions (pdf) of VNs and CNs, respectively at iteration $l$. Then we have the density function $p_{\mathrm{v}}^{(l)}$ of the outgoing LLRs at the variable node v :

$$
\begin{equation*}
p_{\mathrm{v}}^{(l)}=p^{(c h)} \circledast\left[p_{\mathrm{c}}^{(l-1)}\right]^{\circledast\left(d_{v}-1\right)} \tag{4.14}
\end{equation*}
$$

where $p^{\circledast n}$ is a short hand for the pdf p convolved with itself $n-1$ times (e.g., $p^{\circledast 3} \equiv p \circledast p \circledast p$ ), $p^{(c h)}$ denotes the pdf given by the channel LLRs and $d_{v}$ denote the degree of the target VN v . On the other hand, the density $p_{c}^{(l)}$ of the outgoing LLRs at the check node $c$ is given by:

$$
\begin{equation*}
p_{\mathrm{c}}^{(l)}=\Gamma^{-1}\left(\left[\Gamma\left(p_{\mathrm{v}}^{(l-1)}\right)\right]^{\circledast\left(d_{c}-1\right)}\right) \tag{4.15}
\end{equation*}
$$

where $\Gamma(\cdot)$ is an invertible operator on probability densities defined in [10]. Furthermore, with:

$$
\begin{aligned}
& \lambda(p) \triangleq \sum_{i \geq 2} \lambda_{i}(p)^{\circledast(i-1)} \\
& \rho(p) \triangleq \sum_{i \geq 2} \rho_{i}(p)^{\circledast(i-1)}
\end{aligned}
$$

where $\lambda_{i}$ and $\rho_{i}$ are as defined in equation (4.1), we have the updating equation of VN densities:

$$
\begin{equation*}
p_{\mathrm{v}}^{(l)}=p^{(c h)} \circledast \lambda\left[\Gamma^{-1}\left(\rho\left[\Gamma\left(p_{\mathrm{v}}^{(l-1)}\right)\right]\right)\right] \tag{4.16}
\end{equation*}
$$

While performing density evolution analysis, we usually assume that all-0 codeword is being transmitted. Naturally, with the conventional BPSK mapping where symbols '0' and '1'
get mapped to positive values and negative values, respectively, we have the probability of error after $l$ iterations given by:

$$
\begin{equation*}
P_{e}^{(l)}=\int_{-\infty}^{0} p_{\mathrm{v}}^{(l)}(z) d z \tag{4.17}
\end{equation*}
$$

A graphical example that visualizes the density evolution process borrowed from [10] is given in Figure 4.8 for a code with degree distributions:

$$
\begin{align*}
\lambda(x)= & 0.212332 x+0.197596 x^{2}+0.0142733 x^{4}+0.0744898 x^{5}+0.0379457 x^{6} \\
& +0.0693008 x^{7}+0.086264 x^{8}+0.00788586 x^{10}+0.0168657 x^{11}+0.283047 x^{30}  \tag{4.18}\\
\rho(x)= & x^{8}
\end{align*}
$$

Since the channel is a BAWGNC with noise variance $\sigma^{2}=0.93^{2}$, the channel density function $p^{(c h)} \sim \mathcal{N}\left(\frac{2}{\sigma^{2}}, \frac{4}{\sigma^{2}}\right)$ as depicted in the upper left corner of the figure $p_{\mathrm{v}}^{(0)}=p^{(c h)}$. The $p_{c}^{(0)}$ is always initialized as a unit-impulse with all its mass at 0 because the initial message from any CN is 0 . We can observe that, with the assumption of all- 0 codeword being transmitted, both $p_{\mathrm{v}}$ and $p_{\mathrm{c}}$ densities gradually shift towards the right as iteration progresses. Intuitively, this indicates that the decoder becomes more confident in its decision, while simultaneously having larger fraction of bits being decided as the '0' symbol, i.e., reducing $P_{e}$.

### 4.5.2 Gaussian Approximation

A method that greatly simplifies the process of density evolution is called Gaussian approximation proposed in [63]. It treats the messages exchanged in BP decoding as Gaussian random variables with mean $\mu$ and variance $2 \mu$. By doing so, we only need to track the mean throughout each iteration since it fully specifies the entire LLR density function. Equation (4.10) simply becomes

$$
\begin{equation*}
\mu_{\mathrm{v}}^{(l)}=\mu^{(c h)}+\left(d_{v}-1\right) \mu_{\mathrm{c}}^{(l-1)} \tag{4.19}
\end{equation*}
$$












Figure 4.8: The evolution of the LLR densities at the VNs (left column) and CNs (right column) for iterations $l=0,5,10,50$, and 140 corresponding to each row from top to bottom, for BAWGNC with noise variance $\sigma^{2}=0.93^{2}$ with a code specified by the degree distribution in equation (4.18) [10].
where $\mu_{\mathrm{v}}^{(l)}, \mu_{\mathrm{c}}^{(l)}$ and $\mu^{(c h)}$ denote the mean of the density functions $p_{\mathrm{v}}^{(l)}, p_{\mathrm{c}}^{(l)}$, and $p^{(c h)}$, respectively. The indices $j$ are omitted because $\mathrm{v}_{j}$ 's are i.i.d. for $1 \leq i<d_{v}$. And in general, the VN update rule becomes:

$$
\begin{equation*}
\mu_{\mathrm{v}}^{(l)}=\sum_{i} \lambda_{i}\left[\mu^{(c h)}+i \cdot \mu_{\mathrm{c}}^{(l-1)}\right] \tag{4.20}
\end{equation*}
$$

The update mean $\mu_{\mathrm{c}}^{(l)}$ can be calculated by taking the expected value on both sides of equation (4.13)

$$
\begin{equation*}
\mathbb{E}\left[\tanh \frac{\mathrm{m}_{\mathrm{cv}}^{(l)}}{2}\right]=\mathbb{E}\left[\tanh \frac{\mathrm{m}_{\mathrm{vc}}^{(l)}}{2}\right]^{d_{c}-1} \tag{4.21}
\end{equation*}
$$

and since we're approximating $m_{c v}$ as Gaussian $\mathcal{N}\left(\mu_{\mathrm{c}}, 2 \mu_{\mathrm{c}}\right)$, the expectation $\mathbb{E}\left[\tanh \frac{m_{\mathrm{cv}}}{2}\right]$ depends only on the mean $\mu_{c}$ :

$$
\begin{equation*}
\mathbb{E}\left[\tanh \frac{\mathrm{m}_{\mathrm{cv}}}{2}\right]=\frac{1}{\sqrt{4 \pi \mu_{\mathrm{c}}}} \int_{\mathbb{R}} \tanh \frac{\mathrm{m}_{\mathrm{cv}}}{2} \exp \left[-\frac{\left(\mathrm{m}_{\mathrm{cv}}-\mu_{\mathrm{c}}\right)^{2}}{4 \mu_{\mathrm{c}}}\right] d \mathrm{~m}_{\mathrm{cv}} \tag{4.22}
\end{equation*}
$$

If we let $f(\mu)$ be:

$$
f(\mu)= \begin{cases}1-\frac{1}{\sqrt{4 \pi \mu}} \int_{\mathbb{R}} \tanh \frac{u}{2} \exp \left[-\frac{(u-\mu)^{2}}{4 \mu}\right] d u, & \text { if } \mu>0 \\ 1, & \text { if } \mu=0\end{cases}
$$

then $f(\mu)$ can be approximated by $\phi(\mu)$ [63]:

$$
\phi(\mu)= \begin{cases}e^{-0.4527 \mu^{\mu .86}}+0.0218 & \mu<10 \\ \sqrt{\frac{\pi}{\mu}} e^{-\frac{\mu}{4}}\left(1-\frac{20}{7 \mu}\right), & \mu \geq 10\end{cases}
$$

The corresponding CN update rule at one specific CN with degree $d_{c}$ is:

$$
\begin{equation*}
\mu_{\mathrm{c}}^{(l)}=\phi^{-1}\left(1-\left[1-\phi\left(\mu_{\mathrm{v}}^{(l-1)}\right)\right]^{d_{c}-1}\right) \tag{4.23}
\end{equation*}
$$

Averaging over all check node degrees, we have the CN update rule as:

$$
\begin{equation*}
\mu_{\mathrm{c}}^{(l)}=\sum_{j} \rho_{j} \phi^{-1}\left(1-\left[1-\phi\left(\mu_{\mathrm{v}}^{(l-1)}\right)\right]^{j-1}\right) \tag{4.24}
\end{equation*}
$$

Finally, given degree distribution of the code $[\lambda(x), \rho(x)]$, with equations (4.20) and (4.24) we have the following update equation:

$$
\begin{equation*}
\mu_{\mathrm{c}}^{(l)}=\sum_{j} \rho_{j} \phi^{-1}\left(1-\left[1-\sum_{i} \lambda_{i} \phi\left(\mu^{(c h)}+(i-1) \mu_{\mathrm{c}}^{(l-1)}\right)\right]^{j-1}\right) \tag{4.25}
\end{equation*}
$$

Figure 4.9 shows an example of the evolution of $P_{e}$ throughout each message-passing iteration using Gaussian approximation with a (3, 6)-regular LDPC code and different noise parameters $\sigma$, where $P_{e}$ is given by $\Phi\left(\frac{-\mu_{\mathrm{v}}}{\sigma}\right)$ and $\Phi(\cdot)$ is the cumulative distribution function (CDF) of the standard normal distribution $(\mathcal{N}(0,1))$. Overall, Gaussian approximation serves as an alternative analysis method for the additive white Gaussian noise channel reducing what used to be the evolution of infinite-dimensional density space into the evolution in a single parameter. However, the MSB and LSB flash memory channels are not AWGN channels, so Gaussian approximation is not applicable. Therefore, in the next chapter, we discuss a more relevant computational method, discretized density evolution.


Figure 4.9: Evolution of probability of errors $P_{e}$ given by Gaussian approximation methods of a $(3,6)$-regular LDPC code with different noise parameters $\sigma$.

## Chapter 5

## Read Threshold and LDPC Codes

In this chapter, we discuss the approach of using density evolution as an analytical method of refining the read threshold positions such that it gives the minimum BER possible, as shown in Figure 5.1. This approach was proposed in [19], where a brute force search was used to identify optimal read thresholds for use with an LDPC code. In an attempt to reproduce the results in [19], we developed an alternative, algorithmic approach to to the problem and systematically explored several technical issues that arise in the application of density evolution in this context. We will discuss the individual components of our approach in succession from a system point of view. We begin with the read signal noise variance $N_{0}=\sigma^{2}$, represented by an SNR value. This is the input to the channel quantizer, where the finite discrete channel LLR pmfs, denoted as $\mathrm{p}^{(c h)}$, are computed using a split-ratio quantization method, to be discussed in more detail below. Then we use the discretized density evolution (DDE) method introduced in [20] as a proxy for bit error rate (BER), followed by the implementation of gradient descent to gradually adjust the read positions. This process is repeated until it reaches the near-optimal positions, i.e., when the gradient computed is close to zero, indicating that a local minimum has been reached. Towards the end of this chapter, we will provide our simulation parameters as well as results and discussions.


Figure 5.1: Block diagram of read threshold optimization using density evolution.

### 5.1 Discretized Density Evolution

In [20], an improved implementation of density evolution is developed called the discretized density evolution (DDE) which is able to model the exact behavior of discretized sum-product decoding on quantized AWGN channels. The input to the DDE are the channel LLR pmfs which are dictated by both SNR (i.e., noise variance $\sigma^{2}$ ) and the position of read thresholds $\gamma$. We use the MLC NAND flash scenario, 2 bits (MSB and LSB) per symbol, while using the symmetric channel labeling (SCL) as discussed in Section 3.3.2 (see Figure 5.2). The LLRs are computed as

$$
\begin{aligned}
& \ell_{\mathrm{MSB}}^{(\mathrm{ch})}=\ln \left(\frac{\int_{R_{i}}\left(f_{01}(v)+f_{00}(v)\right) d v}{\int_{R_{i}}\left(f_{10}(v)+f_{11}(v)\right) d v}\right) \\
& \ell_{\mathrm{LSB}}^{(\mathrm{ch})}=\ln \left(\frac{\int_{R_{i}}\left(f_{10}(v)+f_{00}(v)\right) d v}{\int_{R_{i}}\left(f_{11}(v)+f_{01}(v)\right) d v}\right),
\end{aligned}
$$

represent the messages being passed along the edges of the graph.
Note that the LSB channel and MSB channel are entirely distinct and and hence should be analyzed separately. Howver, we will mainly deal with the LSB channel since it is shown in Figure 3.11 that the LSB channel is more degraded than MSB, which makes it the bottleneck in improving the BER.


Figure 5.2: The MLC-SCL channel probability distributions with $m$ read thresholds.

### 5.1.1 Split Ratio Quantization

The first step is quantization. As we know, the core of density evolution revolves around keeping track of the LLR densities at the CNs and VNs. However for hardware implementations and computer simulations, we could never store continuous and unbounded data without some modifications. Thus the quantization is used regularly to convert continuous LLR pdfs into discrete and finite LLR pmfs. For a message $w$, the standard quantization generates the quantized message $Q(w)=\hat{w}$, defined as:

$$
\hat{w} \equiv Q(w)= \begin{cases}\left\lfloor\frac{w}{\Delta}+\frac{1}{2}\right\rfloor \cdot \Delta, & \text { if } w \geq \frac{\Delta}{2}  \tag{5.1}\\ \left\lceil\frac{w}{\Delta}-\frac{1}{2}\right\rceil \cdot \Delta, & \text { if } w \leq \frac{\Delta}{2} \\ 0, & \text { otherwise }\end{cases}
$$

where $\Delta$ is the quantization interval. The pmf value $P(w)$ associated with $w$ is then assigned to $Q(w)$. However, in our DDE implementation, we observed fluctuations in the DDE output due to the use of this quantization. Therefore, we introduced a modified quantization method, which we call split ratio quantization (SRQ), whereby the pmf value associated to $w$ is split between adjacent quantization points in inverse proportion to the distance of $w$ to those points. We refer to Figure 5.3, where original data point is at position $w$ with value $P(w)$. The quantized pmf
under SRQ has two components at positions $Q_{l}(w)$ and $Q_{l}(w)$ with values $P_{l}(w)=\frac{b}{(a+b)} P(w)$ and $P_{r}(w)=\frac{a}{(a+b)} P(w)$, respectively.


Figure 5.3: Split ratio quantization (SRQ).

The effect of this method can be observed in Figure 5.4 where we show the LSB channel pmfs before and after applying SRQ. In Figure 5.4a, the LLR pmfs for gaps $=0.347$ to 0.350 have almost identical non-zero value at $\operatorname{LLR}=3.15$ while the $\operatorname{LLR}$ pmfs for gap $=0.351$ to 0.353 have almost identical non-zero value at the next quantization point $\operatorname{LLR}=3.20$. This sharp transition between the gap $=0.350$ and the gap $=0.351$ is the source of the observed fluctuations. After applying SRQ, as shown in Figure 5.4b, the transition is smoothed out and fluctuations are significantly reduced. This is important because later on, when we implement gradient descent on top of this, even the slightest fluctuations will result in the creation of local minima traps and prevent us from converging to the global minimum we want.

### 5.1.2 Finite LLR-pmf Operations

With the quantization method established for the discretized LLR pmfs, we now need to address the issue of representing the pmfs using only a finite number of values. We follow the recommendation of $[10]$ where we only store the LLR range of $\Delta[-N, N]_{\mathbb{Z}}$. We use p to

(b) After SRQ.

Figure 5.4: The effect of SRQ is to smooth out the transition of LSB channel LLR densities, where $\Delta=0.05$.
denote this pmf of length $2 N+1$. If we convolve two such $\mathrm{pmfs}, \mathrm{p}_{a}$ and $\mathrm{p}_{b}$, the size of these pmfs are usually really large, therefore the use of an efficient convolution method is a must. We use the FFT-based convolution where the output $\operatorname{pmf}_{\mathrm{p}_{c}}=\mathrm{p}_{a} \otimes \mathrm{p}_{b}=\operatorname{IFFT}\left\{\operatorname{FFT}\left\{\mathrm{p}_{a}\right\} \operatorname{FFT}\left\{\mathrm{p}_{b}\right\}\right\}$ of length $4 N+1$ supported on $\Delta[-2 N, 2 N]_{\mathbb{Z}}$. This pmf $\mathrm{p}_{c}$ can be divided into three parts: $\Delta[-2 N,-(N+1)]_{\mathbb{Z}}, \Delta[-N, N]_{\mathbb{Z}}$ and $\Delta[N+1,2 N]_{\mathbb{Z}}$. The first part $\left(\Delta[-2 N,-(N+1)]_{\mathbb{Z}}\right)$ can be neglected if the pmfs are symmetric (in the sense of [10]) and if $(N+1) \Delta$ is sufficiently large, which are both satisfied in our case. It is recommended that the probability mass on the last part be stored either at $\Delta N$ or separately; we choose the first approach. The resulting convolution operation on finite pmfs produces an output with the same length as the inputs.

### 5.1.3 Discretized Density Update

The core of DDE [20] is updating the discretized LLR densities, i.e., the finite LLR pmfs discussed previously. In Chapter 4, Section 4.4.1 we discussed the VN update rule under BP decoding. Those rules can be converted to the discrete version:

$$
\begin{equation*}
\mathrm{p}_{\mathrm{v}}=\mathrm{p}^{(c h)} \otimes\left(\mathrm{p}_{\mathrm{c}}^{\otimes\left(d_{v}-1\right)}\right) \tag{5.2}
\end{equation*}
$$

where $p_{v}$ and $p_{c}$ are the pmf of VN and CN respectively.
As for the CN update equation, we recall the definition of $\mathcal{R}$-operator from [20] for two quantized messages $\hat{w_{1}}$ and $\hat{w_{2}}$ :

$$
\mathcal{R}\left(\hat{w}_{1}, \hat{w}_{2}\right)=Q\left[2 \tanh ^{-1}\left(\tanh \frac{\hat{w}_{1}}{2} \tanh \frac{\hat{w}_{2}}{2}\right)\right]
$$

Then if $\hat{w_{3}}=\mathcal{R}\left(\hat{w}_{1}, \hat{w_{2}}\right)$, then the pmf associated with this message is given by:

$$
\begin{equation*}
\mathrm{p}_{\hat{w_{3}}}[k]=\sum_{(i, j): k \Delta=\mathcal{R}(i \Delta, j \Delta)} \mathrm{p}_{\hat{\hat{w}_{1}}}[i] \mathrm{p}_{\hat{w_{2}}}[j] \tag{5.3}
\end{equation*}
$$

which we further denote as $\mathrm{p}_{\hat{w_{3}}}=\mathcal{R}\left(\mathrm{p}_{\hat{w_{1}}}, \mathrm{p}_{\hat{w}_{2}}\right)$. For a CN with degree $d_{c}$, we have $\mathrm{p}_{\mathrm{c}}=$ $\mathcal{R}\left(\mathrm{p}_{\mathrm{v}}, \mathcal{R}\left(\mathrm{p}_{\mathrm{v}}, \cdots, \mathcal{R}\left(\mathrm{p}_{\mathrm{v}}, \mathrm{p}_{\mathrm{v}}\right), \cdots\right)\right) \equiv \mathcal{R}^{\left(d_{c}-1\right)} \mathrm{p}_{\mathrm{v}}$ since all $\mathrm{p}_{\mathrm{v}_{i}}$ 's are i.i.d for $1 \leq i<d_{c}$. By defining:

$$
\begin{gathered}
\lambda(\mathrm{p}) \triangleq \sum_{i \geq 2} \lambda_{i}\left[\mathrm{p}^{\otimes(i-1)}\right] \\
\rho(\mathrm{p}) \triangleq \sum_{j \geq 2} \rho_{j}\left[\mathcal{R}^{(j-1)} \mathrm{p}\right]
\end{gathered}
$$

we can describe the DDE update rule as

$$
\begin{equation*}
\mathrm{p}_{\mathrm{c}}^{(l+1)}=\rho\left[\mathrm{p}^{(c h)} \otimes \lambda\left(\mathrm{p}_{\mathrm{c}}^{(l)}\right)\right] \tag{5.4}
\end{equation*}
$$

where $\mathrm{p}_{\mathrm{c}}^{(0)}$ is a unit impulse at $\mathrm{LLR}=0$.
The corresponding probability of error at iteration $l$, is given by:

$$
\begin{equation*}
P_{e}^{(l)}=\sum_{k=-N}^{0} \mathrm{p}_{\mathrm{v}}^{(l)}[k] \tag{5.5}
\end{equation*}
$$

### 5.1.4 Pre-computing R-List

In equation 5.3 we defined the $\mathcal{R}$-operation [20] produces a new pmf from two input pmfs. This is a key computational element of DDE. However, computing it on the go requires $O\left(n^{3}\right)$ computational complexity since we have to run a 3-layered for-loop of indices $k, i$ and $j$, where each index runs over the interval $\in[0,2 N+1]$. This can be done in a more efficient manner by pre-computing all the 3 -tuple indices that satisfy

$$
\begin{equation*}
(i, j): k \Delta=\mathcal{R}(i \Delta, j \Delta) \tag{5.6}
\end{equation*}
$$

and store them in a list, which we refer to as the $\mathcal{R}$-List. Figure 5.5 shows all the 3 -tuple indices that satisfy equation (5.6). Therefore, in exchange for a little bit of additional memory, we can
reduce the complexity by an entire dimension and significantly reduce computational cost.

(a) $\Delta N=25$.

(b) $\Delta N=50$.

Figure 5.5: Illustration of the 3-tuple indices that satisfy equation (5.6) for $\Delta=0.05$ and different values of $\Delta N$.

### 5.2 Read Threshold Optimization

Now that the DDE process has been fully explained, we can define a function $g(\cdot)$, which takes $\mu, \Delta N, \lambda(x), \rho(x), \mu, N_{0}$, and $\ell$ as input parameters, uses the computational tricks described earlier, and outputs a the BER estimated after $\ell$ iterations of massage passing. For simplicity, we denote this function by $g(\gamma)$ since the rest of the input parameters remain constant throughout an entire optimization lifetime. We use the gradient descent again for our optimization algorithm and continuously update the read threshold positions with

$$
\begin{equation*}
\gamma^{(t+1)}=\gamma^{(t)}+\delta \cdot \nabla g\left(\gamma^{(t)}\right), \tag{5.7}
\end{equation*}
$$

as we did for MMI-based optimization, where $\delta$ is the step size. We use $t$ here to indicate gradient descent iterations, not to be confused with $l$, the message passing iterations. The gradient is calculated as before, i.e., by picking a small offset value $\varepsilon$ and calculating the slope of $P_{e}$ when each element in $\gamma$ is offset by $\varepsilon$.

### 5.3 Simulation Results and Discussion

In this section we apply our DDE-based threshold optimization method to Code A and Code B. We first present results for Code A and then make several observations pertaining to the choice of parity-check matrix, the advantage of DDE over MMI, the initialization of the read thresholds, and the BP performance with more iterations. Finally, we present DDE results for Code B and compare them to the MMI results.

### 5.3.1 Simulation Results for Code A

The simulation parameters are shown in Table 5.1 if not otherwise specified, and the overall process is given in Algorithm 6. We use Code A (introduced in Section 4.2.1) of rate $1 / 3$
in most of our simulation studies of the MLC-SCL LSB channel because it is a regular code with a sparse degree distribution, thereby requiring fewer computations and less run-time. We choose to work with the LSB channel because as shown in Figures 3.10 and 3.11, the LSB channel is more degraded. However, our simulations can easily be adapted for the MSB channel by simply changing the channel LLR densities provided as input to the DDE. The general generator matrix encoding method is used for Code A and the double-diagonal encoding is used for Code B while we use the standard BP decoding for both cases. Figure 5.7 depicts the evolution of error probability and read thresholds in gradient descent iterations.

Table 5.1: Parameters used in our simulations if not otherwise specified.

| Parameter | Value |
| :---: | :---: |
| $\mu$ | $[-3,-1,1,3](\mathrm{V})$ |
| $\Delta$ | 0.05 |
| $\varepsilon$ | $1 \times 10^{-3}$ |
| $\delta$ | 0.1 |
| $N$ | 800 |
| $\zeta$ | $1 \times 10^{-14}$ |
| $R$ (\# of BP/DDE iterations) | 2 |
| Channel | MLC-SCL LSB |
| LDPC Code | Code A (Section: 4.2 .1 ) |

### 5.3.2 Comparison of MMI and DDE Based Optimization

We observed that DDE optimization approach does indeed perform better than the MMI approach in the mid-SNR regions (as shown in Figure 5.8 and Table 5.2). The final read threshold positions given by DE eventually converge back to the thresholds given by MMI in high-SNR regions. The optimal threshold positions given by MMI and DE are provided in Appendix B and C, respectively.

```
Algorithm 6: Gradient Descent to Minimize Probability of Error given by Density
    Evolution
        input :The vector of mean stored voltages \(\mu\) given by equation (2.1), the variance of
                        AWGN \(N_{0}\) and the number of read thresholds \(m\).
    output : The optimal read threshold positions \(\gamma\) that attain the minimum probability of
                error given by density evolution.
    /* Initialization */
    Iteration number \(l=0\);
    Initialize \(\gamma^{(0)}\) to a certain starting position ;
    Initialize gain \(\partial g=10\) (a very large number);
    \(4 P_{e}^{(l)}=\mathrm{g}\left(\gamma^{(l)}\right)\); \(\quad / / g(\cdot)\) is the function that produces the \(P_{e}\) as
    discussed in Section 5.2
    /* Main Loop */
    while \(\partial g>\zeta\) do
        /* \(\varepsilon_{i}\) denotes a vector of length \(m\) with \(\varepsilon\) in the \(i^{\text {th }}\) entry and
        zero elsewhere */
        for \(i=1 \rightarrow m\) do
        \(\nabla g\left(\gamma^{(l)}\right)_{i}=\frac{g\left(\gamma^{(l)}+\varepsilon_{i}\right)}{\varepsilon} ;\)
        end
        \(\gamma^{(l+1)}=\gamma^{(l)}+\delta \cdot \nabla g\left(\gamma^{(l)}\right) ;\)
        Constrain \(\gamma\) to be symmetric ;
        \(P_{e}^{(l+1)}=\mathrm{g}\left(\gamma^{(l+1)}\right)\);
        \(\partial g=P_{e}^{(l+1)}-P_{e}^{(l)} ;\)
        \(l++\);
    end
    Result: Optimal read threshold positions are \(\gamma^{(l)}\)
```


### 5.3.3 Initialization of Read Thresholds for LSB

When implementing the DDE-GD approach, it is possible for GD to get stuck in a local minimum. Referring to Figure 5.9, we explore a two-dimensional (2D) exhaustive search for $m=5$ reads. This is possible for all $m \leq 5$ cases because of the symmetric constraint imposed on the read thresholds $\gamma$. In this case, the search becomes a function of two variables $\gamma_{4}$ and $\gamma_{5}$. We can see from Figure 5.9a that there are two local minima, around $\left(\gamma_{4}, \gamma_{5}\right)=(0.25,2)$ and $(1.85,2.25)$. This is due to the labeling for the LSB. Therefore we propose to initialize the read thresholds $\gamma$ to MMI positions and then refine them using DDE-GD. By doing so, we can


Figure 5.6: Histogram of symbol occurrences in the MLC-SCL channel (LSB and MSB channels independently LDPC-coded).


Figure 5.7: Illustration of the evolution of optimizing read threshold positions using DDE criteria for MLC-SCL LSB channel with Code A, SNR $=13(\mathrm{~dB}), m=6, R=2$. The threshold positions are initialized to equal spacing.
guarantee that we can achieve better BER than MMI. In our simulations, we do always end up at the global minimum using this 2 -step method, however, there are no mathematical proofs that guarantees this to always be the case. The cost of being trapped at the wrong local minimum is very high. We show in Figure 5.10 and in Table 5.3 the performance comparison between the


Figure 5.8: BER performance comparison between MMI thresholds and DDE thresholds for MLC-SCL LSB channel with $m=6, R=2$.
global minimum the secondary local minimum.
In MLC-SCL MSB channel, we don't have to worry about this problem, as shown in Figure 5.9b. To intuitively explain why the MSB channel have only one local minimum where LSB has two is because the MSB for MLC-SCL are in the sequence of $[1,1,0,0]$. The placement of thresholds are obvious, i.e., around the center. In comparison, the LSB sequence in MLC-SCL is $[1,0,1,0]$. When we have, for example, $m=5$ reads, the placement of the first 3 reads are obvious, i.e., at around $-2,0$ and 2 . However the placement of the last two reads are not so straight forward. One can place them wither at around 0 or around $\pm 2$. This is our explanation towards the phenomenon of having two local minima for LSB and not MSB

Table 5.2: BER performance comparison with BP decoding between MMI and DE given optimal threshold positions. Results are shown for $m=6, R=2$ using (3,4)-QCLDPC code (Code A).

|  | Optimization | SNR(dB) |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | Criteria | 12 | 13 | 14 | 15 |
| BER (BP) | MMI | $6.6096 \times 10^{-3}$ | $1.4631 \times 10^{-3}$ | $2.428 \times 10^{-4}$ | $3.195 \times 10^{-5}$ |
|  | DE | $6.5611 \times 10^{-3}$ | $1.4196 \times 10^{-3}$ | $2.399 \times 10^{-4}$ | $3.188 \times 10^{-5}$ |

Table 5.3: Comparing the DE optimal thresholds for Code A, with $m=5$ MLC-SCL LSB channel, when gradient descent is initialized to different values. We see that there are two local minima with a significant error probability difference.

| \# of Reads | $m=5$ |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Initialization | MMI Optimal $\gamma$ |  |  |  | $\gamma_{5}$ | Secondary Local Minimum |  |
|  | SNR | $\gamma_{4}$ | $\gamma_{5}$ | BER $(\mathrm{BP})$ | $\gamma_{4}$ | $\gamma_{5}$ | BER(BP) |
|  | 10 | 1.8640 | 2.4302 | $5.0447 \times 10^{-2}$ | 0.2804 | 2.0612 | $6.4084 \times 10^{-2}$ |
|  | 11 | 1.8596 | 2.3924 | $1.9865 \times 10^{-2}$ | 0.2612 | 2.0453 | $2.7807 \times 10^{-2}$ |
|  | 12 | 1.8740 | 2.3614 | $5.5126 \times 10^{-3}$ | 0.2563 | 2.0187 | $8.9167 \times 10^{-3}$ |
|  | 13 | 1.8481 | 2.2848 | $1.1762 \times 10^{-3}$ | 0.2799 | 2.0107 | $2.3613 \times 10^{-3}$ |
|  | 14 | 1.8572 | 2.2408 | $2.3101 \times 10^{-4}$ | 0.2438 | 2.0144 | $5.6512 \times 10^{-4}$ |
|  | 15 | 1.8777 | 2.1901 | $5.1858 \times 10^{-5}$ | 0.2371 | 2.0051 | $1.1230 \times 10^{-4}$ |

channel in MLC-SCL. Note that the 3D plot of MSB is symmetric about $\gamma_{4}=\gamma_{5}$ because reversing the order of $\gamma_{4}$ and $\gamma_{5}$ does not change the regions the thresholds divide into, e.g., $[-2,-1,0,1,2]$ and $[-1,-2,0,2,1]$ are equivalent since they both split the voltage regions into the set $R_{i} \in\{[-\infty,-2],[-2,-1],[-1,0],[0,1],[1,2],[2, \infty]\}$.

### 5.3.4 Higher Number of Iterations in BP Decoding

Using a higher number of BP decoding iterations may also yield a different relative performance using the DDE-optimized and MMI-optimized thresholds. To study this, we use the set of read threshold positions given in Table C. 1 for $R=2$ and $R=20$ rounds of BP decoding iterations under the MLC-SCL LSB channel. As shown in Figure 5.11, there is not much difference in the sense that the DE curve is still close to the MMI curve. Specific simulation numbers at $\mathrm{SNR}=13 \mathrm{~dB}$ are given in Table 5.4.


Figure 5.9: A 2D DE exhaustive search for $m=5$ reads, SNR $=13 \mathrm{~dB}$ MLC-SCL, and $\gamma=$ $\left[\gamma_{1}, \gamma_{2}, \gamma_{3}, \gamma_{4}, \gamma_{5}\right]$ where $\gamma_{1}=-\gamma_{5}, \gamma_{2}=-\gamma_{4}$ and $\gamma_{3}=0$.

### 5.3.5 Simulation Results for Code B

Finally, we implemented DDE-based read threshold optimization for Code B and evaluated the resulting performance under BP decoding. We find that the optimal threshold positions differ


Figure 5.10: BER performance comparison between read thresholds at local minimum and global minimum given by density evolution.
from those found for Code A, as well as those found by MMI-based optimization. We give an example in Table 5.5, which shows the DDE thresholds for Code A and Code B corresponding to $\mathrm{SNR}=14 \mathrm{~dB}, m=5, R=2$, the MMI thresholds, and the BP decoding performance of Code B using the different sets of thresholds. We conclude that, in contrast to the MMI approach, the DDE approach is indeed code-dependent. It provides read threshold positions that take into account the structure of the Tanner graph of the LDPC code and performs better than MMI optimization approach, which is independent of any code properties.

### 5.4 Summary

In this thesis, we compared two approaches towards optimizing the read thresholds for NAND flash memories, the MMI approach (Chapter 3) and the DE approach (Chapter 5). For the


Figure 5.11: BER performance comparison between different number of iterations in BP decoding for $m=5$ reads.

Table 5.4: BER performance comparison given by BP decoding between MMI and DE with different BP decoding iterations. Results are shown for $\mathrm{SNR}=13 \mathrm{~dB}, m=5, R=2,20$ using (3,4)-QCLDPC code (Code A).

| Curve | R |  |
| :---: | :---: | :---: |
|  | 2 | 20 |
| MMI BER | $1.203 \times 10^{-3}$ | $4.344 \times 10^{-4}$ |
| DE BER | $1.182 \times 10^{-3}$ | $4.286 \times 10^{-4}$ |

Table 5.5: BER performance comparison of Code B under BP decoding for MLC-SCL LSB channel with read thresholds optimized for $\mathrm{SNR}=14 \mathrm{~dB}, m=5, R=2$ and various criteria .

|  | Optimization Criteria |  |  |
| :---: | :---: | :---: | :---: |
|  | DE Code A <br> Degree Distribution | DE Code B <br> Degree Distribution | MMI |
|  | -2.2408 | -2.2366 | -2.2284 |
|  | -1.8572 | -1.8684 | -1.8679 |
| $\gamma$ | 0 | 0 | 0 |
|  | 1.8572 | 1.8684 | 1.8679 |
| BER | 2.2408 | 2.2366 | 2.2284 |
| Code B BP Decoding) | $1.860308 \times 10^{-3}$ | $1.858656 \times 10^{-3}$ | $1.860759 \times 10^{-3}$ |

former approach, proposed in [18], we extended the application to a higher number of reads and provided results for an alternative, symmetric binary labeling of the MLC cell levels. Detailed results are presented in Appendix A and Appendix B.

For the latter approach, originally proposed in [19], we provide a more thorough exploration of several aspects relevant to accurate and efficient implementation of DE-based optimization, including LLR quantization, finite pmf convolution, and channel symmetry. We also investigate code-related issues such as dependence on degree distributions, Tanner graph selection, and existence of secondary local minima. Detailed results are presented in Appendix C. We conclude that the DE approach yields better performance than the MMI approach. However, for the symmetric MLC LSB channel, better results are obtained by using a two-step optimization procedure: first, use the MMI approach for coarse optimization of the read threshold positions and, then, use the DE approach for fine optimization. This helps to avoid the problem of falling into a secondary local minimum that can arise when using DE alone.

Chapter 5, in part, contains materials from [12]

- Y. Yeh, A. Fazeli, and P.H. Siegel, "Optimization of Read Thresholds in MLC NAND Memory for LDPC Codes," in Proc. 11th Annu. Non-Volatile Memories Workshop (NVMW), La Jolla, CA, USA, Mar. 2020. [Online]. Available: http://nvmw.ucsd.edu/program/

The thesis author was the primary investigator and author of this paper.

## Appendix A

## MMI Optimal Read Thresholds

In this section, we provide the result of our simulations when optimizing for maximum mutual information using gradient descent algorithm (as described in Chapter 3). We include the optimal read voltage positions for $m=\{2,3, \cdots, 8,10\}$ with $\operatorname{SNR}=[10,15](\mathrm{dB})$ from Table A. 1 to A.8. Also, we show the optimal read voltage positions for $\operatorname{SNR}=\{10,13,15\}(\mathrm{dB})$ with $m=[2,30]$ in Tables A.9, A. 10 and A. 11.

Table A.1: Read threshold positions $\bar{\gamma}$ that attain the maximum mutual information for $m=2$ at the given SNR value.

| SNR(dB) | $m$ | $\bar{\gamma}$ | MMI |
| :--- | :--- | :--- | :--- |
| 10 | 2 | -1.73061 .7306 | 1.1289 |
| 10.2 | 2 | -1.75451 .7545 | 1.1432 |
| 10.4 | 2 | -1.77631 .7763 | 1.1577 |
| 10.6 | 2 | -1.79621 .7962 | 1.1724 |
| 10.8 | 2 | -1.81441 .8144 | 1.1872 |
| 11 | 2 | -1.83091 .8309 | 1.2022 |
| 11.2 | 2 | -1.84591 .8459 | 1.2172 |
| 11.4 | 2 | -1.85951 .8595 | 1.2323 |
| 11.6 | 2 | -1.87191 .8719 | 1.2473 |
| 11.8 | 2 | -1.88311 .8831 | 1.2621 |
| 12 | 2 | -1.89341 .8934 | 1.2769 |
| 12.2 | 2 | -1.90271 .9027 | 1.2914 |
| 12.4 | 2 | -1.91111 .9111 | 1.3056 |
| 12.6 | 2 | -1.91891 .9189 | 1.3196 |
| 12.8 | 2 | -1.92591 .9259 | 1.3332 |
| 13 | 2 | -1.93231 .9323 | 1.3463 |
| 13.2 | 2 | -1.93811 .9381 | 1.359 |
| 13.4 | 2 | -1.94341 .9434 | 1.3712 |
| 13.6 | 2 | -1.94831 .9483 | 1.3829 |
| 13.8 | 2 | -1.95271 .9527 | 1.3941 |
| 14 | 2 | -1.95671 .9567 | 1.4046 |
| 14.2 | 2 | -1.96041 .9604 | 1.4145 |
| 14.4 | 2 | -1.96381 .9638 | 1.4239 |
| 14.6 | 2 | -1.96691 .9669 | 1.4325 |
| 14.8 | 2 | -1.96971 .9697 | 1.4406 |
| 15 | 2 | -1.97221 .9722 | 1.448 |

Table A.2: Read threshold positions $\bar{\gamma}$ that attain the maximum mutual information for $m=3$ at the given SNR value.

| SNR(dB) | $m$ | $\bar{\gamma}$ | MMI |  |
| :--- | :--- | :--- | :--- | :--- |
| 10 | 3 | -1.984701 .9847 | 1.4087 |  |
| 10.2 | 3 | -1.986901 .9869 | 1.4336 |  |
| 10.4 | 3 | -1.988801 .9888 | 1.4586 |  |
| 10.6 | 3 | -1.990401 .9904 | 1.4837 |  |
| 10.8 | 3 | -1.991901 .9919 | 1.5087 |  |
| 11 | 3 | -1.993101 .9931 | 1.5337 |  |
| 11.2 | 3 | -1.994201 .9942 | 1.5585 |  |
| 11.4 | 3 | -1.995101 .9951 | 1.5831 |  |
| 11.6 | 3 | -1.995901 .9959 | 1.6074 |  |
| 11.8 | 3 | -1.996601 .9966 | 1.6314 |  |
| 12 | 3 | -1.997201 .9972 | 1.655 |  |
| 12.2 | 3 | -1.997701 .9977 | 1.6781 |  |
| 12.4 | 3 | -1.998101 .9981 | 1.7006 |  |
| 12.6 | 3 | -1.998501 .9985 | 1.7226 |  |
| 12.8 | 3 | -1.998801 .9988 | 1.7439 |  |
| 13 | 3 | -1.99901 .999 | 1.7644 |  |
| 13.2 | 3 | -1.999301 .9993 | 1.7842 |  |
| 13.4 | 3 | -1.999401 .9994 | 1.8032 |  |
| 13.6 | 3 | -1.999601 .9996 | 1.8213 |  |
| 13.8 | 3 | -1.999701 .9997 | 1.8384 |  |
| 14 | 3 | -1.999701 .9997 | 1.8547 |  |
| 14.2 | 3 | -1.999901 .9999 | 1.87 |  |
| 14.4 | 3 | -1.999901 .9999 | 1.8843 |  |
| 14.6 | 3 | -1.999901 .9999 | 1.8976 |  |
| 14.8 | 3 | -1.999901 .9999 | 1.9099 |  |
| 15 | 3 | -202 |  | 1.9212 |

Table A.3: Read threshold positions $\bar{\gamma}$ that attain the maximum mutual information for $m=4$ at the given SNR value.

| SNR(dB) | $m$ | $\bar{\gamma}$ | MMI |
| :--- | :--- | :--- | :--- |
| 10 | 4 | $-2.0272-0.407880 .407882 .0272$ | 1.4503 |
| 10.2 | 4 | $-2.0234-0.391410 .391412 .0234$ | 1.4741 |
| 10.4 | 4 | $-2.0201-0.375820 .375822 .0201$ | 1.4979 |
| 10.6 | 4 | $-2.0172-0.36098$ | 0.36098 |
| 10.0172 | 1.5217 |  |  |
| 10 | 4 | $-2.0148-0.346940 .346942 .0148$ | 1.5455 |
| 11 | 4 | $-2.0126-0.33360 .33362 .0126$ | 1.5692 |
| 11.2 | 4 | $-2.0108-0.321030 .321032 .0108$ | 1.5927 |
| 11.4 | 4 | $-2.0092-0.309080 .309082 .0092$ | 1.616 |
| 11.6 | 4 | $-2.0078-0.297770 .297772 .0078$ | 1.639 |
| 11.8 | 4 | $-2.0066-0.28709$ | 0.28709 |
| 12 | 4 | $-2.0056-0.276860 .27686$ | 2.0056 |
| 1.6617 | 1.6839 |  |  |
| 12.2 | 4 | $-2.0047-0.267180 .267182 .0047$ | 1.7056 |
| 12.4 | 4 | $-2.004-0.257970 .257972 .004$ | 1.7268 |
| 12.6 | 4 | $-2.0033-0.249140 .249142 .0033$ | 1.7474 |
| 12.8 | 4 | $-2.0028-0.240710 .240712 .0028$ | 1.7673 |
| 13 | 4 | $-2.0023-0.23270 .23272 .0023$ | 1.7865 |
| 13.2 | 4 | $-2.0019-0.224980 .224982 .0019$ | 1.8049 |
| 13.4 | 4 | $-2.0016-0.217540 .217542 .0016$ | 1.8224 |
| 13.6 | 4 | $-2.0013-0.210450 .210452 .0013$ | 1.8392 |
| 13.8 | 4 | $-2.0011-0.203650 .203652 .0011$ | 1.855 |
| 14 | 4 | $-2.0009-0.197060 .197062 .0009$ | 1.8699 |
| 14.2 | 4 | $-2.0007-0.190720 .190722 .0007$ | 1.8839 |
| 14.4 | 4 | $-2.0006-0.184630 .184632 .0006$ | 1.8969 |
| 14.6 | 4 | $-2.0005-0.178760 .17876$ | 2.0005 |
| 14.8 | 4 | $-2.0004-0.173070 .173072 .0004$ | 1.909 |
| 15 | 4 | $-2.0003-0.167580 .167582 .0003$ | 1.9304 |

Table A.4: Read threshold positions $\bar{\gamma}$ that attain the maximum mutual information for $m=5$ at the given SNR value.

| SNR(dB) | $m$ | $\bar{\gamma}$ | MMI |
| :--- | :--- | :--- | :--- |
| 10 | 5 | $-2.2908-1.511101 .51112 .2908$ | 1.4851 |
| 10.2 | 5 | $-2.2889-1.539301 .53932 .2889$ | 1.5084 |
| 10.4 | 5 | $-2.2865-1.565401 .56542 .2865$ | 1.5317 |
| 10.6 | 5 | $-2.2835-1.589201 .58922 .2835$ | 1.5549 |
| 10.8 | 5 | $-2.2799-1.61101 .6112 .2799$ | 1.578 |
| 11 | 5 | $-2.2758-1.630901 .63092 .2758$ | 1.601 |
| 11.2 | 5 | $-2.2713-1.649101 .64912 .2713$ | 1.6237 |
| 11.4 | 5 | $-2.2664-1.665701 .66572 .2664$ | 1.6461 |
| 11.6 | 5 | $-2.2612-1.68101 .6812 .2612$ | 1.6682 |
| 11.8 | 5 | $-2.2557-1.695101 .69512 .2557$ | 1.6899 |
| 12 | 5 | $-2.2501-1.708101 .70812 .2501$ | 1.7111 |
| 12.2 | 5 | $-2.2443-1.720101 .72012 .2443$ | 1.7317 |
| 12.4 | 5 | $-2.2385-1.731401 .73142 .2385$ | 1.7518 |
| 12.6 | 5 | $-2.2326-1.741901 .74192 .2326$ | 1.7712 |
| 12.8 | 5 | $-2.2267-1.751701 .75172 .2267$ | 1.7899 |
| 13 | 5 | $-2.2207-1.76101 .7612 .2207$ | 1.8078 |
| 13.2 | 5 | $-2.2149-1.769701 .76972 .2149$ | 1.8249 |
| 13.4 | 5 | $-2.209-1.777901 .77792 .209$ | 1.8413 |
| 13.6 | 5 | $-2.2032-1.785801 .78582 .2032$ | 1.8567 |
| 13.8 | 5 | $-2.1975-1.793201 .79322 .1975$ | 1.8713 |
| 14 | 5 | $-2.1918-1.800301 .80032 .1918$ | 1.8849 |
| 14.2 | 5 | $-2.1863-1.80701 .8072 .1863$ | 1.8977 |
| 14.4 | 5 | $-2.1808-1.813501 .81352 .1808$ | 1.9095 |
| 14.6 | 5 | $-2.1755-1.819601 .81962 .1755$ | 1.9204 |
| 14.8 | 5 | $-2.1702-1.825501 .82552 .1702$ | 1.9305 |
| 15 | 5 | $-2.1651-1.831201 .83122 .1651$ | 1.9396 |

Table A.5: Read threshold positions $\bar{\gamma}$ that attain the maximum mutual information for $m=6$ at the given SNR value.

| SNR(dB) | $m$ | $\bar{\gamma}$ | MMI |
| :--- | :--- | :--- | :--- | :--- |
| 10 | 6 | $-2.3575-1.6501-0.352840 .352841 .65012 .3575$ | 1.5147 |
| 10.2 | 6 | $-2.3469-1.6593-0.343150 .343151 .65932 .3469$ | 1.5382 |
| 10.4 | 6 | $-2.3366-1.6684-0.333580 .333581 .66842 .3366$ | 1.5615 |
| 10.6 | 6 | $-2.3267-1.6775-0.324170 .324171 .67752 .3267$ | 1.5847 |
| 10.8 | 6 | $-2.3171-1.6865-0.314940 .314941 .68652 .3171$ | 1.6076 |
| 11 | 6 | $-2.3077-1.6953-0.30590 .30591 .69532 .3077$ | 1.6302 |
| 11.2 | 6 | $-2.2987-1.704-0.297070 .297071 .7042 .2987$ | 1.6525 |
| 11.4 | 6 | $-2.2899-1.7125-0.288440 .288441 .71252 .2899$ | 1.6744 |
| 11.6 | 6 | $-2.2813-1.7208-0.280 .281 .72082 .2813$ | 1.6959 |
| 11.8 | 6 | $-2.2729-1.7289-0.271810 .271811 .72892 .2729$ | 1.7168 |
| 12 | 6 | $-2.2648-1.7368-0.263830 .263831 .73682 .2648$ | 1.7372 |
| 12.2 | 6 | $-2.2569-1.7445-0.256030 .256031 .74452 .2569$ | 1.7569 |
| 12.4 | 6 | $-2.2492-1.752-0.248440 .248441 .7522 .2492$ | 1.776 |
| 12.6 | 6 | $-2.2418-1.7594-0.241050 .241051 .75942 .2418$ | 1.7943 |
| 12.8 | 6 | $-2.2345-1.7665-0.233870 .233871 .76652 .2345$ | 1.8119 |
| 13 | 6 | $-2.2274-1.7734-0.226880 .226881 .77342 .2274$ | 1.8287 |
| 13.2 | 6 | $-2.2205-1.7802-0.220090 .220091 .78022 .2205$ | 1.8447 |
| 13.4 | 6 | $-2.2139-1.7867-0.213480 .213481 .78672 .2139$ | 1.8598 |
| 13.6 | 6 | $-2.2074-1.7932-0.207030 .207031 .79322 .2074$ | 1.874 |
| 13.8 | 6 | $-2.201-1.7994-0.200750 .200751 .79942 .201$ | 1.8874 |
| 14 | 6 | $-2.1949-1.8055-0.194660 .194661 .80552 .1949$ | 1.8998 |
| 14.2 | 6 | $-2.1889-1.8114-0.188740 .188741 .81142 .1889$ | 1.9113 |
| 14.4 | 6 | $-2.1831-1.8171-0.182980 .182981 .81712 .1831$ | 1.922 |
| 14.6 | 6 | $-2.1775-1.8227-0.17740 .17741 .82272 .1775$ | 1.9318 |
| 14.8 | 6 | $-2.1721-1.8281-0.171950 .171951 .82812 .1721$ | 1.9407 |
| 15 | 6 | $-2.1668-1.8334-0.166670 .166671 .83342 .1668$ | 1.9488 |

Table A.6: Read threshold positions $\bar{\gamma}$ that attain the maximum mutual information for $m=7$ at the given SNR value.

| SNR(dB) | $m$ | $\bar{\gamma}$ | MMI |
| :---: | :---: | :---: | :---: |
| 10 | 7 | -2.3948-1.7213-0.63829 00.638291 .72132 .3948 | 1.5272 |
| 10.2 | 7 | -2.3788-1.7205-0.61408 00.614081 .72052 .3788 | 1.5503 |
| 10.4 | 7 | -2.3638-1.7208-0.59069 00.590691 .72082 .3638 | 1.5733 |
| 10.6 | 7 | -2.3498-1.7223-0.56829 00.568291 .72232 .3498 | 1.5961 |
| 10.8 | 7 | -2.3366-1.7246-0.54693 00.546931 .72462 .3366 | 1.6187 |
| 11 | 7 | -2.3242-1.7277-0.52664 00.526641 .72772 .3242 | 1.6409 |
| 11.2 | 7 | -2.3126-1.7315-0.50747 00.507471 .73152 .3126 | 1.6628 |
| 11.4 | 7 | -2.3016-1.7358-0.48932 00.489321 .73582 .3016 | 1.6843 |
| 11.6 | 7 | -2.2912-1.7405-0.47209 00.472091 .74052 .2912 | 1.7054 |
| 11.8 | 7 | -2.2813-1.7456-0.45581 00.455811 .74562 .2813 | 1.7259 |
| 12 | 7 | -2.2718-1.7509-0.44037 00.440371 .75092 .2718 | 1.7458 |
| 12.2 | 7 | -2.2628-1.7564-0.42568 00.425681 .75642 .2628 | 1.7651 |
| 12.4 | 7 | -2.2542-1.7621-0.4117 00.41171 .76212 .2542 | 1.7838 |
| 12.6 | 7 | -2.2459-1.7678-0.39836 00.398361 .76782 .2459 | 1.8017 |
| 12.8 | 7 | -2.2379-1.7736-0.3856 00.38561 .77362 .2379 | 1.8188 |
| 13 | 7 | -2.2303-1.7794-0.3734 00.37341 .77942 .2303 | 1.8352 |
| 13.2 | 7 | -2.2229-1.7852-0.36169 00.361691 .78522 .2229 | 1.8507 |
| 13.4 | 7 | -2.2158-1.791-0.35046 00.350461 .7912 .2158 | 1.8654 |
| 13.6 | 7 | -2.209-1.7967-0.33963 00.339631 .79672 .209 | 1.8792 |
| 13.8 | 7 | -2.2023-1.8023-0.32922 00.329221 .80232 .2023 | 1.8921 |
| 14 | 7 | -2.1959-1.8079-0.31918 00.319181 .80792 .1959 | 1.9042 |
| 14.2 | 7 | -2.1898-1.8134-0.30945 00.309451 .81342 .1898 | 1.9153 |
| 14.4 | 7 | -2.1838-1.8188-0.30011 00.300111 .81882 .1838 | 1.9256 |
| 14.6 | 7 | -2.178-1.8241-0.29109 00.291091 .82412 .178 | 1.935 |
| 14.8 | 7 | -2.1724-1.8293-0.28238 00.282381 .82932 .1724 | 1.9436 |
| 15 | 7 | -2.167-1.8344-0.27393 00.273931 .83442 .167 | 1.9513 |

Table A.7: Read threshold positions $\bar{\gamma}$ that attain the maximum mutual information for $m=8$ at the given SNR value.

| SNR(dB) | $m$ | $\bar{\gamma}$ | MMI |
| :--- | :--- | :--- | :--- | :--- | :--- |
| 10 | 8 | $-2.5294-1.9464-1.3245-0.313010 .313011 .32451 .94642 .5294$ | 1.5382 |
| 10.2 | 8 | $-2.5169-1.9517-1.3506-0.308920 .308921 .35061 .95172 .5169$ | 1.5612 |
| 10.4 | 8 | $-2.505-1.9572-1.3772-0.304440 .304441 .37721 .95722 .505$ | 1.5841 |
| 10.6 | 8 | $-2.4934-1.9627-1.4034-0.29950 .29951 .40341 .96272 .4934$ | 1.6067 |
| 10.8 | 8 | $-2.482-1.9677-1.4285-0.294130 .294131 .42851 .96772 .482$ | 1.629 |
| 11 | 8 | $-2.4707-1.9723-1.4524-0.288390 .288391 .45241 .97232 .4707$ | 1.651 |
| 11.2 | 8 | $-2.4594-1.9764-1.4748-0.282340 .282341 .47481 .97642 .4594$ | 1.6726 |
| 11.4 | 8 | $-2.4482-1.9799-1.4957-0.276060 .276061 .49571 .97992 .4482$ | 1.6938 |
| 11.6 | 8 | $-2.437-1.9829-1.5153-0.269610 .269611 .51531 .98292 .437$ | 1.7144 |
| 11.8 | 8 | $-2.4258-1.9855-1.5336-0.263060 .263061 .53361 .98552 .4258$ | 1.7346 |
| 12 | 8 | $-2.4147-1.9877-1.5507-0.256450 .256451 .55071 .98772 .4147$ | 1.7542 |
| 12.2 | 8 | $-2.4038-1.9895-1.5668-0.249840 .249841 .56681 .98952 .4038$ | 1.7731 |
| 12.4 | 8 | $-2.393-1.9911-1.582-0.243240 .243241 .5821 .99112 .393$ | 1.7913 |
| 12.6 | 8 | $-2.3823-1.9924-1.5963-0.236690 .236691 .59631 .99242 .3823$ | 1.8089 |
| 12.8 | 8 | $-2.3718-1.9935-1.6098-0.23020 .23021 .60981 .99352 .3718$ | 1.8256 |
| 13 | 8 | $-2.3614-1.9944-1.6227-0.22380 .22381 .62271 .99442 .3614$ | 1.8415 |
| 13.2 | 8 | $-2.3513-1.9951-1.6349-0.217490 .217491 .63491 .99512 .3513$ | 1.8567 |
| 13.4 | 8 | $-2.3414-1.9958-1.6467-0.211290 .211291 .64671 .99582 .3414$ | 1.8709 |
| 13.6 | 8 | $-2.3317-1.9963-1.6579-0.20520 .20521 .65791 .99632 .3317$ | 1.8843 |
| 13.8 | 8 | $-2.3222-1.9967-1.6686-0.199230 .199231 .66861 .99672 .3222$ | 1.8968 |
| 14 | 8 | $-2.3129-1.9971-1.6789-0.193380 .193381 .67891 .99712 .3129$ | 1.9085 |
| 14.2 | 8 | $-2.3038-1.9974-1.6888-0.187660 .187661 .68881 .99742 .3038$ | 1.9193 |
| 14.4 | 8 | $-2.2949-1.9976-1.6983-0.182060 .182061 .69831 .99762 .2949$ | 1.9292 |
| 14.6 | 8 | $-2.2863-1.9978-1.7075-0.17660 .17661 .70751 .99782 .2863$ | 1.9382 |
| 14.8 | 8 | $-2.2778-1.9979-1.7163-0.171270 .171271 .71631 .99792 .2778$ | 1.9465 |
| 15 | 8 | $-2.2696-1.998-1.7248-0.166070 .166071 .72481 .9982 .2696$ | 1.9539 |

Table A.8: Read threshold positions $\bar{\gamma}$ that attain the maximum mutual information for $m=10$ at the given SNR value.

| SNR(dB) | $m$ | $\bar{\gamma}$ | MMI |
| :---: | :---: | :---: | :---: |
| 10 | 10 | $\begin{aligned} & -2.6185-2.0767-1.5785-0.79421-0.226710 .226710 .79421 \\ & 1.57852 .07672 .6185 \end{aligned}$ | 1.5524 |
| 10.2 | 10 | $\begin{aligned} & -2.5949-2.0656-1.5748-0.76739-0.218670 .218670 .76739 \\ & 1.57482 .06562 .5949 \end{aligned}$ | 1.5754 |
| 10.4 | 10 | $\begin{aligned} & -2.5725-2.0556-1.5725-0.74003-0.210670 .210670 .74003 \\ & 1.57252 .05562 .5725 \end{aligned}$ | 1.5981 |
| 10.6 | 10 | $\begin{aligned} & -2.5514-2.0468-1.5717-0.71287-0.202840 .202840 .71287 \\ & 1.57172 .04682 .5514 \end{aligned}$ | 1.6206 |
| 10.8 | 10 | $\begin{aligned} & -2.5315-2.0393-1.5725-0.68651-0.195280 .195280 .68651 \\ & 1.57252 .03932 .5315 \end{aligned}$ | 1.6427 |
| 11 | 10 | $\begin{aligned} & -2.5127-2.0328-1.5749-0.66126-0.188040 .188040 .66126 \\ & 1.57492 .03282 .5127 \end{aligned}$ | 1.6644 |
| 11.2 | 10 | $\begin{aligned} & -2.4951-2.0274-1.5787-0.63732-0.181160 .181160 .63732 \\ & 1.57872 .02742 .4951 \end{aligned}$ | 1.6857 |
| 11.4 | 10 | $\begin{aligned} & -2.4784-2.0229-1.5837-0.61465-0.174620 .174620 .61465 \\ & 1.58372 .02292 .4784 \end{aligned}$ | 1.7066 |
| 11.6 | 10 | $\begin{aligned} & -2.4625-2.0191-1.5896-0.59321-0.168390 .168390 .59321 \\ & 1.58962 .01912 .4625 \end{aligned}$ | 1.7269 |
| 11.8 | 10 | $\begin{aligned} & -2.4475-2.016-1.5964-0.57298-0.162480 .162480 .57298 \\ & 1.59642 .0162 .4475 \end{aligned}$ | 1.7466 |
| 12 | 10 | $\begin{aligned} & -2.4331-2.0133-1.6038-0.55384-0.156860 .156860 .55384 \\ & 1.60382 .01332 .4331 \end{aligned}$ | 1.7657 |
| 12.2 | 10 | $\begin{aligned} & -2.4194-2.0112-1.6117-0.53572-0.15150 .15150 .53572 \\ & 1.61172 .01122 .4194 \end{aligned}$ | 1.7841 |
| 12.4 | 10 | $\begin{aligned} & -2.4063-2.0093-1.6199-0.51843-0.146360 .146360 .51843 \\ & 1.61992 .00932 .4063 \end{aligned}$ | 1.8019 |
| 12.6 | 10 | $\begin{aligned} & -2.3936-2.0078-1.6283-0.50198-0.141440 .141440 .50198 \\ & 1.62832 .00782 .3936 \end{aligned}$ | 1.8188 |
| 12.8 | 10 | $\begin{aligned} & -2.3815-2.0065-1.637-0.48632-0.136740 .136740 .48632 \\ & 1.6372 .00652 .3815 \end{aligned}$ | 1.835 |
| 13 | 10 | $\begin{aligned} & -2.3698-2.0054-1.6457-0.47128-0.132210 .132210 .47128 \\ & 1.64572 .00542 .3698 \end{aligned}$ | 1.8504 |
| 13.2 | 10 | $\begin{aligned} & -2.3585-2.0045-1.6545-0.45687-0.127850 .127850 .45687 \\ & 1.65452 .00452 .3585 \end{aligned}$ | 1.865 |
| 13.4 | 10 | $\begin{aligned} & -2.3476-2.0038-1.6632-0.443-0.123650 .123650 .4431 .6632 \\ & 2.00382 .3476 \end{aligned}$ | 1.8787 |
| ; | $\vdots$ | $\vdots$ - | $\vdots$ |
| 15 | 10 | $\begin{aligned} & -2.2723-2.0007-1.73-0.3484-0.0948170 .0948170 .34841 .73 \\ & 2.00072 .2723 \end{aligned}$ | 1.9575 |

Table A.9: Read threshold positions $\bar{\gamma}$ that attain the maximum mutual information for given number of reads $m$ and $\mathrm{SNR}=10(\mathrm{~dB})$.

| SNR(dB) | $m$ | $\bar{\gamma}$ | MMI |
| :---: | :---: | :---: | :---: |
| 10 | 2 | -1.7306 1.7306 | 1.1289 |
| 10 | 3 | -1.9847 01.9847 | 1.4087 |
| 10 | 4 | -2.0272-0.40788 0.407882 .0272 | 1.4503 |
| 10 | 5 | -2.2908-1.5111 01.51112 .2908 | 1.4851 |
| 10 | 6 | -2.3575-1.6501-0.35284 0.352841 .65012 .3575 | 1.5147 |
| 10 | 7 | -2.3948-1.7213-0.63829 00.638291 .72132 .3948 | 1.5272 |
| 10 | 8 | $\begin{array}{lllllll} -2.5294 & -1.9464 & -1.3245 & -0.31301 & 0.31301 & 1.3245 & 1.9464 \\ 2.5294 \end{array}$ | 1.5382 |
| 10 | 9 | $\begin{aligned} & -2.5778-2.0193-1.4751-0.5430500 .543051 .47512 .0193 \\ & 2.5778 \end{aligned}$ | 1.5471 |
| 10 | 10 | $\begin{aligned} & -2.6185-2.0767-1.5785-0.79421-0.226710 .226710 .79421 \\ & 1.57852 .07672 .6185 \end{aligned}$ | 1.5524 |
| 10 | 11 | $\begin{aligned} & -2.696-2.1853-1.7577-1.2242-0.4746400 .474641 .2242 \\ & 1.75772 .18532 .696 \end{aligned}$ | 1.5571 |
| 10 | 12 | $\begin{array}{lllll} -2.735 & -2.2378 & -1.8363 & -1.3759 & -0.66151 \end{array}-0.196880 .19688$ | 1.5609 |
| 10 | 13 | $\begin{aligned} & -2.7696-2.2839-1.9023-1.4911-0.8824-0.3773300 .37733 \\ & 0.88241 .49111 .90232 .28392 .7696 \end{aligned}$ | 1.5636 |
| 10 | 14 | $\begin{array}{lllllll} -2.8233 & -2.3525 & -1.9948 & -1.6368 & -1.1721 & -0.5764 & -0.17586 \\ 0.17586 & 0.5764 & 1.1721 & 1.6368 & 1.9948 & 2.3525 & 2.8233 \end{array}$ | 1.566 |
| 10 | 15 | $\begin{array}{llllll} -2.8554 & -2.3936 & -2.0489 & -1.7167 & -1.3149 & -0.74044-0.329360 \\ 0.32936 & 0.74044 & 1.3149 & 1.7167 & 2.0489 & 2.3936 \\ 2 \end{array} .8554$ | 1.5679 |
| : | ; | : | ! |
| 10 | 19 | $\begin{array}{lllllllll} -2.9787 & -2.5471 & -2.24 & -1.9721 & -1.7012 & -1.3842 & -0.95802 & - \\ 0.55971 & -0.26062 & 0 & 0.26062 & 0.55971 & 0.95802 & 1.3842 & 1.7012 \\ 1.9721 & 2.24 & 2.5471 & 2.9787 \end{array}$ | 1.5729 |
| 10 | 20 |  | 1.5737 |
| 10 | 21 | $\begin{aligned} & -3.0297-2.6096-2.315-2.065-1.824-1.5626-1.2414-0.83143 \\ & -0.49829-0.2352100 .235210 .498290 .831431 .24141 .5626 \\ & 1.8242 .0652 .3152 .60963 .0297 \end{aligned}$ | 1.5745 |
| $\vdots$ | ! | ! | ! |
| 10 | 30 | ```-3.1722 -2.7868 -2.5262 -2.3174 -2.1338-1.9607-1.7873 1.6032-1.3955-1.1482-0.86881-0.62381-0.42099-0.2438 -0.079891 0.079891 0.2438 0.42099 0.62381 0.86881 1.1482 1.3955 1.6032 1.7873 1.9607 2.1338 2.3174 2.5262 2.7868 3.1722``` | 1.5781 |

Table A.10: Read threshold positions $\bar{\gamma}$ that attain the maximum mutual information for given number of reads $m$ and $\operatorname{SNR}=13(\mathrm{~dB})$.

| SNR(dB) | $m$ | $\bar{\gamma}$ | MMI |
| :---: | :---: | :---: | :---: |
| 13 | 2 | -1.9323 1.9323 | 1.3463 |
| 13 | 3 | -1.999 01.999 | 1.7644 |
| 13 | 4 | -2.0023-0.2327 0.23272 .0023 | 1.7865 |
| 13 | 5 | -2.2207-1.761 01.7612 .2207 | 1.8078 |
| 13 | 6 | -2.2274-1.7734-0.22688 0.226881 .77342 .2274 | 1.8287 |
| 13 | 7 | -2.2303-1.7794-0.3734 00.37341 .77942 .2303 | 1.8352 |
| 13 | 8 | -2.3614-1.9944-1.6227-0.2238 0.22381 .62271 .99442 .3614 | 1.8415 |
| 13 | 9 | $\begin{aligned} & -2.3674-2.0015-1.6369-0.3642900 .364291 .63692 .0015 \\ & 2.3674 \end{aligned}$ | 1.8477 |
| 13 | 10 | $\begin{aligned} & -2.3698-2.0054-1.6457-0.47128-0.132210 .132210 .47128 \\ & 1.64572 .00542 .3698 \end{aligned}$ | 1.8504 |
| 13 | 11 | $\begin{aligned} & -2.4591-2.1261-1.8637 \\ & 1.8637 \\ & 2.1261 \\ & 2.4591 \end{aligned}$ | 1.8531 |
| 13 | 12 | $\begin{array}{lllll} -2.4662 & -2.133 & -1.8724 & -1.5424 & -0.45952 \\ 0.45952 & 1.5424 & -0.12979 & 0.12979 \\ 2.133 & 2.4662 \end{array}$ | 1.8557 |
| 13 | 13 | $\begin{aligned} & -2.4682-2.1365-1.8781-1.5546-0.54638-0.2269300 .22693 \\ & 0.546381 .55461 .87812 .13652 .4682 \end{aligned}$ | 1.8571 |
| 13 | 14 | $\begin{array}{llllll} -2.5334 & -2.2197 & -1.9951 & -1.7694 & -1.4515 & -0.45024-0.12781 \\ 0.12781 & 0.45024 & 1.4515 & 1.7694 & 1.9951 & 2.2197 \\ 2.5334 \end{array}$ | 1.8585 |
| 13 | 15 |  | 1.8599 |
|  | ! | $\vdots$ ( | ! |
| 13 | 19 | $\begin{array}{llllll} -2.6061 & -2.3063 & -2.1017 & -1.9209 & -1.7211 & -1.4375 \end{array}-0.66401--1.7211$ | 1.8628 |
| 13 | 20 | $-2.6374-2.3458-2.1504-1.9854-1.8186-1.6172-1.3114-$ $0.56541-0.28568-0.0885360 .0885360 .285680 .565411 .3114$ 1.61721 .81861 .98542 .15042 .34582 .6374 | 1.8633 |
| 13 | 21 |  | 1.8638 |
| $\vdots$ | $\vdots$ | $\vdots$ ( | $\vdots$ |
| 13 | 30 | -2.8012-2.516-2.3315-2.1882-2.0641-1.9461-1.8235- | 1.8661 |
|  |  | $1.6838-1.5079-1.2489-0.75241-0.49399-0.31873-0.17984$ |  |
|  |  | $-0.0582060 .0582060 .179840 .318730 .493990 .752411 .2489$ |  |
|  |  | 1.50791 .68381 .82351 .94612 .06412 .18822 .33152 .516 |  |
|  |  | 2.8012 |  |

Table A.11: Read threshold positions $\bar{\gamma}$ that attain the maximum mutual information for given number of reads $m$ and $\operatorname{SNR}=15(\mathrm{~dB})$.

| SNR(dB) | $m$ | $\bar{\gamma}$ | MMI |
| :---: | :---: | :---: | :---: |
| 15 | 2 | -1.9722 1.9722 | 1.448 |
| 15 | 3 | -202 | 1.9212 |
| 15 | 4 | -2.0003-0.16758 0.167582 .0003 | 1.9304 |
| 15 | 5 | -2.1651-1.8312 01.83122 .1651 | 1.9396 |
| 15 | 6 | -2.1668-1.8334-0.16667 0.166671 .83342 .1668 | 1.9488 |
| 15 | 7 | -2.167-1.8344-0.27393 00.273931 .83442 .167 | 1.9513 |
| 15 | 8 | -2.2696-1.998-1.7248-0.16607 0.166071 .72481 .9982 .2696 | 1.9539 |
| 15 | 9 | $\begin{array}{llllllll} -2.2726 & -2.0002 & -1.728 & -0.27214 & 0 & 0.27214 & 1.728 & 2.0002 \\ 2.2726 \end{array}$ | 1.9564 |
| 15 | 10 | $\begin{aligned} & -2.2723-2.0007-1.73-0.3484-0.0948170 .0948170 .34841 .73 \\ & 2.00072 .2723 \end{aligned}$ | 1.9575 |
| 15 | 11 | $\begin{aligned} & -2.3413-2.091-1.9026-1.65-0.2706100 .270611 .651 .9026 \\ & 2.0912 .3413 \end{aligned}$ | 1.9585 |
| 15 | 12 | $\begin{aligned} & -2.3467-2.0947-1.9061-1.6546-0.34568-0.0942660 .094266 \\ & 0.345681 .65461 .90612 .09472 .3467 \end{aligned}$ | 1.9595 |
| 15 | 13 | $\begin{aligned} & -2.3456-2.0949-1.9072-1.658-0.40654-0.1639200 .16392 \\ & 0.406541 .6581 .90722 .09492 .3456 \end{aligned}$ | 1.9601 |
| 15 | 14 | $\begin{array}{llllll} -2.3831 & -2.1441 & -1.9799 & -1.8097 & -1.5496 & -0.3418 \\ 0.093454 & 0.3418 & 1.5496 & 1.8097 & 1.9799 & 2.1441 \\ 2.383 \end{array}$ | 1.9605 |
| 15 | 15 | $\begin{aligned} & -2.4042-2.1635-2.0005-1.8378-1.598-0.40245-0.162660 \\ & 0.162660 .402451 .5981 .8378 \text { 2.0005 } 2.16352 .4042 \end{aligned}$ | 1.9611 |
| ! | ! | $\vdots$ - | ! |
| 15 | 19 | -2.4952 -2.247-2.0894-1.9564-1.8094-1.5902 -0.80544 -$0.34451-0.1456700 .145670 .344510 .805441 .59021 .8094$ 1.95642 .08942 .2472 .4952 | 1.962 |
| 15 | 20 | $\begin{array}{llllll} -2.5433 & -2.2737 & -2.1099 & -1.9766 & -1.8356 & -1.6382 \end{array}-1.165-1 \text { - }$ | 1.9621 |
| 15 | 21 | $\begin{array}{lllll} -2.5965 & -2.3012 & -2.1322 & -2.0004 & -1.8688 \\ 0.59167 & -0.29981 & -0.13152 & 0 & 0.13152 \\ 0.29981 & 0.59167 & 1.4085 \\ 1.7004 & 1.8688 & 2.0004 & 2.1322 & 2.3012 \\ 2.5965 \end{array}$ | 1.9624 |
| ! | $\vdots$ | $\vdots$ - | $\vdots$ |
| 15 | 30 |  | 1.9631 |

## Appendix B

## MMI Optimal Thresholds of MLC-SCL LSB Channel

Table B.1: Read threshold positions $\bar{\gamma}$ of MLC-SCL LSB that attain the maximum mutual information for $m=3$ at the given SNR value.

| SNR(dB) | $m$ | $\bar{\gamma}$ | MMI |
| :--- | :--- | :--- | :--- |
| 10 | 3 | -2.108802 .1088 | 0.49234 |
| 10.2 | 3 | -2.100702 .1007 | 0.51208 |
| 10.4 | 3 | -2.093102 .0931 | 0.53207 |
| 10.6 | 3 | -2.086102 .0861 | 0.55225 |
| 10.8 | 3 | -2.079602 .0796 | 0.57256 |
| 11 | 3 | -2.073502 .0735 | 0.59296 |
| 11.2 | 3 | -2.067802 .0678 | 0.61339 |
| 11.4 | 3 | -2.062502 .0625 | 0.63378 |
| 11.6 | 3 | -2.057702 .0577 | 0.65408 |
| 11.8 | 3 | -2.053202 .0532 | 0.67422 |
| 12 | 3 | -2.04902 .049 | 0.69414 |
| 12.2 | 3 | -2.045102 .0451 | 0.71377 |
| 12.4 | 3 | -2.041502 .0415 | 0.73304 |
| 12.6 | 3 | -2.038202 .0382 | 0.75191 |
| 12.8 | 3 | -2.035102 .0351 | 0.77029 |
| 13 | 3 | -2.032302 .0323 | 0.78815 |
| 13.2 | 3 | -2.029702 .0297 | 0.80541 |
| 13.4 | 3 | -2.027302 .0273 | 0.82203 |
| 13.6 | 3 | -2.025102 .0251 | 0.83795 |
| 13.8 | 3 | -2.02302 .023 | 0.85315 |
| 14 | 3 | -2.021102 .0211 | 0.86757 |
| 14.2 | 3 | -2.019402 .0194 | 0.88119 |
| 14.4 | 3 | -2.017802 .0178 | 0.89398 |
| 14.6 | 3 | -2.016302 .0163 | 0.90593 |
| 14.8 | 3 | -2.01502 .015 | 0.91702 |
| 15 | 3 | -2.013702 .0137 | 0.92726 |

Table B.2: Read threshold positions $\bar{\gamma}$ of MLC-SCL LSB that attain the maximum mutual information for $m=4$ at the given SNR value.

| SNR(dB) | $m$ | $\bar{\gamma}$ | MMI |
| :---: | :---: | :---: | :---: |
| 10 | 4 | -2.0848-0.20608 0.206082 .0848 | 0.50106 |
| 10.2 | 4 | -2.077-0.2054 0.20542 .077 | 0.52133 |
| 10.4 | 4 | -2.0698-0.20452 0.204522 .0698 | 0.54182 |
| 10.6 | 4 | -2.0632-0.2033 0.2033 2.0632 | 0.56247 |
| 10.8 | 4 | -2.0572-0.2019 0.20192 .0572 | 0.58321 |
| 11 | 4 | -2.0517-0.20024 0.200242 .0517 | 0.60399 |
| 11.2 | 4 | -2.0466-0.19838 0.198382 .0466 | 0.62474 |
| 11.4 | 4 | -2.0421-0.19632 0.196322 .0421 | 0.6454 |
| 11.6 | 4 | -2.0379-0.19409 0.194092 .0379 | 0.66591 |
| 11.8 | 4 | -2.0341-0.19166 0.191662 .0341 | 0.68618 |
| 12 | 4 | -2.0307-0.18909 0.189092 .0307 | 0.70617 |
| 12.2 | 4 | -2.0276-0.18639 0.186392 .0276 | 0.7258 |
| 12.4 | 4 | -2.0248-0.18357 0.183572 .0248 | 0.745 |
| 12.6 | 4 | -2.0223-0.18066 0.180662 .0223 | 0.76373 |
| 12.8 | 4 | -2.02-0.17762 0.177622 .02 | 0.78191 |
| 13 | 4 | -2.018-0.17451 0.174512 .018 | 0.79949 |
| 13.2 | 4 | -2.0161-0.17139 0.171392 .0161 | 0.81642 |
| 13.4 | 4 | -2.0145-0.16817 0.168172 .0145 | 0.83264 |
| 13.6 | 4 | -2.013-0.16487 0.164872 .013 | 0.84813 |
| 13.8 | 4 | -2.0116-0.16159 0.161592 .0116 | 0.86284 |
| 14 | 4 | -2.0104-0.15825 0.158252 .0104 | 0.87674 |
| 14.2 | 4 | -2.0094-0.15495 0.154952 .0094 | 0.8898 |
| 14.4 | 4 | -2.0084-0.15156 0.151562 .0084 | 0.90202 |
| 14.6 | 4 | -2.0075-0.14823 0.148232 .0075 | 0.91338 |
| 14.8 | 4 | -2.0067-0.14492 0.144922 .0067 | 0.92387 |
| 15 | 4 | -2.0061-0.14159 0.141592 .0061 | 0.93351 |

Table B.3: Read threshold positions $\bar{\gamma}$ of MLC-SCL LSB that attain the maximum mutual information for $m=5$ at the given SNR value.

| SNR(dB) | $m$ | $\bar{\gamma}$ | MMI |
| :--- | :--- | :--- | :--- |
| 10 | 5 | $-2.4829-1.873701 .87372 .4829$ | 0.53611 |
| 10.2 | 5 | $-2.4649-1.870301 .87032 .4649$ | 0.5561 |
| 10.4 | 5 | $-2.4475-1.867301 .86732 .4475$ | 0.5762 |
| 10.6 | 5 | $-2.4308-1.864801 .86482 .4308$ | 0.59636 |
| 10.8 | 5 | $-2.4147-1.862701 .86272 .4147$ | 0.61653 |
| 11 | 5 | $-2.3994-1.86101 .8612 .3994$ | 0.63663 |
| 11.2 | 5 | $-2.3845-1.859601 .85962 .3845$ | 0.65662 |
| 11.4 | 5 | $-2.3703-1.858701 .85872 .3703$ | 0.67644 |
| 11.6 | 5 | $-2.3566-1.85801 .8582 .3566$ | 0.69601 |
| 11.8 | 5 | $-2.3435-1.857601 .85762 .3435$ | 0.71528 |
| 12 | 5 | $-2.3309-1.857601 .85762 .3309$ | 0.7342 |
| 12.2 | 5 | $-2.3187-1.857801 .85782 .3187$ | 0.7527 |
| 12.4 | 5 | $-2.3071-1.858201 .85822 .3071$ | 0.77072 |
| 12.6 | 5 | $-2.2958-1.858801 .85882 .2958$ | 0.78821 |
| 12.8 | 5 | $-2.285-1.859701 .85972 .285$ | 0.80512 |
| 13 | 5 | $-2.2747-1.860701 .86072 .2747$ | 0.82141 |
| 13.2 | 5 | $-2.2647-1.861901 .86192 .2647$ | 0.83702 |
| 13.4 | 5 | $-2.2551-1.863201 .86322 .2551$ | 0.85192 |
| 13.6 | 5 | $-2.2458-1.864701 .86472 .2458$ | 0.86608 |
| 13.8 | 5 | $-2.2369-1.866301 .86632 .2369$ | 0.87946 |
| 14 | 5 | $-2.2284-1.867901 .86792 .2284$ | 0.89206 |
| 14.2 | 5 | $-2.2201-1.869701 .86972 .2201$ | 0.90384 |
| 14.4 | 5 | $-2.2122-1.871601 .87162 .2122$ | 0.91481 |
| 14.6 | 5 | $-2.2046-1.873601 .87362 .2046$ | 0.92497 |
| 14.8 | 5 | $-2.1972-1.875601 .87562 .1972$ | 0.93431 |
| 15 | 5 | $-2.1901-1.877701 .87772 .1901$ | 0.94285 |

Table B.4: Read threshold positions $\bar{\gamma}$ of MLC-SCL LSB that attain the maximum mutual information for $m=6$ at the given SNR value.

| SNR(dB) | $m$ | $\bar{\gamma}$ | MMI |
| :--- | :--- | :--- | :--- | :--- |
| 10 | 6 | $-2.4504-1.8198-0.246720 .246721 .81982 .4504$ | 0.5499 |
| 10.2 | 6 | $-2.4327-1.8168-0.244960 .244961 .81682 .4327$ | 0.57055 |
| 10.4 | 6 | $-2.4157-1.8143-0.242910 .242911 .81432 .4157$ | 0.59126 |
| 10.6 | 6 | $-2.3996-1.8125-0.240570 .240571 .81252 .3996$ | 0.61197 |
| 10.8 | 6 | $-2.3842-1.8112-0.237960 .237961 .81122 .3842$ | 0.6326 |
| 11 | 6 | $-2.3695-1.8104-0.235090 .235091 .81042 .3695$ | 0.6531 |
| 11.2 | 6 | $-2.3554-1.8102-0.2320 .2321 .81022 .3554$ | 0.67339 |
| 11.4 | 6 | $-2.342-1.8104-0.228690 .228691 .81042 .342$ | 0.69341 |
| 11.6 | 6 | $-2.3291-1.8109-0.225190 .225191 .81092 .3291$ | 0.7131 |
| 11.8 | 6 | $-2.3169-1.812-0.221510 .221511 .8122 .3169$ | 0.73239 |
| 12 | 6 | $-2.3051-1.8133-0.217690 .217691 .81332 .3051$ | 0.75123 |
| 12.2 | 6 | $-2.2939-1.8149-0.213740 .213741 .81492 .2939$ | 0.76955 |
| 12.4 | 6 | $-2.2832-1.8168-0.209690 .209691 .81682 .2832$ | 0.78731 |
| 12.6 | 6 | $-2.273-1.819-0.205530 .205531 .8192 .273$ | 0.80445 |
| 12.8 | 6 | $-2.2631-1.8214-0.201320 .201321 .82142 .2631$ | 0.82092 |
| 13 | 6 | $-2.2537-1.8239-0.197040 .197041 .82392 .2537$ | 0.83668 |
| 13.2 | 6 | $-2.2446-1.8267-0.192730 .192731 .82672 .2446$ | 0.8517 |
| 13.4 | 6 | $-2.236-1.8296-0.188380 .188381 .82962 .236$ | 0.86595 |
| 13.6 | 6 | $-2.2276-1.8326-0.184030 .184031 .83262 .2276$ | 0.87941 |
| 13.8 | 6 | $-2.2196-1.8357-0.179680 .179681 .83572 .2196$ | 0.89204 |
| 14 | 6 | $-2.212-1.8388-0.175340 .175341 .83882 .212$ | 0.90385 |
| 14.2 | 6 | $-2.2046-1.8421-0.171020 .171021 .84212 .2046$ | 0.91483 |
| 14.4 | 6 | $-2.1975-1.8454-0.166720 .166721 .84542 .1975$ | 0.92498 |
| 14.6 | 6 | $-2.1906-1.8487-0.162460 .162461 .84872 .1906$ | 0.93431 |
| 14.8 | 6 | $-2.184-1.852-0.158250 .158251 .8522 .184$ | 0.94283 |
| 15 | 6 | $-2.1776-1.8554-0.154090 .154091 .85542 .1776$ | 0.95056 |

Table B.5: Read threshold positions $\bar{\gamma}$ of MLC-SCL LSB that attain the maximum mutual information for $m=7$ at the given SNR value.

| SNR(dB) | $m$ | $\bar{\gamma}$ | MMI |
| :--- | :--- | :--- | :--- | :--- |
| 10 | 7 | $-2.4405-1.8026-0.3548300 .354831 .80262 .4405$ | 0.5534 |
| 10.2 | 7 | $-2.4228-1.7995-0.3531600 .353161 .79952 .4228$ | 0.57423 |
| 10.4 | 7 | $-2.406-1.7971-0.3510500 .351051 .79712 .406$ | 0.5951 |
| 10.6 | 7 | $-2.3899-1.7953-0.34859000 .348591 .79532 .3899$ | 0.61596 |
| 10.8 | 7 | $-2.3746-1.7941-0.3457700 .345771 .79412 .3746$ | 0.63671 |
| 11 | 7 | $-2.36-1.7935-0.3425500 .342551 .79352 .36$ | 0.65731 |
| 11.2 | 7 | $-2.3461-1.7934-0.33901000 .339011 .79342 .3461$ | 0.67769 |
| 11.4 | 7 | $-2.3328-1.7939-0.33514000 .335141 .79392 .3328$ | 0.69777 |
| 11.6 | 7 | $-2.3202-1.7947-0.3309900 .330991 .79472 .3202$ | 0.71749 |
| 11.8 | 7 | $-2.3082-1.7961-0.3265600 .326561 .79612 .3082$ | 0.73679 |
| 12 | 7 | $-2.2967-1.7978-0.3218800 .321881 .79782 .2967$ | 0.7556 |
| 12.2 | 7 | $-2.2857-1.7998-0.31700 .3171 .79982 .2857$ | 0.77388 |
| 12.4 | 7 | $-2.2753-1.8022-0.3119100 .311911 .80222 .2753$ | 0.79156 |
| 12.6 | 7 | $-2.2653-1.8048-0.30665000 .306651 .80482 .2653$ | 0.8086 |
| 12.8 | 7 | $-2.2557-1.8076-0.3012900 .301291 .80762 .2557$ | 0.82495 |
| 13 | 7 | $-2.2466-1.8107-0.2957600 .295761 .81072 .2466$ | 0.84058 |
| 13.2 | 7 | $-2.2379-1.814-0.2901700 .290171 .8142 .2379$ | 0.85544 |
| 13.4 | 7 | $-2.2295-1.8174-0.2845200 .284521 .81742 .2295$ | 0.86952 |
| 13.6 | 7 | $-2.2215-1.8209-0.2787900 .278791 .82092 .2215$ | 0.88278 |
| 13.8 | 7 | $-2.2138-1.8245-0.2730400 .273041 .82452 .2138$ | 0.89522 |
| 14 | 7 | $-2.2064-1.8282-0.267300 .26731 .82822 .2064$ | 0.90683 |
| 14.2 | 7 | $-2.1994-1.832-0.2615100 .261511 .8322 .1994$ | 0.9176 |
| 14.4 | 7 | $-2.1925-1.8358-0.2557900 .255791 .83582 .1925$ | 0.92753 |
| 14.6 | 7 | $-2.186-1.8396-0.2500500 .250051 .83962 .186$ | 0.93664 |
| 14.8 | 7 | $-2.1797-1.8434-0.2443900 .244391 .84342 .1797$ | 0.94495 |
| 15 | 7 | $-2.1736-1.8473-0.2387400 .238741 .84732 .1736$ | 0.95248 |

Table B.6: Read threshold positions $\bar{\gamma}$ of MLC-SCL LSB that attain the maximum mutual information for $m=8$ at the given SNR value.
$\left.\begin{array}{llllll}\text { SNR(dB) } & m & \bar{\gamma} & \text { MMI } \\ \hline 10 & 8 & -2.6664-2.1458-1.696-0.261650 .261651 .6962 .14582 .6664 & 0.56446 \\ 10.2 & 8 & -2.6431-2.135-1.6946-0.25949 & 0.25949 & 1.6946 & 2.1352 .6431\end{array}\right) 0.58516$

Table B.7: Read threshold positions $\bar{\gamma}$ of MLC-SCL LSB that attain the maximum mutual information for $m=10$ at the given SNR value.


Table B.8: Read threshold positions $\bar{\gamma}$ of MLC-SCL LSB that attain the maximum mutual information for given number of reads $m$ and $\mathrm{SNR}=10(\mathrm{~dB})$.

| SNR(dB) | $m$ | $\bar{\gamma}$ | MMI |
| :---: | :---: | :---: | :---: |
| 10 | 3 | -2.1088 02.1088 | 0.49234 |
| 10 | 4 | -2.0848-0.20608 0.206082 .0848 | 0.50106 |
| 10 | 5 | -2.4829-1.8737 01.87372 .4829 | 0.53611 |
| 10 | 6 | -2.4504-1.8198-0.24672 0.246721 .81982 .4504 | 0.5499 |
| 10 | 7 | -2.4405-1.8026-0.35483 00.354831 .80262 .4405 | 0.5534 |
| 10 | 8 | -2.6664-2.1458-1.696-0.26165 0.261651 .6962 .14582 .6664 | 0.56446 |
| 10 | 9 | $\begin{aligned} & -2.6544-2.1291-1.6689-0.3817500 .381751 .66892 .1291 \\ & 2.6544 \end{aligned}$ | 0.56869 |
| 10 | 10 | $\begin{aligned} & -2.6496-2.1219-1.6566-0.45039-0.141790 .141790 .45039 \\ & 1.65662 .12192 .6496 \end{aligned}$ | 0.57037 |
| 10 | 11 | $\begin{aligned} & -2.8041-2.3292-1.9646-1.59-0.3953600 .395361 .591 .9646 \\ & 2.32922 .8041 \end{aligned}$ | 0.57526 |
| 10 | 12 | $\begin{array}{lllll} -2.7981 & -2.3215 & -1.954 & -1.5734 & -0.46853 \\ 0.46853 & 1.5734 & 1.954 & 2.3215 & 2.7981 \end{array}$ | 0.57712 |
| 10 | 13 | $\begin{aligned} & -2.7955-2.3176-1.9484-1.5641-0.51674-0.2424600 .24246 \\ & 0.516741 .56411 .94842 .31762 .7955 \end{aligned}$ | 0.57803 |
| 10 | 14 | $\begin{array}{llllll} -2.911 & -2.4652 & -2.1408 & -1.8446 & -1.5178 & -0.47956 \\ 0.14963 & 0.47956 & 1.5178 & 1.8446 & 2.1408 & 2.4652 \\ 2 \end{array} .911$ | 0.58062 |
| 10 | 15 | $\begin{array}{lllll} -2.9076 & -2.4608 & -2.1353 & -1.8372 & -1.5064 \\ 0 & -0.52965 & -0.247340 \\ 0.24734 & 0.52965 & 1.5064 & 1.8372 & 2.1353 \\ 2.4608 & 2.9076 \end{array}$ | 0.5816 |
| ; | ! | ; | : |
| 10 | 19 | $-2.994-2.5676-2.2662-2.0061-1.7476-1.4505-0.60392-$ $0.37698-0.1821700 .182170 .376980 .603921 .45051 .7476$ 2.00612 .26622 .56762 .994 | 0.58463 |
| 10 | 20 | $\begin{aligned} & -3.0616-2.6526-2.3694-2.1337-1.9136-1.6858-1.4216- \\ & 0.58314-0.32574-0.105240 .105240 .325740 .583141 .4216 \\ & 1.68581 .91362 .13372 .36942 .65263 .0616 \end{aligned}$ | 0.58562 |
| 10 | 21 | $-3.0663-2.6564-2.3722-2.1355-1.914-1.6844-1.4169-$ $0.61122-0.38021-0.1834200 .183420 .380210 .611221 .4169$ 1.68441 .9142 .13552 .37222 .65643 .0663 | 0.58599 |
| $\vdots$ | : | ! | : |
| 10 | 30 | ```-3.1778 -2.7967 -2.541 -2.3383-2.1626 -2.0003-1.8423- 1.6813-1.5089-1.3103-0.69926-0.5138-0.35428-0.20798 -0.0685970.068597 0.20798 0.35428 0.5138 0.69926 1.3103 1.5089 1.6813 1.8423 2.0003 2.1626 2.3383 2.541 2.7967 3.1778``` | 0.58855 |

Table B.9: Read threshold positions $\bar{\gamma}$ of MLC-SCL LSB that attain the maximum mutual information for given number of reads $m$ and $\mathrm{SNR}=13(\mathrm{~dB})$.

| SNR(dB) | $m$ | $\bar{\gamma}$ | MMI |
| :---: | :---: | :---: | :---: |
| 13 | 3 | -2.0323 02.0323 | 0.78815 |
| 13 | 4 | -2.018-0.17451 0.174512 .018 | 0.79949 |
| 13 | 5 | -2.2747-1.8607 01.86072 .2747 | 0.82141 |
| 13 | 6 | -2.2537-1.8239-0.19704 0.19704 1.8239 2.2537 | 0.83668 |
| 13 | 7 | -2.2466-1.8107-0.29576 00.295761 .81072 .2466 | 0.84058 |
| 13 | 8 | $\begin{array}{lllllll} -2.3965 & -2.0436 & -1.7244 & -0.20544 & 0.20544 & 1.7244 & 2.0436 \\ 2.3965 \end{array}$ | 0.84702 |
| 13 | 9 | $\begin{aligned} & -2.3878-2.0315-1.7008-0.3143400 .314341 .70082 .0315 \\ & 2.3878 \end{aligned}$ | 0.85153 |
| 13 | 10 | $\begin{aligned} & -2.3843-2.0262-1.6897-0.38104-0.112640 .112640 .38104 \\ & 1.68972 .02622 .3843 \end{aligned}$ | 0.8533 |
| 13 | 11 | $\begin{aligned} & -2.4863-2.1614-1.9161-1.6336-0.3236500 .323651 .6336 \\ & 1.91612 .16142 .4863 \end{aligned}$ | 0.85604 |
| 13 | 12 | $\begin{aligned} & -2.4822-2.1556-1.9074-1.6166-0.39536-0.115870 .11587 \\ & 0.395361 .61661 .90742 .15562 .4822 \end{aligned}$ | 0.85797 |
| 13 | 13 | $\begin{aligned} & -2.481-2.1533-1.9035-1.6077-0.44505-0.1951400 .19514 \\ & 0.445051 .60771 .90352 .15332 .481 \end{aligned}$ | 0.85893 |
| 13 | 14 | $\begin{array}{llllll} -2.5558 & -2.2482 & -2.0325 & -1.8271 & -1.5669 & -0.40368 \\ 0.11773 & 0.40368 & 1.5669 & 1.8271 & 2.0325 & 2.2482 \\ 2.5558 \end{array}$ | 0.86034 |
| 13 | 15 | $\begin{array}{lllll} -2.5551 & -2.2458 & -2.0284 & -1.8203 & -1.5536 \\ 0.19869 & 0.45628 & 1.5536 & 1.8203 & 2.0284 \\ 2.2458 & 2.5551 & -0.198690 \end{array}$ | 0.86135 |
| : | ; | $\vdots$ | : |
| 13 | 19 | ```-2.6162 -2.3185 -2.1165 -1.9407-1.7521 -1.4992-0.53693 -0.3133-0.14604 0 0.14604 0.3133 0.53693 1.4992 1.7521 1.9407 2.1165 2.3185 2.6162``` | 0.86371 |
| 13 | 20 | $\begin{array}{llllll} -2.6586 & -2.3726 & -2.1826 & -2.0258 & -1.8739 & -1.7024 \\ 0.1 .4722- \\ 0.50987 & -0.26488 & -0.082891 & 0.082891 & 0.26488 & 0.50987 \\ 1.7024 & 1.8739 & 2.0258 & 2.1826 & 2.3726 & 2.6586 \end{array}$ | 0.86424 |
| 13 | 21 | $\begin{aligned} & -2.6645-2.3758 \\ & -0.2 .184 \\ & -0.31562 \end{aligned}-0.0257-1.8721-1.698-1.463-0.54396$ | 0.86462 |
| : | : | $\vdots$ | $\vdots$ |
| 13 | 30 | ```-2.802 -2.5177 -2.3341 -2.1919 -2.0692 -1.9536 -1.8349 - 1.7027-1.5432-1.3323-0.66936-0.46037-0.3025-0.17215 -0.0559150.0559150.17215 0.3025 0.460370.66936 1.3323 1.5432 1.7027 1.8349 1.9536 2.0692 2.1919 2.3341 2.5177 2.802``` | 0.86651 |

Table B.10: Read threshold positions $\bar{\gamma}$ of MLC-SCL LSB that attain the maximum mutual information for given number of reads $m$ and $S N R=15(\mathrm{~dB})$.

| SNR(dB) | $m$ | $\bar{\gamma}$ | MMI |
| :---: | :---: | :---: | :---: |
| 15 | 3 | -2.0137 02.0137 | 0.92726 |
| 15 | 4 | -2.0061-0.14159 0.141592 .0061 | 0.93351 |
| 15 | 5 | -2.1901-1.8777 01.87772 .1901 | 0.94285 |
| 15 | 6 | -2.1776-1.8554-0.15409 0.154091 .85542 .1776 | 0.95056 |
| 15 | 7 | -2.1736-1.8473-0.23874 00.238741 .84732 .1736 | 0.95248 |
| 15 | 8 | $\begin{array}{llllll} -2.2845 & -2.0184 & -1.7716 & -0.15887 & 0.15887 & 1.7716 \\ 2.2845 \end{array}$ | 0.95506 |
| 15 | 9 | $\begin{aligned} & -2.2803-2.0116-1.7557-0.2506600 .250661 .75572 .0116 \\ & 2.2803 \end{aligned}$ | 0.95721 |
| 15 | 10 | $\begin{aligned} & -2.2779-2.0085-1.7486-0.3088-0.0870740 .0870740 .3088 \\ & 1.74862 .00852 .2779 \end{aligned}$ | 0.95803 |
| 15 | 11 | $\begin{aligned} & -2.3519-2.1047-1.9236-1.6981-0.2561500 .256151 .6981 \\ & 1.92362 .10472 .3519 \end{aligned}$ | 0.95907 |
| 15 | 12 | $\begin{aligned} & -2.3528-2.1031-1.9194-1.6865-0.31844-0.0889870 .088987 \\ & 0.318441 .68651 .91942 .10312 .3528 \end{aligned}$ | 0.95995 |
| 15 | 13 | $\begin{aligned} & -2.35-2.1008-1.9166-1.6805-0.36289-0.1515200 .15152 \\ & 0.362891 .68051 .91662 .10082 .35 \end{aligned}$ | 0.96038 |
| 15 | 14 | $\begin{array}{llllll} -2.3953 & -2.16 & -2.0016 & -1.8461 & -1.6309 & -0.32503 \end{array}-0.090253-1.84612 .00162 .162 .3953-1.63091 .841$ | 0.9609 |
| 15 | 15 | $\begin{aligned} & -2.4091-2.1701-2.0095-1.853-1.6333-0.37071-0.153690 \\ & 0.153690 .370711 .63331 .8532 .00952 .17012 .4091 \end{aligned}$ | 0.96135 |
| ! | ; | ; | : |
| 15 | 19 | $\begin{array}{lllllll} -2.4953 & -2.247 & -2.0894-1.9564 & -1.8092 & -1.5897 & -0.78274- \\ 0.34127 & -0.14473 & 0 & 0.14473 & 0.34127 & 0.78274 & 1.5897 \\ 1.8092 \end{array}$ | 0.96198 |
| 15 | 20 | $-2.5435-2.274-2.1103-1.9772-1.8366-1.6405-1.1808-$ $0.42603-0.20893-0.0638370 .0638370 .208930 .426031 .1808$ 1.64051 .83661 .97722 .11032 .2742 .5435 | 0.96216 |
| 15 | 21 | $\begin{array}{llllllll} -2.5969 & -2.3018 & -2.133 & -2.0017 & -1.8709 & -1.7052 & -1.4267- \\ 0.57389 & -0.2956 & -0.1302 & 0 & 0.1302 & 0.2956 & 0.57389 & 1.4267 \\ 1.7052 & 1.8709 & 2.0017 & 2.133 & 2.3018 & 2.5969 & & \end{array}$ | 0.96244 |
| $\vdots$ | ! | ! | $\vdots$ |
| 15 | 30 | $-2.8808-2.5054-2.2996-2.1612-2.051-1.949-1.8388-$ 1.7006-1.4951-1.1225-0.87746-0.50491-0.29941-0.16117 $-0.0509930 .0509930 .161170 .299410 .504910 .877461 .1225$ <br> 1.49511 .70061 .83881 .9492 .0512 .16122 .29962 .50542 .8808 | 0.9631 |

## Appendix C

## DE Optimal Thresholds of MLC-SCL LSB

Channel

Table C.1: DE-optimized read threshold positions $\bar{\gamma}$ of MLC-SCL LSB for Code A $m=5$ at the given SNR value. Thresholds are found using gradient descent initialized to MMI optimal positions.

| SNR(dB) | $m$ | $\bar{\gamma}$ | BER(BP) |
| :--- | :--- | :--- | :--- |
| 10 | 5 | $-2.4302-1.864001 .86402 .4302$ | $5.0447 \times 10^{-2}$ |
| 11 | 5 | $-2.3924-1.859601 .85962 .3924$ | $1.9865 \times 10^{-2}$ |
| 12 | 5 | $-2.3614-1.874001 .87402 .3614$ | $5.5126 \times 10^{-3}$ |
| 13 | 5 | $-2.2848-1.848101 .84812 .2848$ | $1.1762 \times 10^{-3}$ |
| 14 | 5 | $-2.2408-1.857201 .85722 .2408$ | $2.3101 \times 10^{-4}$ |
| 15 | 5 | $-2.1901-1.877701 .87772 .1901$ | $5.1858 \times 10^{-5}$ |

Table C.2: DE-optimized read threshold positions $\bar{\gamma}$ of MLC-SCL LSB for Code A $m=6$ at the given SNR value.

| SNR(dB) | $m$ | $\bar{\gamma}$ |
| :---: | :---: | :---: |
| 10 | 6 | -2.4300-1.8352-0.2379 0.2379 1.8352 2.4300 |
| 11 | 6 | -2.3607-1.8087-0.2341 0.23411 .80872 .3607 |
| 12 | 6 | -2.3143-1.8044-0.2261 0.22611 .80442 .3143 |
| 13 | 6 | -2.2687-1.8109-0.2086 0.20861 .81092 .2687 |
| 14 | 6 | -2.2122-1.8386-0.1755 0.17551 .83862 .2122 |
| 15 | 6 | -2.1776-1.8554-0.15409 0.15409 1.8554 2.1776 |

Table C.3: DE-optimized read threshold positions $\gamma$ of MLC-SCL LSB for Code B, $m=5$ at the given SNR value.

| SNR(dB) | $m$ | $\gamma$ |
| :---: | :---: | :---: |
| 10 | 5 | -2.0059-2.0052 02.00522 .0059 |
| 11 | 5 | -2.1065-1.9134 01.91342 .1065 |
| 12 | 5 | -2.2172-1.8640 01.86402 .2172 |
| 13 | 5 | -2.2379-1.8534 01.85342 .2379 |
| 14 | 5 | -2.2366-1.8684 01.86842 .2366 |
| 15 | 5 | -2.2239-1.8769 01.87692 .2239 |

## Appendix D

Double Diagonal LDPC Code Base Matrix in 802.11n

Table D.1: The base matrices of LDPC codes used in the Wi-Fi standards 802.11 n of code length $n=1944$ bits, sub-block length $Z=81$ of various rates [11].

| (a) Coding rate $\mathrm{R}=1 / 2$. |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 57 | - | - | - | 50 | - | 11 | - | 50 | - | 79 | - |  | 1 | 0 | - | - - | - - | - - | - - | - - | - | - |  | - | - |
| 3 | - | 28 | - | 0 | - | - | - | 55 | 7 | - | - |  | - | 0 | 0 | 0 - | - | - - | - | - - | - | - |  | - |  |
| 30 | - | - | - | 24 | 37 | - | - | 56 | 14 | - | - |  | - | - | 0 | 0 | 0 | - - | - | - - | - | - |  | - |  |
| 62 | 53 | - | - | 53 | - | - | 3 | 35 | - | - | - |  | - | - | - | - 0 | 0 | 0 | - | - - | - | - |  | - | - |
| 40 | - | - | 20 | 66 | - | - | 22 | 28 | - | - | - |  | - | - | - | - - | - | 0 | - | - - | - | - |  | - | - |
| 0 | - | - | - | 8 | - | 42 | - | 50 | - | - | 8 |  | - | - | - | - - | - | - 0 | 0 | 0 - | - | - |  | - | - |
| 69 | 79 | 79 | - | - | - | 56 | - | 52 | - | - | - |  | 0 | - | - | - - | - - | - - | - 0 | 0 | - | - |  | - | - |
| 65 | - | - | - | 38 | 57 | - | - | 72 | - | 27 | - |  | - | - | - | - - | - - | - - | - - | - 0 | 0 | - |  | - | - |
| 64 | - | - | - | 14 | 52 | - | - | 30 | - | - | 32 |  | - | - | - | - - | - - | - - | - - | - - | 0 | 0 |  | - | - |
| - | 45 | - | 70 | 0 | - | - | - | 77 | 9 | - | - |  | - | - | - | - - | - - | - - | - | - - | - | 0 |  | 0 | - |
| 2 | 56 | - | 57 | 35 | - | - | - | - | - | 12 | - |  | - | - | - | - - | - | - | - | - - | - | - |  | 0 | 0 |
| 24 | - | 61 | - | 60 | - | - | 27 | 51 | - | - | 16 |  | 1 | - | - | - - | - | - |  | - | - | - |  |  | 0 |
| (b) Coding rate $\mathrm{R}=2 / 3$. |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 61 | 75 | 4 | 63 | 56 | - | - | - | - | - | - | 8 |  | - | 2 |  | 17 | 72 | 25 | 10 | $0-$ | - | - | - |  |  |
| 56 | 74 | 77 | 20 | - | - | - | 64 | 24 | 4 | 67 | - | - | 7 |  | - |  | - | - | - | 00 | - | - | - | - |  |
| 28 | 21 | 68 | 10 | 7 | 14 | 65 | - | - | - | 23 | - | - | - | - | - | 75 | 5 | - | - | - 0 | 0 | - | - | - |  |
| 48 | 38 | 43 | 78 | 76 | - | - | - | - | 5 | 36 | - | 1 | 15 | 72 | 2 |  | - | - | - | - - | 0 | - | - | - |  |
| 40 | 2 | 53 | 25 | - | 52 | 62 | - | 20 | - | - | 44 |  | - |  | - |  | - | - | 0 | - - | - | 0 | - |  |  |
| 69 | 23 | 64 | 10 | 22 | - | 21 | - | - | - | - | - | 6 | 68 | 23 |  | 29 | 9 | - | - | - - | - | 0 | 0 | - |  |
| 12 | 0 | 68 | 20 | 55 | 61 | - | 40 | - | - | - | 52 |  | - |  |  |  | - 4 | 44 | - | - - | - | - | 0 |  |  |
| 58 | 8 | 34 | 64 | 78 | - | - | 11 | 78 | 24 | - | - - | - | - |  |  |  | - 5 | 58 | 1 | - - | - | - | - | 0 |  |
| (c) Coding rate $\mathrm{R}=3 / 4$. |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 48 | 29 | 28 | 39 | 9 | 61 | - | - | - | 63 | 45 | 80 | - | - | - |  | - | 37 | 32 | 22 | 2 | 10 | - |  | - |  |
| 4 | 49 | 42 | 48 | 11 | 30 | - | - | - | 49 | 17 | 41 | 37 | 7 | 15 |  | - | 54 | - |  | - | - 0 | 0 | - | - |  |
| 35 | 76 | 78 | 51 | 37 | 35 | 21 | - | 17 | 64 | - | - | - | - 5 | 59 |  | 7 | - | - | 32 |  | - - | 0 | - | - |  |
| 9 | 65 | 44 | 9 | 54 | 56 | 73 | 34 | 42 | - | - | - | 35 |  | - |  |  | - | 46 | 39 |  | $0-$ | - | 0 | 0 |  |
| 3 | 62 | 7 | 80 | 68 | 26 | - | 80 | 55 |  | 36 |  |  |  | - |  | 9 | - | 72 |  |  | - - | - |  | 0 |  |
| 26 | 75 | 33 | 21 | 69 | 59 | 3 | 38 | - | - | - | 35 |  | - | 62 |  | 36 | 26 | 6 |  |  | 1 | - |  |  |  |
| (d) Coding rate $\mathrm{R}=5 / 6$. |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 13 | 48 | 80 | 66 | 4 | 74 | 7 | 30 | 76 | 52 | $37 \quad 6$ | 60 | - | 49 | 97 | 73 |  | 317 | 74 | 73 | 23 |  | 1 | 0 | - | - |
| 69 | 63 | 74 | 56 | 64 | 77 | 57 | 65 | 6 | 16 | 51 | - 6 | 64 |  | - 6 | 68 |  | 94 | 48 | 62 | 54 | 27 | - | 0 | 0 |  |
| 51 | 15 | 0 | 80 | 24 | 25 | 42 | 54 | 44 | 71 | 71 | 96 | 67 | 35 | 35 | - | 58 | 58 | - | 29 | - | 53 | 0 | - | 0 |  |
| 16 | 29 | 36 | 41 | 44 | 56 | 59 | 37 | 50 | 24 | - 6 | 65 | 4 | 65 | 65 | 52 | - | - | 4 | - | 73 | 52 | 1 | - | - |  |
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