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ORIGINAL RESEARCH

Computer-aided speech recognition (SR) has been 
widely adopted by radiology departments nation-

wide, with 85% of practices using it nationwide in 
2018 (1). Continual advances in hardware and software 
have increased accuracy of SR systems (2). However, SR 
software remains imperfect and regularly produces er-
rors that can alter clinical meaning and interpretation 
(3,4). Compared with the errors found in typed reports, 
errors from SR software are rarely spelling mistakes and 
more commonly semantic or grammatical errors. Tradi-
tional document error–checking algorithms are not well 
suited to detect semantic errors (5). Several approach-
es, including use of co-occurrence relations (6), image 
metadata (7), and neural sequence to sequence models 
(8), have been previously explored to identify SR errors 
in radiology reports.

Recent use of transformer-based architectures in 
natural language processing (NLP), such as the bi-
directional encoder representations from transform-
ers (BERT), has resulted in substantial improvement 
in benchmark NLP tasks compared with previous 

architectures (9). BERT models pretrained on large 
text corpora have been released for open use (9). Stud-
ies have shown that these BERT models can be further 
pretrained or fine-tuned with small datasets for specific 
downstream NLP tasks (10,11). In radiology, BERT 
has been used to classify knee osteoarthritis reports, ex-
tract spatial relation information, identify significant 
findings in chest radiograph reports, extract ischemic 
stroke characteristics, and identify communication ur-
gency (12–17). However, a comprehensive model for 
detecting dictation errors in radiology reports across 
multiple imaging modalities has yet to be established, 
to our knowledge.

In this study, we applied BERT to create a robust 
context-based tool for handling radiology report dicta-
tion errors. We hypothesized that we could use trans-
fer learning from a pretrained medicine-specific BERT 
model to create a radiology-specific BERT model, and 
that this model could then be fine-tuned to automati-
cally detect report errors and suggest corrections at the 
token level.

This copy is for personal use only. To order printed copies, contact reprints@rsna.org

Purpose: To develop radiology domain–specific bidirectional encoder representations from transformers (BERT) models that can iden-
tify speech recognition (SR) errors and suggest corrections in radiology reports.

Materials and Methods: A pretrained BERT model, Clinical BioBERT, was further pretrained on a corpus of 114 008 radiology reports be-
tween April 2016 and August 2019 that were retrospectively collected from two hospitals. Next, the model was fine-tuned on a train-
ing dataset of generated insertion, deletion, and substitution errors, creating Radiology BERT. This model was retrospectively evaluated 
on an independent dataset of radiology reports with generated errors (n = 18 885) and on unaltered report sentences (n = 2000) and 
prospectively evaluated on true clinical SR errors (n = 92). Correction Radiology BERT was separately trained to suggest corrections 
for detected deletion and substitution errors. Area under the receiver operating characteristic curve (AUC) and bootstrapped 95% CIs 
were calculated for each evaluation dataset.

Results: Radiology-specific BERT had AUC values of ..99 (95% CI: .0.99, .0.99), 0.94 (95% CI: 0.93, 0.94), 0.98 (95% CI: 
0.98, 0.98), and 0.97 (95% CI: 0.97, 0.97) for detecting insertion, deletion, substitution, and all errors, respectively, on the indepen-
dently generated test set. Testing on unaltered report impressions revealed a sensitivity of 82% (28 of 34; 95% CI: 70%, 93%) and 
specificity of 88% (1521 of 1728; 95% CI: 87%, 90%). Testing on prospective SR errors showed an accuracy of 75% (69 of 92; 95% 
CI: 65%, 83%). Finally, the correct word was the top suggestion for 45.6% (475 of 1041; 95% CI: 42.5%, 49.3%) of errors.

Conclusion: Radiology-specific BERT models fine-tuned on generated errors were able to identify SR errors in radiology reports and 
suggest corrections.

Supplemental material is available for this article.
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Separately, we extracted an independent test dataset consist-
ing of 18 885 reports of comprehensively and consecutively col-
lected studies from August 16, 2020, to August 29, 2020, from 
UCSF. The same preprocessing steps as for the training dataset 
were applied to yield an independently generated test set with 
13 928 reports (n = 48 592 sentences, 657 152 words, 940 211 
tokens). A subset of 2000 unaltered sentences (n = 21 367 words, 
30 982 tokens) from this independent test dataset was randomly 
sampled to manually analyze model accuracy.

A prospective clinical test dataset was created by four radiolo-
gists (J.H.S., Y.J.L., M.V.) from UCSF over the course of 28 days 
in December 2020 and March 2021. Whenever SR produced a 
sentence that contained an error, the errored sentence was manu-
ally marked and added to this dataset in real time (n = 92 sen-
tences, 1358 words, 2006 tokens).

All datasets contained reports that had been dictated with 
PowerScribe (Nuance Communications; version 2016–2019).

Data Preprocessing and Preparation: Automated Error 
Generator
To fine-tune our BERT models for detecting SR errors, we 
simulated errors that are likely to occur in dictated reports. We 
designed a metaphone-based error generator that creates three 
types of errors: deletion, insertion, and substitution (Appendix 
E1 [supplement]). From the results of a previous study ana-
lyzing clinical SR errors (18), the probability of a given word 
being changed into an error was set to 7.4%, and the relative 
proportion of insertion, deletion, and substitution errors was 
set to 0.347, 0.270, and 0.383, respectively.

Model Predevelopment: Creating a Radiology-specific BERT 
Model through Additional Pretraining
To create a radiology-specific BERT model, we initialized our 
model with parameters from Clinical BioBERT (10,19). We fur-
ther trained these models on both the masked language model 
and next sentence prediction tasks (9) using the training cor-
pora dataset and similar hyperparameters (Appendix E1 [supple-
ment]) to the training of Clinical BioBERT (19). For the task 
of error correction, a separate but analogous BERT model was 
trained from Clinical BioBERT on solely the masked language 
model task with the training corpora dataset (Appendix E1 [sup-
plement]) to create Correction Radiology BERT.

Model Development: Fine-Tuning BERT to Detect Report 
Errors
We devised a token classification task to detect single-token 
errors in radiology reports. Each input token was labeled as a 
normal token, an insertion error, a deletion error, or a substitu-
tion error. For insertion and substitution errors, the model was 
trained to flag the suspected errored word; for deletions, it was 
trained to flag the word after the suspected deletion. A fully 
connected linear layer for token classification with softmax 
output was added on top of the BERT hidden states output 
(Fig 2).

The training corpora underwent processing by the auto-
mated error generator to create an “errored” training corpora 

Materials and Methods

Datasets and Corpora
This retrospective model development study was approved by 
the human ethics board of our institution and was conducted 
in accordance with the Helsinki Declaration of 1975, as re-
vised in 2013, with consent waived. A total of 121 396 radiol-
ogy reports, each with a unique accession number, were used 
for model training. This training corpora was aggregated from 
two medical institutions, which partially share staff members, 
during three separate time periods: 5295 CT reports between 
March 2019 and April 2019 from University of California 
San Francisco (UCSF); 38 222 CT, MRI, PET, and US re-
ports between January 2017 and March 2017 from UCSF; 
and 77 879 reports containing radiography, CT, US, MRI, 
mammography, procedural, and nuclear medicine studies 
between April 2016 and September 2016 from Zuckerberg 
San Francisco General Hospital. All reports were stripped of 
patient-identifying labels to the best of our ability, and 7388 
reports were excluded from the dataset due to duplicates (n 
= 933), external studies that lacked a radiology report (n = 
4870), or nonstandard reports (n = 1585) with formatting 
deviating from institutional standard that prevented algorith-
mic impression extraction (Fig 1). Next, impression section 
texts were extracted from the reports and segmented into sen-
tences with spaCy (https://spacy.io) and Python 3.6, resulting 
in a dataset of 114 008 reports, 470 157 sentences, 4 758 081 
words, and 7 354 058 tokens. Only the impression section 
was used for all training and testing because it is the most 
expressive part of the report, allowed for the most consistent 
segmentation, and trained the most stable model during the 
exploratory phase of model search.

Abbreviations
AUC = area under the receiver operating characteristic curve, 
BERT = bidirectional encoder representations from transformers, 
NLP = natural language processing, SR = speech recognition

Summary
A pretrained bidirectional encoder representations from transformers 
(BERT) model that has been adapted to a radiology corpus and fine-
tuned to identify speech recognition errors in radiology reports was 
evaluated using retrospective and prospective analyses.

Key Points
 n A radiology-specific bidirectional encoder representations from 

transformers (BERT) model fine-tuned for report error detection 
identified insertion, deletion, and substitution errors with area un-
der the curve (AUC) values of .0.99, 0.94, and 0.98, respectively, 
on a generated errors dataset.

 n Testing on errors in retrospectively collected signed radiology 
reports showed an AUC of 0.95 with sensitivity of 82% and speci-
ficity of 99%.

 n Testing the model on real-time, prospectively collected speech rec-
ognition errors from clinical workflow demonstrated an AUC of 
0.88 and sentence-wise accuracy of 75%.

Keywords
Computer Applications, Technology Assessment
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Figure 1: Inclusion and exclusion criteria of text data for pretraining, fine-tuning, and test sets. Training corpora were used in further pretraining and then corrupted 
through the error generator for model fine-tuning. The independently generated test set, signed reports test dataset, and prospective clinical dataset were all used in evalua-
tion. UCSF = University of California San Francisco, ZSFG = Zuckerberg San Francisco General Hospital.

Figure 2: Fine-tuning net-
work depiction. The model was 
fine-tuned with automatically 
generated error data. Input tokens 
(“Tok1,”“Tok2,”…) are fed into 
bidirectional encoder representa-
tions from transformers (BERT) as 
embeddings (“E1,”“E2,”…) with 
a special token [CLS] indicating 
the start of a sentence. Output 
(“T1,”“T2,”…) from the BERT model 
was fed into a fully connected 
linear classification layer with soft-
max activation. The classification 
layer generated five labels (0–4) 
that denote the input token as a 
normal token, an insertion error, a 
deletion error, a substitution error, 
and a padding token, respectively. 
C represents the unused class label 
for the input sentence.

http://radiology-ai.rsna.org
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Statistical Analysis
During optimal model search, each experiment was run with 
fivefold cross-validation for both pretraining and fine-tuning 
data. The all-errors class is defined as one minus the value of 
the normal class. For all sentence-level analyses, one minus each 
sentence’s lowest value for the normal class output was used as 
the likelihood that the sentence has an error. For this analysis, 
metrics were calculated at the optimal threshold (point on re-
ceiver operating characteristic curve closest to [0,1]). For the 
prospective clinical dataset’s sentence-level metrics, the same 
threshold as for the signed reports test set was used because 
the prospective dataset lacked negative samples. The 95% CIs 
were generated using bootstrapping with resampling at the re-
port or sentence level to accommodate clustering. All statistical 
analyses were performed in Python 3.6 using the scikit-learn 
package, and a P value of less than .05 was considered to indi-
cate a significant difference. Additional details are provided in 
Appendix E1 (supplement).

Results

Dataset Characteristics
Generated errors from 114 008 radiology reports were used 
for training, and those from 18 885 reports for initial testing. 
The most represented body parts from these two datasets were 
abdomen-pelvis (25% of reports) and chest (24% of reports) 
(Table 1). Both datasets covered seven modalities, of which ra-
diography and CT make up more than 60% of the total stud-
ies. A total of 470 157 sentences from the training set were 
used to generate automatically corrupted sentences for fine-
tuning. Assessment of a subset of these corrupted sentences by 

that was then used to train the model. We named the trained 
model, now fine-tuned to a classification task, Radiology 
BERT. PyTorch (version 1.6.0) and the HuggingFace trans-
formers library (version 3.4.0) were used to implement these 
methods (20).

Model Evaluation
We evaluated our model using three tasks. First, we deter-
mined performance on automatically generated errors using 
the holdout validation sets (n = 114 008 reports) and inde-
pendently generated test set (n = 18 885 reports). The model 
was trained and tested on errored impression phrases. To eval-
uate the effectiveness of the error generator algorithm, two 
medical trainees (G.R.C., T.L.C.) separately analyzed 509 er-
rored sentences to determine if they had clinically significant 
errors that would affect clinical interpretation, as defined in 
Alsentzer et al (19).

Second, we determined the performance of the model on 
signed reports from the independent test set. A medical trainee 
(G.R.C.) manually analyzed 2000 randomly selected impression 
sentences and marked any errors. Some sentences (n = 238) were 
excluded for incorrect sentence segmentation due to incorrect 
spacing or the presence of invalid characters that would not be 
encountered in a real-world radiology workflow (Fig 1).

Finally, we evaluated the performance of our approach on 
true SR errors collected prospectively in a real clinical work-
flow. Errored sentences that appeared during report dictation 
were collected in real time before they were corrected. All er-
rored sentences were corrected and categorized by a board-el-
igible radiologist (J.H.S.) and two medical trainees (G.R.C., 
T.L.C.) (Fig 3).

Figure 3: Examples of sentences automatically errored with insertions (green), 
deletions (red), and substitutions (blue) that would or would not affect clinical sig-
nificance according to consensus of three authors (J.H.S., T.L.C., G.R.C.). Samples 
were deemed not clinically significant if the original meaning was able to be 
reasonably derived given the errored sentence alone and if downstream manage-
ment would not change.

Figure 4: Receiver operating characteristic (ROC) curve depicting the fine-
tuned performance of the Radiology bidirectional encoder representations from 
transformers (BERT) model. Analyses were performed on the holdout validation 
sets, and results for the all-errors class are shown. The shading shows 1 SD of the 
ROC curve, and the 95% CI is reported. AUC = area under the curve.

http://radiology-ai.rsna.org
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CI: 0.49, .0.99), 0.87 (95% CI: 0.71, .0.99), 0.95 (95% 
CI: 0.86, .0.99), and 0.95 (95% CI: 0.89, 0.99) for inser-
tion, deletion, substitution, and all errors, respectively (Table 
3). Furthermore, Radiology BERT had an AUC of 0.89 (0.83, 
0.94) for detecting whether a given report sentence contained 
an error, which corresponded with a sentence-level sensitivity 
of 82% (28 of 34, 95% CI: 70%, 93%) and specificity of 88% 
(1521 of 1728, 95% CI: 87%, 90%). Most errors in the signed 
reports test set were deletion errors (19 of 34, 56%), while in-
sertion errors were rare (two of 34, 6%).  

On prospectively collected dictation errors, Radiology BERT 
had AUCs of 0.77 (95% CI: 0.58, 0.99), 0.61 (95% CI: 0.42, 
0.86), 0.88 (95% CI: 0.84, 0.92), and 0.88 (95% CI: 0.84, 
0.92) for insertion, deletion, substitution, and all errors, respec-
tively (Table 3). This performance corresponded to an error rec-
ognition accuracy of 75% (69 of 92; 95% CI: 65%, 83%) at 
the sentence level. An analysis of these collected error sentences 
by a board-certified radiologist (J.H.S.) and a medical trainee 
(G.R.C.) revealed that 10 sentences (11% of dataset) were gram-
matically and medically correct and could not be labeled as 

two medical trainees showed that 31.0% (158 of 509) of er-
rored sentences generated using our algorithm would change 
clinical interpretation. There was moderate agreement between 
the readers (Cohen k: 0.435; 95% CI: 0.357, 0.514; Table E1 
[supplement]).

Dictation Error Detection Model Evaluation
The fine-tuned Radiology BERT showed area under the re-
ceiver operating characteristic curve (AUC) values of .0.99 
(95% CI: .0.99, .0.99), 0.96 (95% CI: 0.96, 0.96), 0.99 
(95% CI: 0.99, 0.99), and 0.98 (95% CI: 0.98, 0.98) (Fig 
4) for insertion, deletion, substitution, and all errors, respec-
tively, on the amalgamated holdout validation sets from five-
fold cross-validation (Table 2). On generated errors from the 
independent test set, Radiology BERT had a token-level all-
error AUC of 0.97 (95% CI: 0.97, 0.97) and a sentence-level 
all-error AUC of 0.96 (95% CI: 0.96, 0.96). Evaluation of 
Radiology BERT on the signed reports test set, a dataset of 
2000 unaltered sentences with clinical dictation errors inad-
vertently signed into the record, revealed AUCs of 0.72 (95% 

Table 1: Characteristics of Training, Validation, and Individual Test Sets Prior to Exclu-
sion

Characteristic
Training Corpora*  
(n = 121 396)

Hospital 1 2020 Test 
Dataset (n = 18 885)

Prospective Clinical 
Test Dataset (n = 95)

Sex
 Male 21 043 (48)† 8517 (45) 54 (57)
 Female 22 460 (52)† 10 355 (55) 41 (43)
 Other‡ 14 (0)† 13 (0) 0 (0)
Study type
 Radiography 44 658 (37) 7757 (41) 26 (27)
 CT 33 576 (28) 4005 (21) 61 (64)
 US 19 731 (16) 2293 (12) 0 (0)
 MRI 13 632 (11) 2886 (15) 8 (8)
 Mammography 5809 (5) 690 (4) 0 (0)
 Procedure 2143 (2) 494 (3) 0 (0)
 Nuclear medicine 1847 (2) 760 (4) 0 (0)
Body part imaged
 Head 13 730 (11) 1898 (10) 0 (0)
 Neck 4347 (4) 769 (4) 0 (0)
 Chest 29 875 (25) 4480 (24) 95 (100)
 Breast 7276 (6) 990 (5) 0 (0)
 Abdomen/pelvis 30 385 (25) 4723 (25) 0 (0)
 Spine 10 029 (8) 2022 (11) 0 (0)
 Extremity 21 887 (18) 2742 (15) 0 (0)
 Whole body 2191 (2) 689 (4) 0 (0)
 Other 1676 (1) 572 (3) 0 (0)
Radiologists represented 152§ 105 4

Note.—Data presented as numbers of reports with percentages in parentheses. 
* Training corpora refers to aggregated reports from hospital 1 2019, hospital 1 2017, and hospital 
2 2016.
† Sex information was not available in hospital 2 2016 dataset.
‡ Patient self-reported “Other” sex category in the medical record.
§ Signing radiologist information was not available in hospital 1 2017 dataset.

http://radiology-ai.rsna.org
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human error without context of the imaging and entire report, 
which the model does not have access to. Examples of model 
performance on sentences from all testing datasets are provided 
in Figure E2A–E2C (supplement).

Dictation Error Correction Model Evaluation
For word candidate prediction, we evaluated the separate 
trained model, Correction Radiology BERT, on 1041 sentences 
sampled from the independent test set. This model was able to 
identify the correct word as the top suggestion for 45.6% (475 
of 1041; 95% CI: 42.5%, 49.3%) (Table E5 [supplement]) 
of substitution and deletion errors, and 55.9% (582 of 1041; 
95% CI: 52.9%, 59.0%) of errors had the correct word within 
the top three suggestions. Examples of correction model per-
formance are provided in Figure E2D (supplement).

Error Analysis
Table 4 demonstrates representative examples of incorrect pre-
dictions by the model and suspected reasons for the errors. 
These represent cases from the retrospective evaluation of final 
signed reports and included both false-positive and false-neg-
ative cases. Out of 2000 sentences, 34 were identified to have 
a true error. Most false-positive predictions by the model were 
deletion errors (88 of 128, 69%), and false-negative predic-

tions consisted largely of deletion (five of 10, 50%) and substi-
tution (four of 10, 40%) errors.

Discussion
We have shown that a radiology domain–specific BERT model 
can effectively flag potential errors in radiology reports gener-
ated by SR and provide correction suggestions. Our best-per-
forming model, Radiology BERT, was further pretrained from 
Clinical BioBERT and fine-tuned on an automatically gener-
ated errored corpus. It achieved average AUCs of .0.99, 0.94, 
0.98, and 0.97 for insertion, deletion, substitution, and all er-
rors, respectively, on the independently generated test dataset. 
Additionally, evaluation on the retrospective signed reports test 
dataset and prospective clinical dataset demonstrated AUCs of 
0.95 and 0.88, respectively.

Prior work for detecting errors in SR reports used seq2seq 
and involved training models using single body-part and mo-
dality data (8). Numerical comparison between this approach 
and our proposed BERT approach is not possible due to the 
lack of open code and data. However, our training data con-
sisted of a multitude of body parts, modalities, and sequences 
to create a model with broader applicability. Furthermore, 
large pretrained transformer-based models such as BERT are 
known to be more capable of natural language understanding 

Table 2: Metrics of Radiology BERT Performance on the Holdout Validation Sets and Independently Generated Test Set

Set AUC Sensitivity Specificity PPV NPV

Holdout validation sets*
 Insertion (n = 177 870 

tokens)
.0.99 (. 0.99, . 

0.99)
95.6% (95.5%, 

95.7%)
99.9% (99.8%, 

99.9%)
94.1% (93.9%, 

94.2%)
99.9% (99.9%, 

99.9%)
 Deletion (n = 144 636 

tokens)
0.96 (0.96, 0.96) 62.3% (61.9%, 

62.8%)
99.7% (99.7%, 

99.7%)
81.5% (81.1%, 

81.8%)
99.3% (99.2%, 

99.3%)
 Substitution (n = 240 943 

tokens)
0.99 (0.99, 0.99) 80.2% (79.9%, 

80.4%)
99.8% (99.8%, 

99.8%)
92.0% (91.8%, 

92.2%)
99.3% (99.3%, 

99.3%)
 All errors (n = 563 449 er-

rored tokens)
0.98 (0.98, 0.98) 83.2% (83.0%, 

83.4%)
99.5% (99.5%, 

99.5%)
93.5% (93.4%, 

93.7%)
98.6% (98.6%, 

98.6%)
 All errors (n = 219 940 er-

rored sentences)
0.98 (0.98, 0.98) 93.6% (93.5%, 

93.7%)
95.7% (95.6%, 

95.8%)
96.5% (96.4%, 

96.5%)
92.3% (92.2%, 

92.5%)
Independently generated test 

set†

 Insertion (n = 21 982 
tokens)

.0.99 (. 0.99, . 
0.99)

94.8% (94.5%, 
95.1%)

99.7% (99.7%, 
99.8%)

89.7% (89.1%, 
90.3%)

99.9% (99.9%, 
99.9%)

 Deletion (n = 18 087 
tokens)

0.94 (0.93, 0.94) 52.4% (51.2%, 
53.6%)

99.4% (99.4%, 
99.5%)

65.1% (63.9%, 
66.4%)

99.1% (99.0%, 
99.1%)

 Substitution (n = 29 417 
tokens)

0.98 (0.98, 0.98) 75.0% (74.1%, 
75.8%)

99.5% (99.5%, 
99.5%)

82.7% (81.9%, 
83.5%)

99.2% (99.2%, 
99.2%)

 All errors (n = 69 486 er-
rored tokens)

0.97 (0.97, 0.97) 78.9% (78.4%, 
79.4%)

98.9% (98.9%, 
98.9%)

85.0% (84.6%, 
85.5%)

98.3% (98.3%, 
98.4%)

 All errors (n = 27 251 er-
rored sentences)

0.96 (0.96, 0.96) 89.4% (89.0%, 
89.8%)

92.4% (92.0%, 
92.8%)

93.8% (93.4%, 
94.1%)

87.3% (86.8%, 
87.7%)

Note.—Values are presented with 95% CIs in parentheses. AUC = area under the curve, BERT = bidirectional encoder representations 
from transformers, NPV = negative predictive value, PPV = positive predictive value.
* Holdout validation set (amalgamated): n = 7 354 058 tokens, 470 157 sentences.
† Independently generated test set: n = 30 982 tokens, 1786 sentences.

http://radiology-ai.rsna.org
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Table 3: Metrics of Radiology BERT Performance on the Signed Reports Test Dataset and Prospective Clinical Dataset

Dataset AUC Sensitivity Specificity PPV NPV

Signed reports test dataset*
 Insertion (n = 2 tokens) 0.72 (0.49, . 0.99) 50% (0%, 100%) 100% (100%, 

100%)
5% (0.0%, 19%) 100% (100%, 

100%)
 Deletion (n = 16 tokens) 0.87 (0.71, . 0.99) 75% (50%, 100%) 99% (99%, 99%) 5% (2%, 8%) 100% (100%, 

100%)
 Substitution (n = 44 

tokens)
0.95 (0.86, . 0.99) 87% (69%, 98%) 100% (100%, 

100%)
45% (30%, 62%) 100% (100%, 

100%)
 All errors (n = 62 errored 

tokens)
0.95 (0.89, 0.99) 82% (68%, 94%) 99% (99%, 99%) 15% (9%, 20%) 100% (100%, 

100%)
 All errors (n = 34 errored 

sentences)
0.89 (0.83, 0.94) 82% (70%, 93%) 88% (87%, 90%) 13% (9%, 18%) 100% (99%, 

100%)
Prospective clinical dataset†

 Insertion (n = 9 tokens) 0.77 (0.58, 0.99) 23% (0%, 60%) 99% (99%, 100%) 13% (0%, 33%) 100% (99%, 
100%)

 Deletion (n = 10 tokens) 0.61 (0.42, 0.86) 21% (0%, 60%) 99% (98%, 99%) 8% (0%, 19%) 100% (99%, 
100%)

 Substitution (n = 206 
tokens)

0.88 (0.84, 0.92) 36% (26%, 47%) 100% (99%, 100%) 90% (80%, 99%) 93% (91%, 95%)

 All errors (n = 225 er-
rored tokens)

0.88 (0.84, 0.92) 44% (35%, 54%) 99% (98%, 99%) 81% (72%, 90%) 93% (91%, 95%)

 All errors (n = 92 errored 
sentences)

NA 75% (65%, 83%) NA NA NA

Note.—Values are presented with 95% CIs in parentheses. AUC, specificity, PPV, and NPV for the prospective clinical dataset could not 
be calculated at the sentence level because all collected sentences were errored. AUC = area under the curve, BERT = bidirectional encoder 
representations from transformers, NA = not available, NPV = negative predictive value, PPV = positive predictive value.
* Signed reports test dataset: n = 1762 sentences, 30 982 tokens.
† Prospective clinical dataset: n = 92 sentences, 2006 tokens.

Table 4: Radiology BERT Error Analysis

No. Sentence
Flagged Error 
Type True Error Suspected Reason

False-positive 1 No evidence of {{screw}} fracture or 
failure.

Insertion None “No evidence of fracture” is a valid 
phrase that was probably much 
more common in corpus.

False-positive 2 Soft tissues {{unremarkable}}. Deletion None Model was trained on many 
sentences of “Soft tissues are 
unremarkable.”

False-positive 3 Mildly dilated small bowel segments 
with {{ample}} gas in the colon.

Substitution None “Ample” is probably not a com-
monly used word in radiology 
reports

False-negative 1 An enhancing exophytic {{enhanc-
ing}} mass at the left superior renal 
pole is suspicious for renal cell 
carcinoma.

None Insertion
“enhancing”

Repeated word insertion errors are 
rare in the automatically gener-
ated error training dataset

False-negative 2 Lines/drains/medical devices: Feeding 
tube has been slightly {{advanced 
the}} tip pointing at the gastric 
outlet.

None Deletion
“advanced with the”

Inconsistent grammar usage in 
radiology reports

False-negative 3 Scattered interphalangeal joint 
arthrosis most pronounced {{an}} 
moderate at the second DIP joint.

None Substitution
“and” to “an”

Uncorrected “an” error may be 
common in training radiology 
reports

Note.—Incorrect classifications made by Radiology BERT on signed reports test dataset. Words in question are encased in double braces.
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tasks than a seq2seq approach (21), largely due to the trans-
formers’ use of bidirectional context for each token. Further-
more, we chose to train on publicly released BERT models 
trained on large corpora to improve our model performance 
and generalizability.

The clinical issue addressed in this study is that errors in radi-
ology reports are pervasive problems that decrease clinician and 
patient satisfaction toward radiology and may affect patient care. 
Traditional spell checkers cannot identify most SR errors in radi-
ology reports because they only recognize spelling and grammar 
errors. Our error detection and correction approach is intended 
to add value to daily clinical routine by reviewing radiologists’ 
dictated reports at the time of signing and flagging any potential 
unusual, inappropriate, or out-of-context words for radiologists 
to review. This will reduce the burden on radiologists by reduc-
ing the frequency of providing necessary addendums or correc-
tions to reports. The reduction of dictation errors can improve 
communication and trust between the radiologist and readers of 
the radiology reports.

We evaluated our model on three different test datasets, each 
of which served a unique purpose. The independently generated 
test dataset was used to verify that a high-performing BERT 
model was successfully trained and could perform well on a large 
permutation of errors that could theoretically be found in radi-
ology reports. The signed report test dataset contains text that 
has already undergone proofreading and provides insight into 
how the model may perform in the use-case of checking a report 
before signing. Finally, the prospective clinical test set evaluated 
the algorithm’s ability to detect SR errors that appeared during 
dictation prior to any proofreading, which is the algorithm’s in-
tended use case.

Sentence fragments are often used in radiology reports. It 
is worth noting that acceptable syntax is variable across study 
sites and even between radiologists. This inconsistency may 
lead to false-positive findings as the model may be trained on 
one particular syntax but be presented with an alternative, but 
acceptable, syntax (eg, “Soft tissues unremarkable,” Table 4). 
Other errors such as negation, laterality, or insertion or dele-
tion of “no” are generally impossible to detect at sentence level 
because the sentence is syntactically, grammatically, and medi-
cally correct. To identify these mistakes, radiologists often need 
to draw on additional evidence, such as the imaging from the 
study. Several such errors decreased our model’s performance 
on the prospective clinical test set.

As shown in Table 4, we analyzed some errors from the ret-
rospective evaluation of final signed reports. In false-positive 
cases 1 and 3, the model flagged the sentences likely because 
they deviated from some common phrases in the training cor-
pus. False-negative findings exposed the vulnerability of the au-
tomatically generated corpus created from inherently imperfect 
reports. The false-negative case 1 is likely due to the rarity of 
repeated word insertion cases in our training dataset, which 
likely made the model insensitive to such a repetition. For 
false-negative case 3, the word and may have been commonly 
misreported as an in our raw training dataset. Overall, errored 
sentences in the ground truth may have reduced the model’s 
ability to recognize true errors.

Our study had several limitations. First, only one dictation 
software (PowerScribe; Nuance Communications) and two 
medical institutions were included in this study, so the dis-
tribution of error types and consequently model performance 
may vary at other institutions with different software. How-
ever, Nuance is the predominant radiology SR software, hold-
ing 79% market share in 2018 (1), so the presented results are 
relevant to the majority of radiology workflows. Furthermore, 
the reports used represented the work of at least 152 unique 
radiologists. Second, the model used in this study is designed 
to flag one word in an incorrect phrase instead of the entire 
phrase, which slightly decreased the model’s numerical perfor-
mance on the prospective clinical test set. However, the main 
clinical purpose of the model is to bring potential errors to 
the attention of the radiologist, so flagging one word in an er-
rored phrase fulfills this purpose. Third, using unscreened and 
therefore imperfect dictated radiology reports in the training 
set may have caused the model to learn to ignore some errors, 
leading to false-negative findings as discussed above. Fourth, 
BERT’s pretraining framework did not allow the model to 
consider the context of the patient’s electronic medical record, 
full report outside of the impression section, prior reports, or 
associated imaging when analyzing a sentence for errors. As dis-
cussed above, this technical limitation led to underestimation 
of model performance on the prospectively collected dataset. 
Experimenting with technical approaches, including RoBERTa 
(22), XLNet (23), and ALBERT (24), and additional data mo-
dalities (eg, imaging, other electronic health record text) could 
be goals for future studies, although currently limited by avail-
ability of data, high computational cost, and potentially incon-
sistent electronic health record information.

In conclusion, we have developed and evaluated a radiol-
ogy domain-specific bidirectional transformer approach that 
could be used to detect and potentially correct SR errors. 
Other future work includes developing a more comprehen-
sive error generator to improve the quality of training data 
and validating performance on multiple SR software and 
clinical workflows. As NLP methods continue to advance 
in their ability to extract contextual information, they can 
further reduce the proofreading burden of radiologists and 
improve the quality of radiology reports.
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