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Abstract

This paper presents a new algorithm for the calculation of stream surfaces for tetrahedral grids. It propagates the surface through the tetrahedra, one at a time, calculating the intersections with the tetrahedral faces. The method allows us to incorporate topological information from the cells, e.g., critical points. The calculations are based on barycentric coordinates, since this simplifies theory and algorithm. The stream surfaces are ruled surfaces inside each cell, and their construction is started with line segments on the faces. Our method supports the analysis of velocity fields resulting from computational fluid dynamics (CFD) simulations.

Keywords: vector field visualization, flow visualization, tetrahedral grid, unstructured grid, flow surface

1 Introduction

We are interested in the structure of 3D vector fields, especially the velocity fields of fluid flows. Most visualizations use streamlines to look for flow field structures. More sophisticated methods analyze the field by searching for line-type features [7, 10]. One can obtain substantial information from these visualizations, but many unsolved questions remain. We strongly believe that these problems stem partly from the concentration on streamlines. Stream surfaces provide much more information if one uses a precise algorithm for their calculation. A former algorithm from Hultquist [6] yields good results if the stream surface does not enter regions with strong twist or related problems that result in folding of the surface. Unfortunately, these complicated regions are typically of major interest in fluid dynamics. This paper presents a new algorithm for stream surfaces in tetrahedral grids. Our algorithm assumes piecewise linear interpolation over the tetrahedral grid. This assumption allows us to precisely describe the surface in each cell, since there is a cellwise analytic description for the whole stream surface. Therefore, we can also control the local error of stream surfaces and incorporate information about the flow structure in the cells. This yields more precise calculations than previous approaches, which is especially important for the calculation of stream surfaces approaching vortices. Figure 1 illustrates the basic idea for the stream surface construction inside a single tetrahedron.

2 Stream Surfaces of Piecewise Linear Vector Fields in 3D Space

Not many papers exist concerning the construction of stream surfaces. At least this is true for the visualization research community. Hultquist [6] traces multiple streamlines and connects calculated points on the lines by triangles. Since converging and diverging flow presents a major difficulty for this procedure, he introduces additional points in case of diverging neighboring streamlines and removes traces in converging flow. Van Wijk [13] creates implicit stream surfaces by calculating streamlines starting at all grid points. He assigns values to the stream lines in a region of interest defining a scalar function that is constant on the stream lines so that one can obtain stream surfaces as isosurfaces of this function. He presents a second construction in the same paper based on the convection equation. This requires a large number of calculations and setting the right values in a region of interest. Our approach is more related to Hultquist’s algorithm: We are also using a parametric approach to define the stream surface.

In the following, we shall denote vector fields, vectors, and points using 3D Cartesian coordinate notation. For example, \( \mathbf{v} \in \mathbb{R}^3 \) denotes a vector in 3D space. Thus, we can distinguish these quantities from their corresponding barycentric coordinate tuples that we view as elements in 4D space. For example, \( v \in \mathbb{R}^3 \) denotes the 4D barycentric parameter tuple associated with the vector \( \mathbf{v} \in \mathbb{R}^3 \). Scalar parameters are written as greek symbols, e.g., \( \tau \) denotes time, \( \sigma \) denotes the 1D barycentric parameter along a line segment, and \( \lambda_1, \lambda_2 \), and \( \lambda_3 \) represent the eigenvalues of the Jacobian of a vector field. We review some necessary definitions and theorems. Let \( D \subset \mathbb{R}^3 \) be the domain. A vector field on \( D \) is a
Physicists and engineers are mainly interested in the stream lines and surfaces of a vector field. A stream line passing through a point \( \mathbf{x} \in D \) of \( \bar{v} \) is a continuous map

\[
\bar{v} : D \rightarrow \mathbb{R}^3, \\
\mathbf{x} \mapsto \bar{v}(\mathbf{x}),
\]

where \( 0 \in J \subset \mathbb{R} \) is an interval and

\[
\bar{x}(0) = \mathbf{x} \quad \text{and} \quad \bar{x}(\tau) = \bar{v}(\bar{x}(\tau)) \quad \forall \tau \in J.
\]

A stream surface is defined as the union of all streamlines through the points of a generating curve \( \bar{c} : I \rightarrow \mathbb{R}^3, \sigma \mapsto \bar{c}(\sigma) \) where \( I \subset \mathbb{R} \) is an interval. In parametric form we get

\[
\bar{f}_\sigma : I \times J \rightarrow \mathbb{R}^3, \\
(\sigma, \tau) \mapsto \bar{f}_\sigma(\sigma, \tau),
\]

with the conditions

\[
\frac{\partial}{\partial \sigma} \bar{f}_\sigma(\sigma, 0) = \bar{c}(\sigma) \quad \text{(5)}
\]

The solution to this initial value problem is given by

\[
s_{\alpha}(\tau) = e^{V^\tau} a, 
\]

see [2, 5]. For a stream surface

\[
f_\sigma : J \times I \rightarrow \mathbb{R}^3, \\
(\sigma, \tau) \mapsto f_\sigma(\sigma, \tau),
\]

we obtain

\[
f_\sigma(\sigma, \tau) = e^{V^\tau} c(\sigma).
\]

One can prove that \( V \) has the same eigenvalues as \( A \), and an additional eigenvalue that is zero. When a vector field has a critical point in 3D space, the position vector of this critical point in \( \mathbb{R}^3 \) is an eigenvector associated with the additional zero eigenvalue. The normal form of \( V \) allows a direct computation of \( e^{V^\tau} \), and 21 cases are possible. The first two cases are common. All other cases are exceptional cases characterized by \( A \) having a zero eigenvalue or two equal eigenvalues. We give the formulae for the two common cases. The remaining formulae can be easily derived from the formulae below and Nielsen’s paper [9]. The first case C1 is characterized by three different eigenvalues \( \lambda_1, \lambda_2, \) and \( \lambda_3 \) and can be solved by the following formulae:

\[
(C1) \quad V = S \begin{pmatrix} 0 & \lambda_1 & \lambda_2 & \lambda_3 \end{pmatrix} S^{-1},
\]

\[
e^{V^\tau} = S \begin{pmatrix} 1 & e^{\lambda_1 \tau} & e^{\lambda_2 \tau} & e^{\lambda_3 \tau} \end{pmatrix} S^{-1},
\]

\[
f_\sigma(\sigma, \tau) = \begin{pmatrix} e^{\lambda_1 \tau} - 1 \end{pmatrix} e_1 + \begin{pmatrix} e^{\lambda_2 \tau} - 1 \end{pmatrix} e_2 + \begin{pmatrix} e^{\lambda_3 \tau} - 1 \end{pmatrix} e_3 + c(\sigma),
\]

\[
e_1 = \begin{pmatrix} V - \lambda_2 I \lambda_2 \lambda_3 - \lambda_2 \lambda_3 - \lambda_3 \end{pmatrix} c(\sigma),
\]

\[
e_2 = \begin{pmatrix} V - \lambda_3 I \lambda_3 \lambda_1 - \lambda_2 \lambda_3 - \lambda_3 \end{pmatrix} c(\sigma),
\]

\[
e_3 = \begin{pmatrix} V - \lambda_1 I \lambda_1 \lambda_2 - \lambda_2 \lambda_3 - \lambda_3 \end{pmatrix} c(\sigma).
\]

\[
S = \begin{pmatrix} \alpha \quad e_1 \quad e_2 \quad e_3 \end{pmatrix}
\]

Since \( V \) has the same eigenvalues as \( A \), an additional eigenvalue that is zero. When a vector field has a critical point in 3D space, the position vector of this critical point in \( \mathbb{R}^3 \) is an eigenvector associated with the additional zero eigenvalue. The normal form of \( V \) allows a direct computation of \( e^{V^\tau} \), and 21 cases are possible. The first two cases are common. All other cases are exceptional cases characterized by \( A \) having a zero eigenvalue or two equal eigenvalues. We give the formulae for the two common cases. The remaining formulae can be easily derived from the formulae below and Nielsen’s paper [9]. The first case C1 is characterized by three different eigenvalues \( \lambda_1, \lambda_2, \) and \( \lambda_3 \) and can be solved by the following formulae:
the vector field in this case by drawing streamlines. If all eigenvalues have the same sign, all stream lines start or end at the critical point.

The second case is characterized by a complex-conjugate pair of eigenvalues and one real eigenvalue. Complex eigenvalues indicate spiraling motion around the eigenvalue.

Similarly to case C1, case C2 are rotations, as shown in Figure 3. The corresponding formulae for case C2 are:

\[
(C2) \quad V = S \begin{pmatrix}
0 & \lambda_1 & -\mu \\
\lambda & -\mu & \lambda
\end{pmatrix} S^{-1},
\]

\[
e^{V \tau} = S \begin{pmatrix}
1 & e^{\lambda_1 \tau} \cos(\mu \tau) & -e^{\lambda_1 \tau} \sin(\mu \tau) \\
e^{\lambda_1 \tau} \sin(\mu \tau) & e^{\lambda_1 \tau} \cos(\mu \tau)
\end{pmatrix} S^{-1},
\]

\[
f_v(\sigma, \tau) = (e^{\lambda_1 \tau} - 1) e_1 + \left( e^{\lambda_1 \tau} \cos(\mu \tau) - 1 \right) e_2 +
\]

\[
e^{\lambda_1 \tau} \sin(\mu \tau) e_3 + c(\sigma),
\]

\[
e_1 = V \left( \frac{V^2 - 2 \lambda \nu + (\lambda^2 + \mu^2) I}{\lambda^2 - 2 \lambda \nu + (\lambda^2 + \mu^2)} \right) c(\sigma),
\]

\[
e_2 = V \left( \frac{(2 \lambda - \lambda^2) V^2 + (\lambda^2 - 3 \lambda^2 + \mu^2) V}{(\lambda^2 + \mu^2)(2 \lambda \nu - \lambda^2 - (\lambda^2 + \mu^2))} +
\]

\[
\frac{\lambda(3 \lambda^2 - \mu^2 + 2 \lambda \nu I)}{(2 \lambda \nu - \lambda^2 - (\lambda^2 + \mu^2))} c(\sigma),
\]

\[
e_3 = V \left( \frac{(\lambda^2 - \mu^2 + \mu^2) V^2 + (\lambda^2 - 3 \lambda \mu^2 - \lambda \lambda_1^2)}{\mu(\lambda^2 + \mu^2)(2 \lambda \nu - \lambda^2 - (\lambda^2 + \mu^2))} +
\]

\[
\frac{(\lambda^2 - \mu^2) - \lambda_1(\lambda^2 - 3 \lambda \mu^2 - \lambda \lambda_1^2) I}{\mu(\lambda^2 + \mu^2)(2 \lambda \nu - \lambda^2 - (\lambda^2 + \mu^2))} c(\sigma).
\]

\[
S = \begin{pmatrix}
z & e_1 & e_2 & e_3
\end{pmatrix}
\]

Similarly to case C1, \(e_1\) is an eigenvector associated with the real eigenvalue \(\lambda_1\). The vectors \(e_2\) and \(e_3\) lie in the eigenplane of the two complex eigenvalues \(\lambda \pm i \mu\). Figure 3 illustrates the spiraling motion around the \(e_1\)-axis by drawing streamlines.

We are concerned with stream surfaces in a tetrahedral grid.

Such a stream surface is defined by a curve

\[
\tilde{c} : \mathbb{R} \ni I \rightarrow \mathbb{R}^3,
\]

\[
\sigma \mapsto \tilde{c}(\sigma).
\]

Since we have an analytic formula for a stream surface in each single tetrahedron \(\tilde{T}\), we intersect the curve \(\tilde{c}\) with the tetrahedron:

\[
\tilde{c}_T : \tilde{I}_T \rightarrow \tilde{T},
\]

\[
\sigma \mapsto \tilde{c}(\sigma).
\]

Then, we transform \(\tilde{c}_T\) in barycentric coordinates with respect to \(\tilde{T}\) and call it \(c_T\).

\[
c_T : I_T \rightarrow \mathbb{B}^3,
\]

\[
\sigma \mapsto c(\sigma).
\]

As stream surface, we find

\[
f_T : I_T \times \mathbb{J} \supset D_T \rightarrow \mathbb{B}^3,
\]

\[
(\sigma, \tau) \mapsto e^{V \tau} c(\sigma).
\]

(We have to limit \(I_T \times \mathbb{J}\) to \(D_T\) to keep \(f_T\) inside the tetrahedron.)

In our barycentric coordinates, we have

\[
T = \{ x \in \mathbb{B}^3 | x_j \geq 0, j = 0, 1, 2, 3 \}
\]

and for the faces \(F_i, i = 0, 1, 2, 3,\)

\[
F_i = \{ x \in \mathbb{B}^3 | x_i = 0, x_j \geq 0, j \neq i \}.
\]

Therefore, we have to choose \(D_i\) such that \(f_T(D_i) \subset \{ x \in \mathbb{B}^3 | x_j \geq 0, j = 0, 1, 2, 3 \}\).

Since we are interested in the whole stream surface in the grid, we have to calculate the exit curves where the stream surface leaves the tetrahedron. These curves are the starting curves for the surface in the neighboring tetrahedra. For the exit curves, we have

\[
d_{\tau, i} : I_T \ni I_{\tau, i} \rightarrow F_i \subset \mathbb{B}^3,
\]

\[
\sigma \mapsto f_T(\sigma, \tau_0).
\]
\( \tau_{\sigma} \) is the smallest value such that the trace for \( \sigma \) leaves the tetrahedron, i.e. \( \tau_{\sigma} := \min \{ \tau \in I_{\sigma} \mid f_{\tau}(\sigma) \in T, \exists \delta > 0 \forall \delta < e : f_{\tau}(\sigma, \tau + 0) \notin T \} \). \( I_{\tau} \) is the set of subintervals of \( I \) where the trace leaves the tetrahedron through face \( F_i \), so \( I_{\tau} := \{ \sigma \in I_{\tau} \mid f_{\tau}(\sigma, \tau) \in F_i \} \). From the formula for the stream surface above we see that we have only an implicit definition of \( \tau_{\sigma} \) which we will solve only approximately in the algorithm.

If \( T_i \) is the neighboring tetrahedron along face \( F_i \) of \( T \), \( d_{\tau_{\sigma},i} \) describes the starting curve for the continuation of the surface through \( T_i \). In this way, we can propagate the surface through the whole mesh. The propagation ends if the surface reaches the boundary of the mesh or a critical point. If the critical point is a sink, at least part of the stream surface will end there. It is possible that the surface is split here in two parts that are propagated further and a third part in the middle that ends at the sink. The next section describes the necessary approximation of all curves by polylines and resulting simplifications in the algorithm.

### 3 Linear Stream Surface Calculation

We assume that the generating curve \( \varepsilon \) consists of connected line segments which is quite typical for a visualization application. Since the calculation treats each tetrahedral cell separately, we have to intersect the generating line with the tetrahedra. For the calculation, we focus our description now on a single line segment in a single tetrahedron. Let

\[
\begin{align*}
\varepsilon : [0, 1] & \rightarrow \mathbb{R}^3, \\
\sigma & \mapsto (1 - \sigma)a + \sigma b
\end{align*}
\]

be the generating line segment. A key idea of our algorithm is that the stream surface defined by the line segment is

\[
\begin{align*}
F : [0, 1] \times \mathbb{R}^3 & \subseteq D_{\tau} \rightarrow \mathbb{R}^3, \\
(\sigma, \tau) & \mapsto (1 - \sigma)e^{\tau}a + \sigma e^{\tau}b.
\end{align*}
\]

This is valid because for stream lines in linear vector fields holds

\[
\eta_{(1 - \sigma)a + \sigma b}(\tau) = (1 - \sigma)\eta_a(\tau) + \sigma \eta_b(\tau)
\]

which can be checked by directly using equations (3). Formula (30) describes a ruled surface, i.e. a surface that is generated by two parametric curves blended by line segments. This can be seen easily, since for fixed \( \tau \), we get a line segment with parameter \( \sigma \). We compute the stream lines (traces) through points \( a \) and \( b \) by stepping forward with a fixed stepsize \( \delta \tau \). We set \( \tau_i = i \Delta \tau \). By connecting \( \eta_a(\tau_i) \) and \( \eta_b(\tau_i) \), we obtain line segments lying on the actual stream surface. If the trace through \( a \) or \( b \) leaves the tetrahedron, we call this an exit point, see Figure 4. An exit point marks the begin of an exit curve. If the trace through \( a \) or \( b \) is outside the tetrahedron, we clip the line segment against the faces yielding line segments on the stream surface inside the tetrahedron. Since the faces \( F_i \) of the tetrahedron are defined by a zero in the i-th coordinate (see previous section), we only need to check for zero crossings to obtain the line segment inside a tetrahedron. Since we need the intersections of the stream surface with the edges as end points of the exit curves, we have to find these split points, see Figure 5. The whole process is illustrated in Figure 6.

![Figure 4: An exit point is a point where a trace leaves a tetrahedron.](image)

But there is an exception to this rule: We are not allowed to define points on an inflow part of a face. Obviously, no part of the stream surface can leave the tetrahedron here. The problem arises if on a boundary face, a line (switch line) with flow vectors tangent to the face can be found, see Figure 7. Therefore, we define points on the outflow part as described above, but once we cross the switch line, we compute the intersection of the stream surface with this line and call the intersection switch point, see Figure 8. For \( \tau \) larger than the parameter for the switch point, we have to replace \( a \) resp. \( b \) with the switch point. (In the unlikely case of parts of the switch line being part of the stream surface, we take the point where we leave the switch line as switch point.) The exit curves consist of all the segments generated on the faces of the tetrahedra. We will see in the next section that one has to remove too small segments to avoid a fast growing number of segments.

### 4 Algorithm

Our algorithm requires the propagation of stream surfaces through a tetrahedral grid. In contrast to very general methods like the method from Stämpfl [12], it is advantageous to use the grid structure and its influence on the vector field directly to control error.
traces stream lines, called Our representation of the surface is based on a two-step construc-
4.1 Representation of the Surface and algorithm.
flow in our tetrahedral cells. We now describe our data structure
difficulties naturally by using the understanding of the affine linear
Previous visualization methods, see for example [4], [6], demon-
strate the problems arising from “folding”, “turning”, “widening”,
and “stretching” of stream surfaces. Our method overcomes these
difficulties naturally by using the understanding of the affine linear
flow in our tetrahedral cells. We now describe our data structure
4.2 Segment Propagation
The basic step of our algorithm advances a line segment
through a tetrahedron $T$. Three tasks have to be accomplished:
(i) Calculate the stream surface as described in Section 3.
(ii) Create the triangles for the OpenGL rendering pipeline.
(iii) Update the advancing front.

Before we start, we calculate the switch lines on the faces (where
the flow is tangential to the face). For face $F_i$, the intersection $x$ of
the split line with edge $k \neq i$ is defined by

$$v(x)_i = (Vx)_i = \sum_{j=0}^{3} v_jx_j \quad \text{with} \quad x_k = x_i = 0.$$ (33)

This leads to 12 linear equations for all edges of all faces and 24
comparisons with zero to determine whether or not the point is on
the actual edge or only on the line through that edge.

After this, we start the integration at the points $a^0 := a$ and
$b^0 := b$ using uniform time steps $\Delta T$. With $M := e^{V\Delta T}$, we
obtain series of points

$$a^n = M^na^0 \quad b^n = M^nb^0$$ (34)

defining line segments on the exact stream surface. For the trace $a$
and $b$, each point has to be clipped against the tetrahedron. Besides,
we have to find exit points, split points, switch points and figure
out that the whole segment has left the tetrahedron. The following
pseudo-code describes this process in detail.

```c
// The following variables need valid values
bool trace_a_was_outside_tet;
bool trace_b_was_outside_tet;
int a_was_on_face;
int b_was_on_face;

// Calculate the next segment
a = M * a;
b = M * b;

// Clip against the tetrahedron
k = 0;
l = 1;
FOR (i=0; i < 4; i++)
    IF (a[i] < 0)
        trace_a_outside_tet = TRUE;
    IF (b[i] < 0)
        line_outside_tet = TRUE;
ELSE
    temp = a[i] / (a[i] - b[i]);
    IF (temp > k)
        k = temp;
a_on_face = i;
```

proaches the boundary, we remove the corresponding connection
from the list. At first glance, it might appear strange that we al-
low the traces to be part of the front, since the flow will usually
be transversal to the generating polyline $c$, and we will not have
any traces. We discuss in the following sub-section that traces are
created naturally by our algorithm, and we need to keep them to
determine when one can remove a point from the front. We attempt
to minimize the number of segments, considering the fact that we
might be dealing with massive data sets.

previous visualization methods, see for example [4], [6], demon-
strate the problems arising from “folding”, “turning”, “widening”,
and “stretching” of stream surfaces. Our method overcomes these
difficulties naturally by using the understanding of the affine linear
flow in our tetrahedral cells. We now describe our data structure
4.1 Representation of the Surface
Our representation of the surface is based on a two-step construc-
tion. First, we keep an advancing front of line segments and parts of
stream lines, called traces. This approach models the boundary of
the surface to be constructed at every moment and is used to extend
the surface to its final form. Second, we define a triangulation of
the surface for the OpenGL rendering pipeline. This triangulation
is the approximation of the constructed part of the surface. Similar
ideas have been introduced by Hultquist [6]. The basic difference
is that our algorithm uses the grid and the topological information
about the structure of linear vector fields to solve the problems of
folding, converging, diverging, and winding in an accurate manner.

Triangles are generated and passed to the OpenGL rendering
pipeline. We focus our description on the advancing front. The
front is implemented as a double-linked list of points, where the
connections are marked as “line segment,” “forward trace,” or
“backward trace” with respect to the point that carries the label.
We store, for each connection, the tetrahedron the front is about to
penetrate (either in flow direction or reverse flow direction, depend-
ing on the direction of surface integration). We describe in the next
sub-section how the links provide all the information necessary for
surface propagation and updating the front. For practical purposes,
we store only the segments that will be advanced through the field
and the traces between these segments. Thus, when a segment ap-

Figure 7: A switch line is defined as border between inflow and outflow on a tetrahedron face. As a result of linear interpolation, there can be only one switch line per face.

Figure 8: At a switch point a surface intersects a switch line. The trace must be continued from the switch point.
handled in the same manner. 

replaced the new exit point by the one already in the front.)  
the list. (We can do this after we have re-calculated this trace and 
points. If 
side a tetrahedron between the exit points, split points, and switch 
created by integrating inside a tetrahedron (either at the beginning 
together with the connecting traces and new segments. Traces are 
have to add all the exit points, split points, and switch points to-
4.5).  

In the previous sub-section, we have made three assumptions: 

(A1) Each stream line leaves the tetrahedron.  
(A2) The stream surface can be triangulated by the end points, exit 
points, and split points.  
(A3) The front does not split into isolated pieces in the tetrahedron.  
The presence of critical points inside a tetrahedron can make any 
of these assumptions invalid. For example, a sink attracts stream 
lines; thus, part of the segment may end in the tetrahedron. We 
calculate the part of the segment that enters the critical point and 
propagate the remaining parts. This causes the front to split into 
two parts. The same observation holds for a saddle point, where a 
finite number of stream lines (often one) in the surface enters the 
critical point. In the absence of critical points, a stream line leaves 
the tetrahedron, as does the whole stream surface defined by a line 
segment.

4.4 Termination Conditions  
We have discussed situations where parts of a segment or a whole 
segment end at a critical point. The typical case is that a segment 
ends at a boundary face. In our representation, we remove the 
segment from the front and split the front into two lists. A list is re-
moved when no segment is left. Unfortunately, stopping only at 
critical points and the boundary may lead to infinite loops of prop-
agating segments. It is possible that a stream surface “rolls” around 
a closed stream line or torus forever, see [1], [3]. Besides, it is de-
sirable to provide an upper bound on run time. We accomplish this 
by limiting the number of intersections of a stream surface with any 
triangular face to one in each direction. Other conditions are pos-
sible, and reducing the number of resulting triangles is an obvious 
topic for further research.

4.5 Merging  
Sub-section 4.2 implies that each split increases the number of seg-
ments, so do the switch points. Also, the exit lines consist of several 
segments resulting in an increase of the number of segments. There 
is no step so far that removes segments (only traces) except the ter-
mination conditions. Therefore, the number of segments increases 
except when reaching the boundary or a critical point. For this rea-
son, we always try to remove intermediate points on the exit curves.
If the error induced by replacing \((a^{n-2}, a^{n-1}, a^n)\) by \((a^{n-2}, a^n)\) 
is smaller than our error bound \(e\), we remove \(a^{n-1}\) from the exit 
curve. Of course, we can never remove exit points, switch points 
and split points, since they are end points of exit curves on faces.

5 Results  
We have tested our algorithm on a simple grid and random vector 
field to detect problems by creating strong twists in the surface. The 
grid contains \(4 \times 4 \times 20\) points on a regular grid split into 1026 tetra-
hedra. A stream surface is shown in Figure 9. The surface shows 
_twists and exhibits convergent regions. This type of vector field 
causes no problems for the algorithm since it concentrates on one 
tetrahedron at a time and we can obtain all information about the 
surface in this tetrahedron. We have included two streamlines cal-
culated with an adaptive Runge-Kutta-Fehlberg method to illustrate 
the expected relationship between surface and streamlines. 

Our second test used the well known bluntfin data set, courtesy 
of NASA. The stream surfaces shown in Figures 10 and 11 are all 
started at the boundary of the grid by performing integration against 
the flow direction into the interesting region around the fin. One 
can clearly see the flat, uninteresting area in the back as well as
the winding and twisting close to the fin. We hope to analyze the surfaces further in the future to obtain structural information.

It is not difficult to see that our algorithm is slower than Hultquist’s method if precision is not much of an issue. Hultquist’s method can give nice looking surfaces using only about one single point evaluation per cell. Since we need the exit, switch and split points, we have to calculate more points. In our experiments, we have had reasonable results with about 5 points per trace per tetrahedron. For a comparison of the precision of the two algorithms, we use a second small data set with random vector data. The data set does not contain critical points which are especially difficult for the Hultquist algorithm to deal with. The idea of the test is to calculate a stream surface generated by a single line segment, reverse the direction of flow and use the end of the first stream surface as starting segments for the second stream surface. In theory, one should get the original single line segment back. In Figure 12, we show the first surface for our algorithm. Then, the direction of flow is reversed and a second stream surface using the intersection of the shown surface with the boundary is used as start segment. For a better comparison, we presented only the final intersection of this second stream surface with the boundary and the original line segment in Figure 14. There are some numerical errors visible, especially around the center of the line segment. Now, we look at Hultquist’s method. Figure 13 shows the surface generated by our single line segment. Again, we reverse the flow and use the intersection of the presented surface as input. In Figure 15, we show the result of the test in this case. It is clearly visible that the error is much larger. For an evaluation, it is important to note that we used a very small error bound for the adaptive integration, so that the Hultquist algorithm took four times longer than our algorithm to produce this result.
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Figure 9: Stream surface calculated in random vector field. Random data creates a maximum on twisting, folding, and parts with converging and diverging flow. Example data set used for testing and debugging purposes.

Figure 10: This stream surface in the bluntfin data set (courtesy of NASA) starts along a grid line at the rear. This surface exhibits “simple behavior” in the back, but it starts to wind and climb up the wall near the fin, indicating more complicated behavior.

Figure 11: Stream surface in the bluntfin data set with a view on the whole grid.

Figure 12: Stream surface from our algorithm in the precision test.

Figure 13: Stream surface from Hultquist’s method in the precision test.

Figure 14: Our result in the precision test.

Figure 15: Hultquist’s method in the precision test.
Figure 1: Stream surface construction inside tetrahedron. The endpoints are traced as streamlines. Each intermediate point is connected to its counterpart by a line on the surface. Clipping against the tetrahedron’s faces yields the surface.

Figure 3: Vector field for case C2 exhibiting spiraling behavior around axis given by eigenspace of real eigenvalue. Critical point and rotation axis are stream lines themselves.

Figure 7: A switch line is defined as border between inflow and outflow on a tetrahedron face. As a result of linear interpolation, there can be only one switch line per face.
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