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The ability to engineer how light interacts with a surface is at the core of the 

development of materials that can passively and selectively control thermal radiation for 

thermal management solutions.  Recent years have seen significant developments in the 

design of microstructured materials and metamaterial surfaces that are engineered to 

control matter-light interactions.   This doctoral research focuses on the design and 

optimization of one such microstructure – micropyramids – and how micropyramids can be 

designed, optimized, and implemented to control thermal radiation using both advanced 

computational and experimental approaches.  

Micropyramid texturing consists of nanometer to micrometer scale pyramids with a 

symmetric base and can be used to modulate the optical and thermal properties of a surface. 

Micropyramids control optical properties by introducing localized electromagnetic 

confinement and geometric scattering that reduces a surface’s reflectivity. These 

mechanisms can be leveraged by controlling the micropyramids’ key geometric parameters 

and constituent material(s) – and if properly engineered – can induce and optimize anti-
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reflective behavior at desired broadband wavelength spectrums. While the general anti-

reflective properties of micropyramids and other similar surface-relief grating structures are 

well studied in the field of optics, much less is known about the application of micropyramids 

to broadband thermal management.  To investigate micropyramids for thermal 

management, an optimization engine derived from cost-function driven thermal analysis 

and the finite-difference time domain (FDTD) optical solver was developed. Using this 

process, several common engineering materials – such as Nickel (Ni) and Alumina – were 

studied and analyzed for tunable optical properties by combining them with micropyramid 

structures. From the analysis, the key geometric and material parameters that link to 

thermal-optical properties were identified.  

A key limitation to the cost-function driven analysis, however, is that the FDTD solver 

is slow and computationally expensive. To address this, a neural network method derived 

from deep learning was developed to act as a “surrogate” optical solver. The surrogate 

network can perform simulations at a rate 6 to 8 orders of magnitude faster than the FDTD 

simulations it was trained on, allowing for large-scale thermal optimizations of properties 

that would be impossible using traditional simulation methods. The network’s novel design 

allows for discrete material inputs,  and demonstrates an exceptionally high degree of 

accuracy in extrapolating the optical properties of materials that the model has not been 

trained on. The surrogate method is further refined and improved using machine-vision and 

image-based methods, paving the path towards neural network derived models that can 

predict the optical properties of complex geometries and multi-material systems without 

computationally expensive simulations.  
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While the cost-function method for thermal optimization is effective and is greatly 

accelerated using the surrogate neural network, it is limited in its ability to perform inverse 

design. Finding optical spectrums to match thermal conditions using the surrogate method 

requires “brute-force” optimization methods, which limits the optimization speed and scope. 

To rectify this, a neural network architecture was developed that inverts the problem and 

directly provides geometric and material solutions that best fit a desired input spectrum. 

This process occurs nearly instantaneously and facilitates the optimization and design of 

micropyramids for broadband and narrow-band applications. The inverse neural network 

was combined with the surrogate network and post-processing/simulation methods to form 

a self-learning loop that improves thermal and optical prediction accuracy as more inputs 

are processed. Furthermore, we utilize the network construction to develop a material 

search algorithm that can both search through existing materials and identify new materials 

that best solve for a desired input spectrum. From the analysis of micropyramids and deep-

learning process, a material and geometry that improves broadband infrared (IR) thermal 

emission is identified and subsequently fabricated. By combining nanometer (nm)thick 

coatings of metal with micro and nanotextured silicon, specific control of broadband optical 

properties is demonstrated that would be impossible to achieve with either material on its 

own.  While the average infrared absorptivity of untextured silicon with 20 nm of Ni is 0.11, 

it is shown that micro and nanotexturing can increase the average infrared absorption when 

combined with a 20 nm thick Ni coating to 0.46 and 0.66 respectively. The findings in this 

thesis will guide the design of future surrogate neural networks for microstructure design 

and for the optimization of micropyramids for thermal radiation control. 
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Chapter 1 - Introduction 

1.1 Overview of Spectral Radiation  

 Electromagnetic (EM) radiation is the transmission of energy via the waves of an 

electromagnetic field that propagates through space regardless of medium[1]. The energy of 

the electromagnetic wave depends upon the oscillation frequency of the wave; this relation 

can be described by Planck’s equation 𝐸𝐸 = ℎ𝑓𝑓, where the energy of the wave is proportional 

to the frequency and Planck’s constant (h). This relation can also be visualized in the form of 

wavelength—where wavelength is related to frequency by the speed of light, 𝜆𝜆 = 𝑐𝑐/𝑓𝑓— as 

the wavelength decreases, the energy of the wave increases. This creates an electromagnetic 

spectrum that ranges from highly energic waves such as Gamma-rays and X-rays (< 1 pm 

and 10 pm – 10 nm respectively) to radio waves (cm and beyond).  

As governed by Planck’s law of radiation, a black body in thermal equilibrium will 

radiate a spectral distribution of energy dependent upon both the surface temperature and 

spectral properties of the surface[2]. Thermal radiation – the transfer of heat via radiation – 

from a surface or body can be described as a function of its Planck distribution. 

𝐸𝐸𝜆𝜆,𝑏𝑏 = 𝜋𝜋𝐼𝐼𝜆𝜆,𝑏𝑏 =  2ℎ𝑐𝑐02𝜋𝜋

𝜆𝜆5 (exp�ℎ𝑐𝑐0𝜆𝜆𝜆𝜆𝜆𝜆�−1)
                   Eq. 1.1 

 The sun, with a surface temperature near 5800 K, has a spectral distribution that 

occurs in the visible (λ = 400 – 800 nm) and near-infrared (λ = 800 – 2500 nm) regions of 

the EM spectrum. Most terrestrial bodies at ambient temperature (near 300 K) have a 

spectral distribution that is in the mid-infrared (λpeak = ~ 9.5 um). As emission and 

absorption usually occur at different wavelength bands, spectrally dependent 

emission/absorption properties are very important to the thermal response of a material.  
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The spectral properties of a material – and how that material will respond to 

electromagnetic radiation at a given wavelength – are dependent upon a host of factors but 

is primarily controlled by the material’s refractive index. Refractive index can be simply 

thought of as the ratio of the speed of light to the speed of light in the material, 𝑛𝑛 = 𝑐𝑐
𝑣𝑣
. The 

complex refractive index, 𝑛𝑛� = 𝑛𝑛 + 𝑖𝑖𝑖𝑖 accounts for the dispersion and attenuation of the 

electric field in the material by adding an imaginary coefficient k, otherwise referred to as 

the extinction coefficient of a material. Whereas classically electrically conductive materials 

such as metals are generally reflective due to high values for both the extinction coefficient 

and refractive index, dielectric materials are transmissive due to a characteristically low 

extinction coefficient. On a fundamental level, the refractive index describes the microscopic 

interaction of the electromagnetic oscillation with the atoms of the material and the charge 

disturbance generated in the atomic structure[3]. As electromagnetic radiation is a wave 

phenomenon, however, geometric parameters and surface topology can induce localized 

resonances, confinement, and near-field effects that, in conjunction with refractive index, can 

control how electromagnetic radiation interacts with a material.  

1.2 Radiative Heating and Cooling 

Combining the tunable spectral properties of a material with temperature dependent 

emission enables the design of materials that can selectively control emission and/or 

absorption of thermal radiation. Radiative heating and radiative cooling are passive thermal 

management techniques that depend on radiative heat transfer to either heat or cool the 

surface respectively. In the case of radiative heating, the intent is for the surface to absorb 

the entirety of incident radiation while minimizing energy lost to IR emission. For radiative 

cooling, the intent is to provide a surface that rejects incident radiation while maximizing 
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surface emission; this process can even yield surfaces that are able to cool beneath the 

ambient temperature.  

Harnessing solar irradiation to generate energy directly via a photovoltaic conversion 

is a very well-known and established process[4], but the thermal energy in solar irradiation 

can also be efficiently used to generate electricity or as a thermal energy source. An example 

of this is a solar thermal collector (Figure 1-1), in which solar irradiation is concentrated 

onto an absorbing surface and heating a fluid that runs through it [5], [6]. The solar radiation 

is thus converted into a form useable either by a thermal process or usable as a heat source 

for a Rankine cycle to produce electricity[6].  

Thermophotovoltaic (TPV) and Solar Thermionic devices are other methods that can be used 

to convert absorbed thermal energy into electricity. TPVs generate electricity in the same 

way as a photovoltaic (PV) device does– photons of radiation are absorbed and a p/n 

junction generates an excess electrical charge [7], [8]. The key difference, however, is that 

while PVs absorb incident solar radiation from the sun (a 5800 K blackbody emitter at a 

Figure 1-1. Example of a Parabolic Solar Thermal 

collector [5] 
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distance of ~ 1.5e8 km) a TPV receives radiation from a surface at a temperature of 1300 – 

1800 K at a separation distance of several centimeters. While the power emitted by a body 

varies by the fourth power of the temperature (Eq. 1.1), the inverse square law dependence 

of radiation dominates due to the disparity in distance. This corresponds to an 

unconcentrated PV system receiving radiation on the order of 0.1 W/cm2 while a TPV 

receives up to 5 – 30 W/cm2. Thus, in an ideal case of perfect emission and absorption, the 

power density of a TPV can greatly exceed that of a PV.  

While radiative energy generation devices depend on the absorption and retention of 

thermal energy, passive cooling radiators are designed to limit absorbed energy while 

maximizing thermal energy loss via emission. Specifically, radiative cooling relies on the use 

of the atmospheric transmission window to emit radiation from the surface into the heat 

sink of space (~ 3 K). The atmospheric transmission window is a “window” of near unity 

transmission in the atmosphere from the EM wavelength range of 8 to 14 microns that allows 

Figure 1-2. (a) Diagram of PETE process in [9]. The device can harvest both photon and heat 

energy as a result of photoexcitation. (b) An example of the PETE process in practice. Unused 

heat energy drives a thermal engine 
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for thermal radiation to be emitted from any terrestrial surface to space through the 

atmosphere with nearly zero atmospheric impedance [9]. This window corresponds directly 

to the Planck distribution for a blackbody ~ 300 K. Thus, to properly utilize the overlap 

between the peak of thermal emission occurring near ~10 microns and the atmospheric 

window (Fig 3), a surface emissivity should be as close to unity as feasible between 8 to 14 

microns for optimal radiative cooling. Simultaneously, the surface must not absorb incident 

radiation as that will negate any values for cooling achieved by emission in the MIR/IR. This 

impresses the need for selective emitter designs, as simply utilizing a highly emissive surface 

will lead to heating when exposed to solar irradiation. Assuming that the surface does not 

absorb solar radiation, surface emission can lead to significant sub-ambient cooling (~ 7 – 

10 °C) [10], [11].  Interestingly, this process dates back to at least 400 BCE, where Persians 

formed structures that leveraged the sky window during the cool season to form ice in the 

desert [12]. In more recent years, the concept of radiative cooling has been applied to 

reducing building energy costs via surface building coatings, wearable technology for 

personal cooling, and many other applications.  
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1.3 Absorbing Materials for Radiative Heating Systems 

The fundamental element in either a radiative cooling or heating system is in the 

design of the absorbing or emitting surface. In the case of “radiative heating” systems such 

as TPVs or solar thermal collectors, an essential component to maximizing efficiency is 

utilizing an absorbing material that achieves a near-unity spectral emissivity profile 

throughout the solar spectrum. In the ideal case, the surface would retain all incident 

radiation without reflecting any incident radiation or emitting any energy from itself. For 

TPVs, it is also important that the spectral absorption be maximal for a blackbody 

Figure 1-3. Atmospheric Transmission Window (red) and Solar Irradiance Spectrum (blue). 

The solar irradiance spectrum plotted is AM1.5, which accounts for irradiance after passing 

through an “airmass” value of 1.5; this is considered to be the nominal solar distribution for 

most locations on earth. When integrated it correlates to nearly ~ 1000 – 1100 W/m2 [214]. 

The atmospheric transmission window occurs between 8 and 14 microns and allows 

radiation to pass freely through the atmosphere.  
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distribution matching a nominal TPV temperature between 900 and 1800 °C[7]. 

Simultaneously, the materials involved must be able to endure high-temperature conditions.  

Some simple, but limited methods, to enhance surface absorption include using triangularly 

corrugated surface gratings [13] and multilayer stacked structure of oxide/metal nanofilms 

[14]. These methods rely on geometric optics and refractive index control via multiple 

materials respectively. While effective in narrow wavelength bands, these methods are 

limited in their application to broadband optical and thermal control.  

A more advanced approach to induce elective absorption/emission behavior is via 

engineered nano and microtextured topology. Nano and microengineered devices, such as 

nanodomes (Figure 1-4)  [15] constructed of hydrogenated amorphous silicon that can 

absorb ~ 94% of light between the wavelengths of 400–800 nm. This is contrasted to a 65% 

absorption observed in flat and untextured devices for the same wavelength region. 

Similarly, the “core-shell concept” can be applied to surface topology to selectively modify 

the absorption/emission properties of the surface. By combining a metallic “core” with a 

dielectric “shell”, the electric field can be selectively attenuated based on the combination of 

the refractive index mismatch and the structural geometry. Significant absorption 

enhancements have been demonstrated using a core-shell design with microstructures 

made of Ag/SiO2 [20] and Ni/Al2O3 [16]. Metallic grating structures can also be used to 

selectively control  the optical band absorption properties of a surface [17].  
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1.4 Radiative Cooling Materials 

For radiative cooling structures, the surface must be designed such that spectral 

emissivity is maximal in the thermal emission spectrum while absorptivity in the solar 

spectrum is kept to a minimum. The thermal emission spectrum is a function of the 

temperature of the surface, normally peaking in the near-infrared and mid-infrared 

(NIR/MIR) wavelength regions.  The ideal radiative cooler for a body near ~ 300 K has a 

UV/Vis/NIR absorptivity of zero and emissivity at unity in the mid-IR. Structures in literature 

that demonstrate high levels of spectrally engineered radiative cooling performance include 

similar concepts as the research into solar absorbing materials, but the materials used to 

create the surface differ due to the necessity of both limiting the solar absorption and 

maximining the thermal emission. A notable example of the similarity between radiative 

heating and cooling designs is in the multilayer stack demonstrated by Raman, et. al [18].  

Figure 1-4 SEM cross-section of structure demonstrated by [22]. Numerical optimization 

defined the combination of layer thickness and material selection 
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The gradient of refractive indices allows for the emission of MIR/IR radiation by employing 

ceramic materials (SiO2, HfO2) that emit strongly in this wavelength band, and the rejection 

of solar radiation by the reflective Ti/Ag layers at the bottom of the multilayer stack. As 

opposed to a metallic tandem absorber [15], the oxide layers are transmissive to visible light 

and thus absorption of solar irradiation is kept to a minimum.  

Polymers are also a well-studied material for radiative cooling applications. This is 

due to polymers such as Polydimethylsiloxane (PDMS) being nearly completely transmissive 

in the visible and nearly perfectly emissive in the MIR/IR as a function of their hydrocarbon 

chemistry. Recent studies have focused on providing methods to enhance the native 

absorption while reflecting the incident solar radiation after it is transmitted through the 

polymer layer. Two such methods include providing a combination of SiO2 (glass) beads in 

the polymer matrix with a reflective back layer [19] and  introducing a high volume fraction 

of hierarchical hollow glass bubbles into the polymer [20]. Introducing a micro/nanoscale 

Figure 1-5 (a) Alumina (ceramic) bio-inspired micro-tree design compared with bare 

Alumina, and bare Aluminum from [25]. (b,c) are the dimensions and designs utilized for the 

tree-designs 
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pattern into ceramic materials can also provide an engineered spectral response in the IR. 

An example of this are nanostructured ceramic “trees” inspired by the morpho butterfly’s 

structural coloration as demonstrated by Krishna, et. al. [21].  

1.5 Micropyramidal Topology for Spectral Radiative Control 

While the previous structures for spectral control have yielded excellent results, a 

proven way to control thermal radiation is exploit the anti-reflective behavior of periodic 

surface topology. Many topologies can provide spectral control based on geometric 

parameters, but pyramidal surface structures are selected as the key point of study for this 

work due to the extensive tunability of the spectral properties as a function of geometry, as 

well as pragmatic concerns such as the ease and scalability of manufacture and the array of 

materials that can be patterned with a pyramidal design. Pyramidal topology is a form of 

micro/nanoscale texturing that has been studied extensively for optical metamaterials[26, 

27]. In previous literature, the anti-reflective properties of pyramidal texturing have been 

studied primarily as a means of enhancing solar absorption. A notable example of its usage 

is in the fabrication of pyramidally derived “black silicon” [24], [25]. Liu, et. al.[25] reduced 

the reflectivity (from 300 to 1200 nm) of untextured silicon from an average weighted value 

of 34.8% to 11.2% by introducing a microtextured pattern, leading to a more optically black 

appearance. Li, et. al [16]  demonstrated that the anti-reflective behavior of the pyramids can 

be used to enhance the spectral absorption properties of nickel nanopyramids. To further 

optimize their results, they employed a core-shell approach, utilizing a thin ceramic layer 

(Al2O3) to further enhance the absorption profile. Based on this work, Peng, et. al.[26] 

developed nickel pyramidal layers that were deposited on polystyrene films to serve both as 

an absorption enhancement mechanism and protective layer for solar cells. While these 
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results demonstrate the anti-reflective properties of optical absorbing materials, they are 

limited by the experimental constraints employed by their process and the fixed relations 

between the two geometric parameters of the pyramids. Further, little attention has been 

paid to non-visible/NIR absorbing materials and the impact of geometry on the thermal 

transport in the IR for cooling applications.  
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1.6 Outline of Research  

This thesis develops and expands the understanding of thermal management and optical 

property optimization using primarily micropyramid surface structures. Chapters 2 focuses 

on the fundamentals of micropyramids and connecting key geometric/material parameters 

to the optical and thermal response. Simple optimization techniques combined with finite-

difference time-domain (FDTD) simulations highlight the potential to optimize a 

micropyramid for a set of thermal design criteria. In Chapter 3, a surrogate neural network 

method based on deep learning is shown that can effectively emulate the outputs of FDTD, 

dramatically expanding the scope of optimization and allowing for a comprehensive material 

search algorithm to be developed. In Chapter 4, a complementary surrogate neural network 

based on image-processing is presented that exceeds the performance of the previous model. 

Chapter 5 explores the use of the neural network methods presented in chapter 3 and 4 in 

generating an inverse neural network, enabling rapid optimization of structures and 

materials for a desired optical spectrum. Chapter 6 focuses on experimental validation of the 

optical performance of textured micropyramids and highlights how additional materials and 

geometric complexity expand the tunability of optical design. Finally, Chapter 7 offers 

perspectives on the expansion of the techniques shown and future opportunities for 

research in optical/thermal microstructures.  
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Chapter 2 : Optical and Thermal Analysis of Micropyramids 

2.1 Introduction to Micropyramids 

An approach that has proven to be effective in engineering surface optical properties 

is patterning a microscale pyramid-like ("micropyramid") surface texture into a material. 

The influence of periodic pyramidal design is well-established in the field of optics as it is 

known to induce anti-reflective properties at the surface as a result of light confinement by 

the texturing[23], [27]. One of the most common applications of micropyramid texturing is 

in the design of “Black Silicon” – silicon that appears black due to a significant reduction in 

the optical reflectivity due to micropryamid structuring[24]. Micropyramid and 

nanopyramid patterned silicon designs have been widely adopted for solar cell applications 

as the pattern leads to enhanced photon absorption in the visible (VIS) and near-infrared 

(NIR) wavelengths[25], [27]–[30]. The design can be further enhanced with the inclusion of 

nanoscale hierarchy – either in the form of silicon nanopillars/wire architecture[31]–[33] or 

hybrid-material nanowires[34], [35]. Silicon micropyramids can also be coated with another 

material—adding an additional element of control over light interaction with the 

surface[36]. Micropyramid geometries have also been utilized to significantly enhance the 

solar absorptivity of metals. Micropyramids made of nickel have received attention for solar 

applications due to nickel’s favorable mechanical/optical properties, with previous studies 

utilizing core-shell nanoscale nickel pyramids for TPV/Solar applications[16] or as a 

protective layer in solar panels[26]. Tungsten (W) Pyramidal grating structures have also 

been explored for high-temperature absorption applications: with the geometry enhancing 

the metal’s solar absorption coefficient to 0.92[37]. The anti-reflective properties of 

micropyramid texturing has also been demonstrated to enhance the absorption 
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characteristics of dielectric[23] and polymer[38] materials. Pyramidal surface features have 

broad appeal as they  are  both easily manufacturable and scalable[16] and can be patterned 

into a wide variety of materials via the template stripping technique[39], [40]. Further, 

pyramidal topology has demonstrated self-cleaning and hydrophobic properties[25], 

making it attractive for many applications. 

For thermal radiation control applications, there are two spectral regions of interest 

for any surface: VIS/NIR and mid-infrared (MIR). The former is the most important optical 

parameter for solar applications as the spectral absorption from λ =  300 – 2500 nm 

determines the quantity of solar energy absorbed by the surface. While silicon 

micropyramids enhance absorption of visible light, beyond λ = 1000 nm the drop in 

extinction coefficient and rise in transmission in Si[41], [42] leads to a decay in the pattern’s 

absorption enhancement. As a result, the optical properties of Si micropyramids and 

nanostructuring have been studied extensively between λ = 400 – 1100 nm[25], [28]–[32]. 

Use of coatings and fabricating micropyramids in other materials extends the region of 

efficacy and can also influence the NIR/MIR emissivity[16], [37], a key parameter in the 

determination of thermal emission from a surface. Micropyramids have been shown to 

enhance absorption in SiN between λ = 1 – 2.5 µm[43], inverse-Si micropyramids coated with 

Pt can increase emission  between λ = 1.4 – 5 µm[44], and advanced processing can result in 

enhanced absorption through the MIR[45]. Already MIR  emissive materials – such as 

polymers[38] and SiO2/HfO2[46] – can have near perfect emission in the infrared when 

patterned with micropyramids.  

Control over the spectral absorption and emission properties of a material can yield 

unique thermal solutions. Beyond micropyramids, other surface topologies such as nano-
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domes[15], corrugated surfaces[13], and core-shell structures[47], and gratings[17] have 

been proposed for high-efficiency solar absorption. By enhancing the spectral emissivity in 

the infrared region, surfaces  

can leverage the sky-transparency window to emit radiation to space and cool beneath 

ambient temperatures[48]. Referred to as “passive radiative cooling”, solutions range from 

corrugated graphene/nickel structures[49], [50], to multilayer stacks[18], and engineered 

Figure 2-1 (a) Micropyramid geometry utilized in simulation. The blue region 

represents the imposed periodic boundary conditions, with the pyramid cut-out being 

the simulated unit cell. The 3-D unit geometry shown is extended infinitely in the X and 

Y directions. The zspan and xspan vary from 50 nm to 30 µm in simulations, and the yspan is 

set to be symmetric with the xspan. The substrate thickness is established per material to 

limit the impact of transmission – 1 um for nickel and 100 um for Alumina and PDMS 

simulations. (b) The emissivity of both optimized and flat nickel, alumina, and PDMS. 

The optimized nickel (zspan/xspan = 2.1/0.6 µm) result has a strong dependence on aspect 

ratio, the PDMS and alumina optimized cases (zspan/xspan = 15/5 µm and zspan/xspan = 

16/6 µm, respectively) also show strong dependence on aspect ratio for the 
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polymers[19], [20], [51]. Solutions for both radiative heating and cooling demonstrate wide 

variation in design, but a common difficulty is engineering scalability, cost-effectiveness, and 

limited applications of the materials utilized. Micropyramid structures offer a simple and 

scalable design that can be patterned into a vast range of materials, allowing for a large 

design space.  

In this chapter, we present the fundamental relationship between micropyramid 

geometry and thermal radiation control. By utilizing the spectrally dependent anti-reflective 

behavior induced by pyramidal topology [52], we can significantly enhance the thermal 

absorption of metallic surfaces and the thermal emission of ceramic and polymer surfaces. A 

generalized framework that combines thermal cost-function driven design optimization 

with finite-difference time-domain simulations to provide design criteria for micropyramid 

texturing that enhances the heating or cooling performance is shown. This is a far simpler 

optimization approach compared to more advanced techniques used previously for 

optical/thermal optimization, including machine learning models and deep-neural 

networks[17], [53]–[55]. As a result, the method is easy to implement and replicate for any 

number of domain variables or geometries, requiring no existing training data or advanced 

processes. In this study, nickel is selected as the basis for the heating material optimization 

due to its favorable material properties that enable its usage in solar absorption and high-

temperature applications. For passive radiation cooling applications, it is established that 

introducing pyramidal topology further enhances the MIR emissivity of Polydimethylsiloxane 

(PDMS) and Alumina (Al2O3) surfaces. Both materials have a refractive index that generates 

emission in the IR spectrum which enables excellent passive cooling performance. PDMS is 

chosen due to the manufacturing processing being low-cost and scalable, ceramic materials 
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are far more environmentally adaptable, allowing for reliable radiative cooling over a wide 

range of operating temperatures. While we show results primarily for these three materials, 

the design criteria and physical insight presented from these materials can be used to 

extrapolate generalized design rules for other similar metallic, ceramic, and polymer 

materials.  

2.2 Optics of the Micropyramidal Structure  

The underlying principle of micropyramid anti-reflective behavior relies on the 

confinement of light within the structure as induced by the geometry. This is a size-effect 

driven process that is dependent upon two factors: the geometric design and the material(s) 

refractive index. To exemplify the importance of size on the outcome, it can be shown that 

pyramidal geometries with a period near to the optical wavelength (400 – 600 nm) are most 

optimal for the absorption of visible light [23]. The introduction of the pyramidal geometry 

enables the structure to reflect light multiple times, resulting in an increased optical path 

length and increasing the probability that the pyramidal structure absorbs the incident EM 

a.)  b.)  

Figure 2-2 (a) Ray-approximation showing ray propagation in a pyramidal geometry 

- color intensity corresponds to ray intensity. (b) Visualization of the gradient in the 

permittivity function, printed from [27] 
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radiation[23], [26], [52]. In the case where a ray approximation can be used (when λ << Λ), 

the influence of the geometry can be easily visualized in Figure 2-2(a). In the case when the 

wavelength is larger or comparable to the structure (when λ >> Λ), the geometry can be 

visualized as inducing a gradient in the electric permittivity function (or the refractive 

index), as seen in Figure 2-2b. The influence of refractive index can be thought of as a 

fundamental limitation of geometric influence on spectral optical properties. Materials will 

have wavelength regions where geometric structuring can determine properties, but anti-

reflective properties will have a minimal influence over a transmissive material, or a material 

where the refractive index is much greater than that of the surrounding medium (air, n = 1).  

2.3 Micropyramid Simulation, Analysis, and Optimization Framework 

2.3.1 Micropyramid Simulation Framework 

A generalized form of the structure utilized in the simulation and optimization 

process is depicted in Figure 2-1. The illustration demonstrates both the periodicity of the 

design and the details of the 3D pyramidal unit cell simulated. The key geometric parameters 

of the unit cell are specified by the span of the pyramid’s base and its height (xspan and zspan 

respectively). The case that is considered is where the structure’s base is symmetric, so xspan 

is equal to the span along the y-axis (yspan). The “gap” distance between the edges of adjacent 

pyramids – which would be a consequence of typical fabrication techniques for periodic 

microstructures – is not considered in this analysis. The substrate thickness (stub) is set such 

that transmission through the simulation domain is negligible and thus this value varies with 

the chosen material.  

Numerical simulations in this work are conducted using Lumerical’s commercially 

available 2-D/3-D finite-difference time-domain (FDTD) solver. The FDTD method 
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discretizes a volume via a mesh and provides exact 3-D solutions for Maxwell’s equations for 

non-magnetic materials. Specifically, the FDTD method solves Maxwell’s curl equations:  

𝜕𝜕𝐷𝐷��⃗

𝜕𝜕𝜕𝜕
= ∇ x 𝐻𝐻��⃗                                                                                                                                    (1) 

𝐷𝐷��⃗ = ε0εr(ω) 𝐸𝐸�⃗ (𝜔𝜔)                                                                                                                      (2) 

𝜕𝜕𝐻𝐻��⃗

𝜕𝜕𝜕𝜕
= 1

𝜇𝜇0
∇ x 𝐸𝐸�⃗                                                                                                                                (3) 

Where H, E, and D are the magnetic, electric, and displacement fields, respectively, 

while ϵr(ω) is the complex relative dielectric constant[56]. These equations are solved on a 

discrete spatial and temporal grid, providing results for the electric and magnetic field in a 

material, ultimately 

including both dispersion and absorption[57], [58].  

The simulations utilize the unit cell depicted in Figure 2-1 in conjunction with 

periodic boundary conditions in both the x and y-directions to simulate a semi-infinite 

surface microstructure on the x-y plane. Perfectly matched layers (PML) are used at the top 

and bottom of the simulation domain to prevent boundary reflection. A plane wave source is 

used for both normal incidence (Polar Angle, θ) and angular incidence simulations, but in the 

case of an angular injection angle, BFAST/Bloch periodic boundary conditions replace the 

periodic boundary conditions. Our plane wave source utilizes a transverse-electric (TE) 

polarization mode for all simulations, and we set the polarization angle (φ) to be 0° for all 

simulations.  Frequency-domain field and power monitors are positioned both above the 

plane wave source and above the bottom PML to monitor the reflection (R) and transmission 

(T) respectively. The structure’s spectral emission can be calculated from 𝜀𝜀 = 1 − 𝑅𝑅 − 𝑇𝑇, 

assuming Kirchhoff’s law (𝛼𝛼 = 𝜀𝜀) is valid. For completely opaque structures, the 
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computation of emissivity reduces to 𝜀𝜀 = 1 − 𝑅𝑅, but due to the negligible extinction 

coefficient (k) of both alumina and PDMS within the visible and NIR regions, we use both R 

and T in the calculation of spectral emissivity.  

 

 

 

 

Figure 2-3 Variation in the averaged emissivity (0.3 – 2 um) for a pyramid and the 3D 

extrapolation of a pyramidal cross-section (triangular grating structure, referred to as a 

“prism”) with changes in the incident angle φ. Whereas the Pyramid demonstrates 

exceptional omni-directionality, even in the case where the plane wave incident angle θ is 

varied, the prism structure shows a significant reduction in emissivity with changes in φ. 

Simulating the system in 3D allows for the optimization of materials at non-zero incident 

angles and provides an overall more accurate depiction of the optical properties when 

compared to 2D simulations for this geometric configuration. The value for emissivity 

shown is an averaged value across the 
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2.3.2 Thermal Optimization and Analysis Framework 

To find material geometry configurations that provide optimal results for a variety of 

different material types, a constrained minimization algorithm is employed to drive the 

numerical simulations. As will be noted in the results section, although parametrically driven 

geometric parameters can yield reasonably optimized solution sets, the constrained 

minimization approach can result in more optimal geometric parameters in a much shorter 

timeframe. This is especially true for more complex geometric designs with more 

optimization parameters, as parametric optimization becomes increasingly impractical as 

Figure 2-4 (a) Flowchart showing the optimization methodology. Gradient descent optimization 

tools within MATLAB are linked to FDTD simulations to optimize optical properties for 

intended thermal performance based on a chosen cost function (Cheating or Ccooling). (b) Cost 

functions visualized with a heat-flow system diagram. The convection/conduction contribution 

(Pconv+cond) and atmospheric contribution (Patm) are not utilized in the present study.  
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the design space grows. In this chapter, the goal is a generalized algorithmic framework for 

optimizing pyramidal microstructures, so only two parameters (xspan and zspan) are 

optimized. The method itself, however, can easily be extrapolated to thermally optimize 

materials that feature nanotexturing, multilayer structures, coating(s), complex geometry, 

etc.  

As seen in Figure 2-5, the optimization process can be divided into several major 

parts: the objective function (cost function), design factors, and the minimization function 

itself. Beginning with a depiction of intent of the surface material – either to absorb solar 

radiation or for thermal emission (Figure 2-5 (b)). – a minimization cost function is defined. 

The objective (or cost) function serves as a mathematical quantification of a design’s thermal 

performance for the chosen application. For both heating and cooling applications, the cost 

function has been designed such that in the ideal scenario the constituent thermal terms 

cancel, and the objective function value becomes 0, lending to the minimization process. In 

the instance of heating, the primary thermal goal is to minimize the amount of heat lost in 

the IR while maximizing the amount of incident radiation absorbed[16]. We define the 

objective function for this scenario to be generally defined by the heat transfer balance of,  

𝐶𝐶 =  
𝑃𝑃𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 − 𝑃𝑃𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 + 𝑃𝑃𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒

𝑃𝑃𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠
                                                                                                        (4) 

We define this more rigorously as,  

 

𝐶𝐶 =  
∫ 𝐼𝐼𝐴𝐴𝐴𝐴1.5(𝜆𝜆)𝑑𝑑𝑑𝑑𝜆𝜆𝑚𝑚𝑚𝑚𝑚𝑚
𝜆𝜆𝑚𝑚𝑚𝑚𝑚𝑚

− ∫ 𝜀𝜀(𝜆𝜆)𝐼𝐼𝐴𝐴𝐴𝐴1.5(𝜆𝜆)𝑑𝑑𝑑𝑑𝜆𝜆𝑚𝑚𝑚𝑚𝑚𝑚
𝜆𝜆𝑚𝑚𝑚𝑚𝑚𝑚

+ ∫ 𝜀𝜀(𝜆𝜆)𝐼𝐼𝐵𝐵𝐵𝐵(𝜆𝜆,𝑇𝑇)𝑑𝑑𝑑𝑑𝜆𝜆𝑚𝑚𝑚𝑚𝑚𝑚
𝜆𝜆𝑚𝑚𝑚𝑚𝑚𝑚

∫ 𝐼𝐼𝐴𝐴𝐴𝐴1.5(𝜆𝜆)𝑑𝑑𝑑𝑑𝜆𝜆𝑚𝑚𝑚𝑚𝑚𝑚
𝜆𝜆𝑚𝑚𝑚𝑚𝑚𝑚

                              (5)  
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Where 𝐼𝐼𝐴𝐴𝐴𝐴1.5 is defined as the solar irradiance for an airmass value of 1.5, 𝐼𝐼𝐵𝐵𝐵𝐵 is the spectral 

radiance for a  blackbody, and 𝜀𝜀(𝜆𝜆) is the spectral emissivity of the surface. The first term is 

the maximum amount of power that is available for the surface to absorb. For the majority 

of applications solar irradiation is dominant, so we define the maximum amount of power 

available to be a function of the solar spectrum. This term is independent of material 

parameters and can be treated as a constant heat flux. The second and third terms are the 

amount of incident radiation that is absorbed by the surface and the amount of power 

emitted by the surface respectively. Atmospheric contributions are neglected in the cost-

functions utilized in this work. Atmospheric contributions are relevant for thermal 

temperature estimations – particularly for passive cooling [18] – but is significantly smaller 

than the thermal emission and thermal absorption so we choose to not include it in the cost 

functions. It can be accounted for, however, by including an additional thermal offset term 

like the emitted radiation term in Equation 1. We also do not include the effects of thermal 

convection/conduction as the surface emissivity does not impact the heat flux from 

convection and conduction. The entire cost function is normalized by the maximum power 

available yielding a value for the cost function that is between 0 and 1. Before normalization, 

the equation has the unit of area independent power, W/m^2.  

The cost function used in the optimization of radiative cooling surfaces minimizes 

energy absorbed while maximizing emission. We define the objective function in a similar 

fashion to the heating case with the heat transfer balance, 

𝐶𝐶𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 =  𝑃𝑃𝑚𝑚𝑚𝑚𝑚𝑚,𝑟𝑟𝑟𝑟𝑟𝑟−𝑃𝑃𝑟𝑟𝑟𝑟𝑟𝑟
𝑃𝑃𝑚𝑚𝑚𝑚𝑚𝑚,𝑟𝑟𝑟𝑟𝑟𝑟

                                                                                                                       (6)  



 
 

24 
 

𝐶𝐶𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐  =
∫ 𝐼𝐼𝐵𝐵𝐵𝐵(𝜆𝜆,𝑇𝑇)𝑑𝑑𝑑𝑑𝜆𝜆𝑚𝑚𝑚𝑚𝑚𝑚
𝜆𝜆𝑚𝑚𝑚𝑚𝑚𝑚

−∫ 𝜀𝜀(𝜆𝜆)𝐼𝐼𝐵𝐵𝐵𝐵(𝜆𝜆,𝑇𝑇)𝑑𝑑𝑑𝑑𝜆𝜆𝑚𝑚𝑚𝑚𝑚𝑚
𝜆𝜆𝑚𝑚𝑚𝑚𝑚𝑚

∫ 𝐼𝐼𝐵𝐵𝐵𝐵(𝜆𝜆)𝑑𝑑𝑑𝑑𝜆𝜆𝑚𝑚𝑚𝑚𝑚𝑚
𝜆𝜆𝑚𝑚𝑚𝑚𝑚𝑚

                                                                                (7)  

While there is a small amount of absorption in the optical wavelengths by emissive materials 

(PDMS and alumina in this case) it is small enough that we can omit it from the heat transfer 

balance shown in Equation 3. Similarly, we do not include the effects of atmospheric 

emission in the heat balance equation to maintain a simple relationship between the 

maximum emission and achieved emission by the surface in the optimization process. The 

Heat-flux computations shown for both the heating and cooling cases are computed using a 

blackbody temperature of 300 K. For the thermal absorption estimations of flat/textured 

nickel, the value presented is Pabs at a IBB Temperature of 300 K between λ = 300 nm to 2500 

nm. Similarly, the thermal emission fluxes (Prad) of alumina and PDMS are computed 

between λ = 4 µm to 16 µm at IBB(T) = 300 K.  

For a micropyramid texture like the depiction in Figure 2-5 (a), only two parameters 

(xspan and zspan) are optimized but the method can accommodate many more design variables. 

The design parameters (xspan and zspan) are defined and passed to the simulation domain for 

each iteration.  The simulation domain utilized in the simulation and optimization process is 

depicted in Figure 2-5 (a). The illustration demonstrates both the periodicity of the design 

and the details of the 3D pyramidal unit cell simulated. The key geometric parameters of the 

unit cell are specified by the span of the pyramid’s base and its height (xspan and zspan 

respectively). We only consider the case where the structure’s base is symmetric, so xspan is 

equal to the span along the y-axis (yspan). The “gap” distance between the edges of adjacent 

pyramids – which would be a consequence of typical fabrication techniques for periodic 

microstructures – is not considered in this analysis. The substrate thickness (tsub) is set such 
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that transmission through the simulation domain is negligible and thus this value varies with 

the chosen material.  

2.4 Optimization of Micropyramid Topology for Radiative Heating and Cooling 

The combined results of the nickel micropyramid optimization process are shown in 

Figure 2-1 (b). The minimization process relies on a gradient descent interior-point 

optimization algorithm[59] that optimizes the x span (xspan) and z span (zspan) of the 

pyramidal geometry (represented in Figure 2-5 (a)) by minimizing a cost function defined 

by Equations 4 and 5, where Psolar is defined as the maximum amount of solar irradiation 

available to be absorbed, Pabs is the amount of thermal energy absorbed by the surface, and 

Figure 2-5 (a) The relation between the normalized aspect ratio and figure of merit plotted for the 

nickel texture with three different fixed base dimensions (xspan = 0.25, 0.5, 1, 2, 4, and 6 µm). In 

this plot, zspan is swept while xspan is held constant. (b) Contour plot of algorithmically derived 

solutions over a range of xspan and zspan combinations. Over 1500 solutions obtained from 

optimizations with different initialization points are used. Data interpolation is used to fill the 

remaining grid data. Among many FOM > 0.9 solutions an optimal region emerges as visualized 

by the dark-red region in the bottom left corner and along the dashed-black line.  
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Prad is the amount of lost to emission by the surface. Both Pabs and Prad are functions of the 

surface emissivity computed within FDTD simulations. The cost function is normalized by 

the maximum available power such that 0 < C < 1. For the sake of visualization, we present 

the optimization results using a normalized figure of merit (FOM) defined by Equation 8, 

such that a value close to one indicates an optimal solution.  

𝐹𝐹𝐹𝐹𝐹𝐹 = 1 − 𝐶𝐶ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒                                                                                                                      (8) 

 For the nickel optimization process, we utilize a plane wave source of normal 

incidence in the FDTD simulations that ranges from 300 nm – 10 µm. We choose this 

wavelength (λ) span as λ = 300 – 2000 nm is the most relevant region for solar absorption, 

and due to the high refractive index in the IR, nickel is observed to asymptotically approach 

an emissivity ~ 0.1-0.2 beyond λ = 10 µm for most nickel micropyramid xspan and zspan 

dimensions.  Figure 2-5(b) shows a contour map of geometric designs that result from 

numerous iterations of the minimization process for nickel when the cost function described 

by equation (8) is employed. To provide a reference point, untextured nickel – simulated as 

an untextured 1 µm thick nickel substrate in FDTD – has a computed FOM of ~ 0.35. This is 

a result of the untextured nickel substrate absorbing nearly 37% of incident solar irradiation 

while only losing a fractional quantity of thermal power to emission in the IR due to low IR 

emissivity. Comparatively, Figure 2-4(a) demonstrates that even un-optimized surface 

structuring via micropyramids drastically increases the FOM to 0.6 – 0.7, which is equivalent 

to a solar absorption efficiency of 60 - 70%, representing a 25-35% increase compared to 

bare nickel. 
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In Figure 2-5(b), the plotted contours shows that the minimization process yields a 

host of solutions that are quintessentially optimal and have nearly negligible variation in 

optical performance. The global optimum computed from multiple iterations of the 

optimization process has a heating FOM of 0.963, which occurs at xspan = 0.65 µm and zspan = 

2.1 µm.  Both the emissivity and reflectivity of this structure can be observed in Figure 2-

5(b), but the exceptional increase of absorptivity to a value near 𝛼𝛼 = 1 between the 

wavelengths of 300 - 2000 nm results in an absorption efficiency of 98.6%. Specifically, this 

structure can be predicted to absorb 986.6 W out of the available 1000.4 W for AM1.5 per 

square meter between λ = 300 nm and λ = 10 µm. Thermal emission leads to a thermal loss 

of 23.9 W/m2 for the optimized structure, which is 19.1% of the maximum blackbody 

emission between λ = 300 nm and λ = 10 µm at 300 K. By comparison, two local minima 

occurring at (xspan × zspan) of (0.51 × 1.45) µm and (0.9 × 1.98) µm have absorption efficiencies 

of 97.3% and 96.9%, respectively. Accordingly, their FOMs are computed as 0.96 and 0.953. 

Although the absorption efficiency decreases by ~1-1.5% for both local optimums when 

compared to the global optimum, a decrease in thermal emission - 13.8% and 13.7% of the 

blackbody limit respectively—results in the global optimum having a FOM that is only 0.3 – 

1% higher than the local optimum geometries. Thus, while finding a global optimum using 

our gradient-descent based optimization would be inefficient compared to methods such as 

particle swarm optimization [60] or genetic algorithms[61], finding a local minimum that 

has exceptional performance occurs very early in our process and we can reliably and rapidly 

reach designs that achieve absorption efficiencies exceeding 94-96%.  

 The overall trend in the heating FOM can thus be described predominantly as 

a function of the aspect ratio of the structure. This trend can be observed in Figure 2-5(a), 
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which plots the FOM as a function of the aspect ratio. It is important to note that while the 

aspect ratio is intrinsically unitless, we choose to define aspect ratio (AR) as:  

𝐴𝐴𝐴𝐴𝐴𝐴𝑒𝑒𝑒𝑒𝑒𝑒 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 = 𝐴𝐴𝐴𝐴 = 𝑍𝑍𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠
𝑋𝑋𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏

                                                                                                                     (9)  

where xbase is constant and used to normalize while zspan is swept in the simulations. While 

we observe a trend between the aspect ratio and FOM, this distinction is made such that the 

necessity of a nanometer/micrometer scale periodicity on the absorption enhancement and 

anti-reflective properties is not lost. From Figure 2-5(a) we conclude that, based on a xbase 

from 500 nm to 2 µm, increasing xspan will rapidly increase the FOM until it reaches a maximal 

value ~ 0.92 – 0.96 for an aspect ratio of ~2 - 4. After the local maximum for a xbase the FOM 

will then decrease. This trend can be explained as a function of both the thermal and 

absorption efficiency increasing until a critical maximum when the absorption efficiency 

saturates while the thermal emission efficiency continues to increase. At larger ARs, the 

absorption efficiency decreases while the thermal emission efficiency continues to increase.  

The surface optical properties result from the introduction of anti-reflective behavior 

because of the patterned periodic structure as visualized in Figure 2-6 (a-d).  Two geometries 

are plotted in Figure 2-6 (a-d) – Design I (a,c) and Design II (b,d). Design II is the optimized 

geometry for the nickel heating cost function, and Design I is a low-aspect ratio (AR = 0.5) 

structure. For comparison, both designs have the same xspan (0.65 µm). As the simulation 

domain has a near-zero transmission due to the intrinsically high extinction coefficient, the 

driving factor behind the emissivity/absorptivity enhancement is the decrease in reflection 

as a function of the geometry. As seen in Figure 2-6 (a), the maximum intensity of electric 

field for the same wavelength remains contained in the optimized geometry and unconfined  
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Figure 2-6 (a-d) Plots of the x-z plane (cross-sectional) Electric field (V/m) demonstrate 

that the optimized structure (Design II) more thoroughly confines the electric field within 

the texture, significantly enhancing the solar absorptivity. (a,b) At wavelength A and B (0.79 

µm), where the emissivity of Design I reaches a peak– strong electric field confinement is 

observed in both structures. (c, d) At wavelength C and D, the effect of texture is apparent. 

The confinement of the electric field by Design II leads to Design II having an emissivity of 

0.5 at λD = 4.31 µm while Design I has an emissivity of 0.5 at λC = 1.28 µm. The higher aspect 

ratio Design II leads to a much slower decay in emissivity than with Design I. A log-scale is 

used to show the absorption more thoroughly in (a-d). (e) The emissivity of both Design I 

(low-aspect ratio) and Design II (optimized) structures are shown compared to the 

untextured case (Black), with the reflectivity of either structure visualized by the dashed 

lines     
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by the low-AR structure. It is evident that the higher AR structure maintains confinement – 

and increased absorption – over a much wider wavelength region compared to the low AR 

micropyramid texturing. The magnetic field component plays a limited role in the 

enhancement of the absorption compared to the electric field.  

While the results shown in Figures 2-5 and 2-6 occur using a 3-dimensional (3D) FDTD 

design space, our optimization process readily transfers to a 2-dimensional (2D) design 

space. Reducing the geometry to 2D yields a grating structure as the simulation domain 

assumes the triangular shape (xspan and zspan) is infinitely extruded along the y-axis. For a 

plane wave with an injection angle of θ = 0°, there are minimal differences in the absorptivity 

computed between the 2D and 3D domains. The computed spectral emissivity of two optimal 

nickel geometries are plotted in Figure 2-7 for different plane wave source incident angles 

(θ). A key difference between 2D and 3D simulations, however, can be seen in Figure 2-7 

where the 3D pyramidal geometry has near omni-directional absorption properties that are 

not observed in a 2D grating structure that has been extruded into three-dimensions. While 

a 2D cross-section provides an excellent estimation of the 3D micropyramid’s optical 

properties, there is a slight overestimation of the emissivity for this structure. When the 2D 

structure is simulated with a third dimension, the results of the grating structure geometry 
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vary greatly from the pyramidal geometry. This discrepancy is most apparent at different 

angles, as the pyramidal geometry demonstrates consistently omnidirectional properties.  

2.5 Optimization of Radiative Cooling Materials using Micropyramids 

The results of the alumina and PDMS micropyramid optimization processes are shown in 

Figure 2-8 and Figure 2-10, respectively. Similar to the nickel optimization, the optimization 

occurs by minimizing a cost function that is defined by Equation 3 and 4. where Pmax,rad is 

defined as the maximum amount of thermal emission that is possible according to Planck’s 

law[2], and Prad is the thermal energy emitted by the surface. Prad is a function of the surface 

Figure 2-7 Simulation comparison of 3D and 2D FDTD simulations, with graphical representation 

of the unit cell utilized. While 2D simulations are an excellent estimation, they overshoot the more 

accurate 3D cell in emissivity prediction(s). (b) This relationship is captured in the variation of the 

incident angle of the plane wave source, with the 2D simulations consistently overestimating the 

emissivity. The emissivity shown here is an averaged value across the 0.3 – 2 micron wavelength 

range. 

Figure 2-8 The relation between the normalized aspect ratio and figure of merit plotted for six 

fixed base dimensions (xspan = 1.5, 3, 5,10, 12, and 15 µm). (a) Contour plot of algorithmically 

derived solutions over a range of X and Z span combinations. Over 1300 solutions resulting from 

many optimization runs with different initialization points are plotted. Data interpolation is used 

to fill the remaining grid contours.  The Optimal region can be identified from xspan ~ 5 – 8 µm 

and zspan ~ 15- 20 (b) The relation between the normalized aspect ratio and figure of merit plotted 

for six fixed base dimensions (xspan = 1.5, 3, 5,10, 12, and 15 µm). 
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emissivity computed within FDTD simulations. For these thermal calculations, we define the 

surface emission temperature to be 300 K. The FOM presented in Figures 2-8 and 2-10 is 

defined by equation (6). For both the alumina and PDMS optimizations, we apply a plane 

wave source that ranges from 4 µm – 16 µm. This wavelength span is utilized because the 

blackbody distribution for a body at 300 K centers near ~10 µm, with over 60% of the total 

thermal emission possible occurring in this span. Simultaneously, both materials are highly 

transmissive in the VIS/NIR region for the thickness required by the simulation to negate 

MIR transmission (100 µm). Consequently, the VIS/NIR response of the cooling materials is 

not a function of geometric optimization and is instead a function of the substrate.  

 The contour plot of solutions visualized in Figure 2-8(b) demonstrates that a large 

range of geometric combinations for alumina yields highly optimal results. The results in 

Figure 2-8 (a) for FOM vs. Fixed-Base AR also establish that the FOM of the ceramic texture 

has a strong dependence upon xspan. For the results shown in Figure 2-8 (a), the zspan is 

limited to 40 µm. Based on the results shown in Figure 2-8 (a) and (b), however, the near 

equivalency in thermal emission between structures with AR > 2-5 mitigates the necessity 

of simulating structures beyond this constraint. The trend in the FOM is to asymptotically 

approach a maximum that is dependent upon xspan for the structure. When xspan = 10 µm, the 

FOM approaches ~ 0.95, indicating that the geometry can emit ~95% of the theoretical 

maximum at 300 K. Comparing zspan = 5 µm, 10 µm, 20 µm, and 40 µm for a fixed zspan of 10 

µm, the FOM is 0.753, 0.856, 0.920, and 0.937, respectively (AR = 0.5, 1, 2, 4). This 

corresponds to an increase in FOM of ~0.22, 0.32, 0.39, and 0.41 when compared to bare 

alumina. The asymptotic behavior between AR and FOM indicates that while the maximum 

for a given zspan might not be observed when the zspan is constrained, increasing zspan will not  
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significantly impact the FOM. The optimization of the cooling cost function for alumina 

quickly yields local minima beneath Ccooling = 0.1 (FOM = 0.9) but this solution is unlikely to 

contain the entirety of the optimal geometric region due to the constraints utilized.  

The negligible difference between the cost functions at higher ARs is a result of a 

saturation in emissivity. The results plotted in Figure 2-9(e) show that the micropyramid 

pattern significantly reduces reflection that occurs in the MIR beyond λ = 10 µm. The anti-

Figure 2-9 (a) Electric field cross-sections for alumina that demonstrate that the 

optimized structure (Design I) more thoroughly confines the electric field inside the 

texture, significantly enhancing the solar absorptivity. Wavelength A (13.06 µm), where 

the emissivity of Design I is maximal –and wavelength B (15.27 µm), where the emissivity 

of Design II reaches a minimum. A log-scale is used to show the absorption more 

thoroughly within the micropyramid at both points. (b) The emissivity of both Design I 

(optimized) and Design II (low aspect ratio) structures are shown compared to the 

untextured alumina case (Black), with the reflectivity of either structure visualized by the 

dashed lines. 
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reflective behavior can again be observed in Figure 2-9 (a-d) to be a function of the 

confinement of the electric field by the geometry. While the efficiency of the anti-reflective 

behavior is a function of the geometry, the emissivity can only range from 0 to 1, so the 

influence of geometry on the emissivity decreases both as the AR increases and Xspan 

increases. This phenomenon is seen in Figure 2-9(e), in which a low-AR (0.5) and high-AR 

(3.0) geometry are plotted simultaneously. Compared to the bare alumina case, the low-AR 

micropyramid pattern has a drastic effect on the emissivity by significantly decreasing the 

Figure 2-10 (a) The relation between the normalized aspect ratio and figure of merit plotted for 

four fixed base dimensions (xspan = 1.5, 5,10, and 15 µm). The relation between the aspect ratio 

and figure of merit is shown to asymptotically approach 1. Higher aspect ratio structures are shown 

to approach higher values for FOM, but with larger base dimensions, the necessity of high aspect 

ratio structures is minimized as the structure’s emission reaches a maximal point and the aspect 

ratio no longer influences the optical properties. (b) Contour-plot of algorithmically derived 

solutions over a range of X and Z span combinations for PDMS. Like alumina, identifying the 

bounds of the optimal region for the PDMS texture is more challenging because of the geometric 

scale and time required to simulate larger structures.  
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spectral reflectivity when λ > 10 µm. For the high-AR geometry, the emissivity is almost a 

unity across the spectrum, leaving marginal room to further improve the emissivity. 

 Although PDMS has an innately high emissivity in the MIR/NIR regions due to its 

intrinsic refractive index[62], employing the same cooling optimization procedure results in 

the same anti-reflective trend and subsequent increase in MIR emission that has been 

observed in alumina. The cooling cost function equation defined by Equation 6 and 7 that 

was used for the alumina optimization results in a FOM = 0.91 (Ccooling = 0.09) for untextured 

PDMS. The results shown in Figure 2-10(b) exemplifies that even minor texturing of a PDMS 

surface can increase the FOM to a value near 1.0, indicating that textured PDMS is a near 

perfect NIR/MIR emitter when textured. Despite having a characteristically high emissivity, 

the introduction of micropyramid texture to the surface reduces the already minimal 

reflectivity to a value near 0 in the NIR/MIR. The trend observed in Figure 2-10 (a) is that 

even low-AR texturing with AR < 1 yields emission efficiencies of 95-96%, with AR > 2 PDMS 

micropyramids displaying thermal emission efficiencies of ~99% or higher for pyramidal 

base dimensions near the IR wavelength.  

2.6 Discussion 

Planar metallic surfaces are generally poorly absorbing materials – this is due to most metals 

being conductive and thus featuring a steep complex refractive index curve that leads to 

untextured metals being highly reflective. Although the characteristically high reflectivity of 

metals can be reduced by introducing severe oxidation at the surface, we have demonstrated 

that strong absorption within the visible and NIR regions is possible by microscale geometric 

patterning of a nickel surface without the need for an oxide coating or nanoscale texturing. 
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The relation between the absorptivity enhancement and geometry of the texturing is 

fundamentally linked via the material’s refractive index. For nickel, the refractive index in 

the VIS/NIR enables strong geometrically based anti-reflective behavior. Thus, nickel is very 

well suited to optimization as a passive radiative heating material. Subsequently, the goal of 

the optimization process for nickel is to maximize the amount of energy absorbed – 

particularly in solar relevant wavelength regime of 500 – 1000 nm – while minimizing the 

amount of energy lost to emission. While further emissivity enhancement is possible 

geometrically beyond the NIR, this is counter-productive to the goal of minimizing energy 

loss via emission. If the optimization intent is high temperature cooling instead of solar 

absorption, then the increased importance of MIR/NIR emissivity to the spectral distribution 

would necessitate higher emissivity texturing for λ beyond 3 - 4 µm. While we do not 

demonstrate a metallic high temperature cooling optimization procedure in this work, this 

form of optimization is easily performed with our method by adjusting the cost function 

equation and the emission temperature.  

The absorption enhancement provided by the nickel texturing in the VIS/NIR is a 

combined effect of the complex refractive index and the geometric scale of the nickel 

micro/nanopyramidal surface topology. For wavelengths beyond the solar spectrum (> 2000 

- 3000 nm) the complex refractive index of nickel begins to rapidly rise, which leads to 

surface morphology having a reduced impact on the optical properties of the surface. Figure 

3(a) validates that while increasing the AR to form very steeply angled structures (AR > 5) 

can lead to a moderately increased absorption coefficient in the IR-band, it is far more limited 

in scope than the geometric enhancement available in the visible/NIR. From simulations 

with other metals such as silver and aluminum shown in Figure 2-11, we observe that 
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geometric-dependent anti-reflective behavior has a far more limited spectral range of 

influence. This is predominantly due to a much higher slope in the refractive index for these 

materials that limits the spectral enhancement provided by surface geometry. Additionally, 

the optimization process yields that the most optimal results have xspan comparable to solar 

spectrum wavelengths (xspan ~ 500 – 2000 nm  for λsolar ~ 300 nm – 2400 nm).  

The results shown are for nickel, alumina, and PDMS are to be expected as localization 

and resonance effects as a function of geometry are most effective when the structure’s 

period dimension is sub-wavelength[63]. Micropyramid textures are also known in the 

a.) b.) 

Figure 2-11 (a) Comparison of the same structure simulated in different materials (Ag, Al, and Ni) 

that highlights how geometry has impact on particular materials over a broad-spectrum region. 

Geometry has a lessened impact as the complex refractive index is increased relative to the medium 

index (in this case air) (b) With higher index materials (Al, Ag) the impact of geometry on the optical 

properties  is significantly lessened.  
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broader community as a surface-relief gratings or anti-reflection gratings (ARGs). when the 

incident wavelength is much larger than the critical dimensions (Λ) of the ARG, or λ >> Λ, the 

electromagnetic propagation through the structure can be approximated via an effective-

medium electric permittivity function that has a gradient in the z-direction[23], [27]. The 

interaction of light with sub-wavelength structures (SWS) can also be approximated by 

Maxwell-Garnett (MG) [64], [65] or Bruggeman[66] effective-medium theory (EMT) models. 

Both of these EMT approximations represent the heterogeneity of a ARG in terms of a 

homogenous medium with a single effective complex refractive index [63].  

For our micropyramid based ARG topology, as the complex refractive index in the IR 

(where λ >> Λ, for small xspan nickel textures) is large, the structure behaves much like 

untextured nickel, with a high reflectivity. In the case where λ << Λ, the structure can be 

visualized using geometric optics, with light potentially being preferentially confined by the 

geometry due to the multiple scattering interfaces induced by the texture[23], [27]. While 

increasing xspan to being comparable to IR wavelengths does have the expected effect of 

slightly increasing emission properties in the IR, it also causes the solar absorption 

properties to be significantly reduced. This effect can be visualized in Figure 3(a), where 

pyramids featuring a larger base dimension also have a reduced figure of merit due to the 

reduced inability to absorb incident solar radiation in the visible spectrum. This relation 

ultimately leads to the combination of an AR of 2 – 4 with a xspan ~ 500 – 2000 nm being 

optimal for solar absorption in nickel. It also explains the concave relation between FOM and 

AR observed in all of the samples shown in Figure 3(a)Increasing the aspect ratio beyond 2 

– 4 for nickel reduces the FOM as it increases the IR emissivity and thereby the thermal 

emission. The increase in solar absorption and thermal emission with aspect ratio – as 
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observed in Figure 3a and in the local minima presented in the results section– can be 

attributed to subwavelength structure behavior when the spacing of the array is smaller than 

the incident wavelength [63]. Additionally, increasing a metallic ARGs aspect ratio 

(depth/period) has been previously shown to slightly increase the broadband emissivity of 

metal structures, including nickel [67], [68] and our results demonstrate this behavior.   

 Although periodic microstructures significantly enhance the spectral absorption of 

metals in the VIS/NIR, and therefore become excellent solar absorbing materials, metallic 

micropyramids cannot provide optimal passive cooling purely as a function of geometry. 

Unlike nickel and other metals, the complex refractive index of most ceramic and polymer 

materials is significantly lower and does not follow the same increasing trend as the 

wavelength increases that conductive materials such as nickel demonstrate. Subsequently 

these materials are already well suited for absorption in particular wavelengths. By utilizing 

a similar combined effect between the complex refractive index and texture geometry we 

can enable the anti-reflective behavior observed in both the alumina[69] and PDMS textures 

shown in the results. For both alumina and PDMS, the absorption bands are situated in the 

MIR/IR portion of the spectrum, with low (k ~  0) extinction coefficients in the VIS/NIR 

bands leading to near 100% transmission of VIS/NIR radiation from wavelengths below ~ 6 

µm. The absorption bands in the IR – attributed to an increase in the extinction coefficient 

(k) – enable IR anti-reflective behavior to be induced by geometry and further enhance 

emission characteristics of these materials. While the reflection is already low for these 

materials, optimized texturing can reduce the reflectivity to a value near 0. This relation can 

be observed in Figure 6(e), where an optimized texture expands the emission properties of 
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alumina by making it emissive from 8 – 16 μm as a result of anti-reflective behavior. We 

validate the results shown in Figure 2-9 

 (e) utilizing both a MG approximation in conjunction with a characteristic matrix [63], [70] 

and Rigorous-Coupled Wave Analysis (RCWA)[71], [72] in Figure 2-12. The numerous 

assumptions in analytical and semi-analytical optical models limits their applicability across 

the geometric design space we present in this work. Classical, analytical, and semi-analytical 

models capture the anti-reflective behavior of micropryamid designs[23], [27], [63], [70]–

[73], but to ensure accurate optical and thus thermal computations across the entire design 

space we rely on the proven accuracy of FDTD simulations[74].  

Figure 2-12  Reflectivity computed via the FDTD method and analytical method described 

using the characteristic matrix and EMT approximation. Design II (5 x 15 um) shows a 

significant reduction in reflection when compared to the flat case, and the analytical model 

mimics the peak location(s). 
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Fundamentally, the anti-reflective behavior of the alumina/PDMS textures is the 

same behavior observed in nickel, but the spectral region has shifted. A key difference 

between the polymer/ceramic optimization and the nickel optimization is the relation 

between the AR and xspan. Whereas Figure 3(a) makes it clear that the FOM of textured nickel 

depends strongly on AR as all of the xspan base dimensions demonstrate the same concave 

behavior with the inflection point near AR ~ 2 – 4, however, this behavior is not observed in 

alumina/PDMS. Figure 2-8(a) and Figure 2-10(a) show that the FOM instead behaves not 

only asymptotically, but that the asymptote is reached far more quickly as xspan increases. 

Additionally, Figure 2-8(a) makes it clear that increasing the aspect ratio does not have as 

significant of an effect on the optical properties when the base dimension is significantly 

smaller than the critical incident wavelengths where anti-reflective behavior is observed.  

Alumina and PDMS have similar behavior between AR and FOM, but the “most optimal” 

geometric combinations for either material occur in different regions of the contour plots of 

Figure 2-8(b) and Figure 2-10(b). PDMS is the most optimal when xspan > 15 μm, and alumina 

texturing is most optimal when xspan ~ 7.5 – 10 μm. Unlike nickel, which has a distinct 

observed optimality region highlighted in the dark-red region in Figure 2-5(b), the 

saturation of the IR-emissivity for alumina/PDMS makes it difficult to define a the 

boundaries of the optimal geometric region. While we expect that increasing the bounds of 

our optimization process from an xspan/zspan of 15 μm/20 μm respectively to much larger 

values would enable the definition of a distinct optimal combination region akin to the nickel 

results in Figure 2-5(b), the computational time is not deemed to be worth the potential < 

0.1 - 1% increase in emissivity. Additionally, it should be noted that as a consequence of the 

asymptotic behavior between the cooling FOM and AR, the alumina/PDMS optimization 
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process very quickly yields highly optimal geometric solutions. For all the materials 

presented, while we can identify specific combinations of geometry that are most-optimal, 

we observe that local minimums in the cost-function can have significant variation in their 

aspect ratio despite marginal variation in the computed absorption/emission efficiencies. 

The optimality region that develops in the thermal cost function is a result of the overlap 

between material properties, incident wavelength, and geometry. In simulating 

micropyramids made of other materials, we expect this trend to continue and that a 

micropyramid with an aspect ratio from 2 – 4 that has a base dimension near the critical 

wavelength with an appropriate complex refractive index ratio compared to the surrounding 

medium will yield effective anti-reflective behavior.  

The optimized geometries for the heating and cooling cases (nickel and 

alumina/PDMS respectively) have a significant impact on the thermal performance of each 

material. In a typical ambient environment, Nickels best computed geometry (xspan = 0.65 µm 

and zspan = 2.1 µm) has a surface temperature that is 44.2 °C higher than an untextured nickel 

surface. This demonstrates the heating applications of textured nickel, as the textured nickel 

surface absorbs over 98.6% – 982 W/m2 – of the incident solar radiation from λ = 300 nm to 

2500 nm while the untextured surface only absorbs 33.7%. For cooling applications, 

textured alumina emits an average of 170 W/m2 compared to the 106 W/m2 figure of 

untextured alumina (emission from λ = 8 to 14 µm) under typical ambient conditions. This 
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emission difference corresponds to a textured alumina surface temperature that is 9.8 °C 

below the ambient and a surface temperature of 6.1 °C below the ambient for the untextured 

case. Optimized PDMS geometry leads to the emission in the atmospheric transmission 

window of 8 – 14 µm increasing from 160 W/m2 to 172.46 W/m2 at a surface temperature 

of 300 K. While the 7.2% enhancement in textured PDMS’s emission vs flat PDMS is not a 

significant as the geometrically induced absorption enhancement in nickel or emission 

increase in alumina (192.8% and 39.2% respectively) it is significant as it is only 0.007 W 

from the maximum blackbody emission from a surface at 300 K (over 99.99% of the 

theoretical limit). The emission spectra of the flat and textured PDMS relative to the 

blackbody limit is plotted in Figure 2-13.  

a.)  b.)  

Figure 2-13 The emissivity and reflectivity of the flat/optimized PDMS surface. The effect of texture 

is to reduce the minimal amounts of reflection (R < 0.2) in the IR region to values near 0. (b) The 

reduction in reflection and maximization of emissivity results in the thermal emission being nearly 

identical to the ideal blackbody distribution and making PDMS a  

nearly perfect emitter. 
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2.7 Conclusion 

Using a minimization algorithm in conjunction with finite-difference time domain 

simulations, we have demonstrated that we can quickly arrive at micropyramid geometric 

parameters that provide near-ideal solutions for thermal radiation and absorption. It has 

been shown how we can rapidly optimize a two-variable geometric optical pattern to 

selectively reduce spectral reflection in metal, ceramic, and polymer materials. Further, it 

has been shown that uncoated nickel periodic structures can research absorption 

efficiencies exceeding 98%, with the optimized design increasing emission from 337 W/m2 

(untextured) to 982 W/m2. Simultaneously, the optimized nickel micropryamid design 

maintains a thermal emission that is below 20% of the maximum blackbody emission. By 

applying the same algorithmic process and geometry to both polymer and ceramic materials, 

it has been shown how these materials can be designed to be more efficient thermal emitters. 

We have seen geometries that significantly improve the cooling performance of Alumina and 

PDMS surfaces from their untextured values of 106 W/m2 and 160 W/m2 to 170 W/m2 and 

172.4 W/m2 – respectively – when the texture is applied. The enhancement of the thermal 

absorption in nickel and thermal emission in alumina and PDMS are driven by localized 

resonance and field confinement by the surface, and we have specified design guidelines on 

how to maximize these effects for the given materials. This work not only establishes the 

design criteria for micropryamids in thermal design applications, but it also delivers an easy-

to-use algorithm, set of heat-transfer metrics, and adaptable framework that can be applied 

to a wide variety of future simulations and geometries.  
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Chapter 3 – Deep Learning Based Micropyramid Analysis for Thermal 
Radiation Control 
 

3.1 Deep Learning Introduction 

The design  and optimization  of textures to control light – such as micropyramids – 

can be a challenge as simulating across the available design space is a computationally 

demanding process that often requires dedicated numerical simulation software[75]. To 

compound this problem, the vast array of available materials means that for a given set of 

application requirements and constraints there can be a different material that is best suited 

to fulfill those requirements. A powerful approach that has emerged in the field of 

nanophotonics is the use of Deep Learning (DL) and Deep-Neural Networks (DNNs) to fill 

the design space and to circumvent the necessity of large time investments in simulations. 

Inspired by the biology and architecture of the human brain, the DL methodology is capable 

of high levels of non-linear abstraction from datasets[76]. DL and Machine Learning (ML) 

have been used, in a broad setting, to solve complex problems ranging from machine vision 

for self-driving vehicles[77] to automatic speech recognition[78] and spacecraft system 

optimization[79]–[82]. In the field of optics, DL has been used recently to predict and model 

plasmonic behavior[76], [83]–[87], grating structures[53], [88], ceramic metasurfaces[89], 

[90], chiral materials[91], [92], particles and nanosturctures[55], [93], [94], and to do 

inverse design[55], [76], [86], [94]–[97]. Deep-Learning has also been used extensively in 

the field of heat transfer for applications such as predicting thermal conductivity[98], [99] 

and thermal boundary resistance[100], studying transport phenomena[101], optimizing 

integrated circuits[102], modelling boiling heat transfer[103], predicting thermal-optical 

properties[53], [104], [105], and addressing thermal radiation problems[106]–[109].   
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Spectrally selective surface designs are heavily dependent upon material selection. 

The interaction of light with a surface is a process regulated by the complex refractive index 

of the material(s) involved[63], [70], and material selection is fundamental to a 

microstructure’s performance. Different material classes such as metals, ceramics, polymers, 

and dielectrics interact differently with light, and the influence of geometry and 

microstructure can vary significantly even for small changes in the constituent material’s 

complex refractive index. A polymer, for example, has a strong mid-infrared response as a 

function of its complex refractive index, but due to the extinction coefficient of ~0 in the VIS-

NIR, it is optically transparent. To manipulate the optical properties in those wavelengths, 

another material needs to be included in the polymer matrix[20], [110]. To provide a 

comprehensive thermal optimization, it is imperative that the designer can exhaustively 

search across a material catalog to find what material and geometry combination are best 

suited for the thermal design requirements.  

In this chapter, a methodology based on a DNN to predict the optical properties of 

micropyramids across a wide design space of geometries, wavelengths, and, most 

importantly, materials is presented. As opposed to many other previous studies that provide 

a deep learning approach to a structure with a single material[83], [95], a geometry with 

fixed materials[53], [91], [94], or a material input defined by one-hot encoding with a 

random forest[55], the DNN method shown in this chapter is designed to predict the optical 

properties of a vast array of materials and is not constrained by material input. While there 

are many available machine learning methods[55], [87], [105], [111]–[115], the deep neural 

network approach is used due to the method’s input flexibility, scalability, and the ability to 

extrapolate outputs from unseen inputs.  
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The model can predict the transmissivity, reflectivity, and emissivity of 

micropyramids across a diverse library of materials. It emulates finite-difference time-

domain (FDTD) simulation outputs by predicting spectral properties for a combination of 

the plane-wave source wavelength, geometric properties of the texture, and material. 

Further, it differentiates materials by taking discrete material inputs derived from the 

complex refractive index and subsequently builds relationships between the material inputs 

and the geometry and wavelength to predict the transmissivity and reflectivity. From the 

predicted optical data, we make thermal predictions for the texture’s thermal emission and 

absorption performance. For a given material, there is a vast optical property design space 

afforded by a microstructure. By using the network to search across a library of materials, 

the material and geometry combinations that best optimize a set of thermal conditions is 

provided. We can rapidly perform exhaustive searches across a material database and 

geometric design space to find optimum combinations, a process that would be too 

computationally expensive with previous micropyramid optimization approaches. While the 

methodology is applied to micropyramid structures, it has wide applicability for neural 

network designs that can replicate and effectively replace optical simulations for 

metasurface and microstructured surface optimization.  

3.2 Deep Learning Method 

Solutions using the FDTD method, while accurate, are time consuming. Optimizing the 

spectral properties of a microstructure can be a challenge due to the number of simulations 

required. We employ a deep neural network architecture that can estimate the simulation 

outcome to predict optical properties rapidly and accurately. We design a network that can 

predict across the geometric design space of a micropyramid for a given minimum and 
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maximum wavelength (λmin and λmax)and is capable of modeling and predicting the behavior 

of micropyramids constructed of an array of materials. Once the model is trained, the 

prediction phase is nearly instantaneous. Thus, if the model’s predictions are accurate, we 

can perform accurate optimizations in the span of seconds and mitigate the necessity of 

additional computationally expensive simulations.  

3.2.1 Simulations  

Our model is trained, validated, and tested on a dataset constructed of data compiled 

from 35,500 different simulations from Lumerical’s commercially available 2D/3D FDTD 

solver. The simulation framework provides exact solutions for Maxwell’s equations across a 

finite element mesh and we can extract the dispersion and absorption from the results[57], 

[58]. For this work, all simulations are calculated in 2D to minimize simulation time and 

generate large datasets for each material. 2D FDTD simulations deliver accurate results for 

micropyramid geometries, but slightly overestimate the emissivity when compared to a 

more realistic 3D simulation[116]. We chose to simulate our periodic micropyramid 

structures using FDTD instead of a semi-analytical approach such as RCWA[21], [44] due the 

accuracy of the FDTD method as well as the scalability and applicability of  FDTD beyond the 

geometrically simple structures shown in this work. The simulations are based upon the 

geometry shown in Figure 3-1, with key independent geometric parameters: the triangle 

base span (xspan), height (zspan), and substrate thickness (tsub). We utilize periodic boundary 

conditions for our simulations: the structure shown in Figure 1 occupies the entire unit cell. 

Additionally, as micropyramids have been shown to demonstrate omnidirectional optical 

properties[16], [24], [36], [116], we do not vary the source angle of incidence or polarization. 

For this work we assume that Kirchhoff’s law is valid and the emissivity we calculate from 
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the simulations is derived from α = ε = 1 – R – T, where reflectivity (R) and transmissivity (T) 

are calculated from power monitors above and below and domain respectively and where 

absorptivity (α) is synonymous with emissivity (ε). For each material, we generate a 

uniformly distributed random matrix of xspan, zspan, and tsub variables and run the simulation 

with a plane-wave injection source that ranges from λmin to λmax.  The size of the randomly 

generated geometric property matrix corresponds to the number of simulations, with the 

randomness generally ensuring that simulations in a dataset have a unique combination of 

the three geometric variables. While the xspan and zspan coordinates are randomly generated 

with values ranging from 0 – 10 um, the range of tsub and λmin to λmax properties are selected 

based on the material.  

3.2.2 Model Architecture 

We use a deep neural network with fully connected dense layers as shown in Figure 

3-1. Our deep learning approach is built upon the open source keras library in python[117]. 

The architecture of the neural network shown in Figure 3-1 is designed to emulate the 

critical simulation inputs that influence the computed optical properties. In total, our  
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Figure 3-1 Visualization of Deep-Neural Network (DNN) construction and overall process 

flow.  The geometric input parameters used in simulations and input into the DNN are the 

independent parameters xspan, zspan, tsub. We assume periodic boundary conditions for a unit 

cell that contains a single micropyramid with the specified geometric parameters. We divide 

the wavelength spectrum used in simulation into a set of single inputs. Each wavelength 

point has a set of λ-dependent n, k, εreal, and εim. The material properties are used as inputs 

to one multi-layer perceptron (MLP) and the geometric properties/wavelength are grouped 

as inputs for another MLP. The MLPs concatenate and connect to a larger DNN structure. The 

outputs of the DNN are a reflectivity and transmissivity point corresponding to λ. 
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network employs 8 inputs: xspan, zspan, tsub,, λ, n, k, εreal, εim. These inputs follow three 

classifications: geometric parameters, wavelength, and material data. The geometric 

parameters are xspan, zspan, and thickness of the substrate under the surface texture (tsub).  We 

include the substrate thickness to capture the optical property behavior with respect to the 

thickness so that our model can more accurately interpret and predict the behavior of 

transmissive materials. The second input classification is the injection wavelength (λ). The 

wavelength is the fundamental determining factor that links the output and material data 

together. In a FDTD simulation, each frequency/wavelength point we solve at has a 

corresponding set of optical properties (ε, R, T) so to emulate that behavior we utilize a single 

wavelength point as a network input. The solution to Maxwell’s equations is not sequentially 

dependent, meaning that we can separate a large, simulated wavelength spectrum into 

smaller groupings of inputs for the neural network. Previous network designs employed the 

full simulation wavelength spectra and the corresponding wavelength dependent material 

properties, but we found that dividing the full-spectrum simulations into single wavelength 

inputs yields much more accurate results. 

Correspondingly, the FDTD method uses the complex refractive index to differentiate 

between materials. At each wavelength point of the solution, there is a matching refractive 

index value (n) and extinction coefficient (k). The third grouping of the neural network’s 

input parameters – the material properties – enable the DNN to differentiate materials 

similar way to how a FDTD simulation would. To better strengthen the connection between 

material properties and the output, we include two correlated parameters – the real (εreal) 

and imaginary permittivity (εim), shown in Figure 1. Compared to using only normalized n 

and k inputs to differentiate materials, the inclusion of the correlated parameters 
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strengthens the connections between the material input and the output optical properties, 

enabling higher prediction accuracy for materials not included in the training of the model. 

The output of the neural network is    the reflectivity and transmissivity that correspond to 

the wavelength input and material/geometric properties.  This design emulates the output 

of the power monitors used in  the FDTD simulations. Predicting all three optical properties 

is unnecessary as – assuming Kirchhoff’s law is applicable – we calculate the emissivity from 

the other two properties. To further enhance the connection between input and output, we 

utilize two smaller multi-layer perceptron (MLP) architectures that allow the model to build 

connections with the geometry/wavelength and wavelength/material properties 

respectively. The outputs from these MLPs are fed into the larger DNN structure. The 

uncoupled MLP structures are implemented to increase the connections between the inputs 

and to develop separate non-linear relationships between the key independent parameter 

(λ) and the geometric information and the material information. The concatenated output of 

the MLPs is fed as an input to the larger and fully connected sequential DNN structure. In our 

design process, we have found that this methodology has led to increased accuracy in 

extrapolating optical properties for new materials. 
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* Number of Inputs: 7 - (X, Z, AR, tsub, lambda, n, k) 
                                6 - (X, Z, tsub, lambda, n, k) 
                                8 - (X, Z, tsub, lambda, n, k, ereal, eim) 
                                9 - 2 sets of inputs: (X, Z, tsub, lambda) and (lambda, n, k, ereal, eim) 
** Output Type: Emissivity (E), Reflectivity (R), and Transmissivity (T)  

 

The optimized DNN uses 8 fully connected dense layers with 400 neurons per layer, and both 

MLPs are 4 layers of 50 neurons each. Optimization of the hyperparameters is performed 

with the built-in hyperband optimization method[118]. Manual cross-fold validation for 

limited hyperparameter optimization is used to augment this. For training, the loss function 

is defined by the Mean-Squared Error (MSE) and validated/evaluated using a mean-absolute 

error (MAE) score based on equations 1 and 2 respectively, where 𝑌𝑌𝑖𝑖 is the predicted value.  

Gen Inputs* Input 
Neurons 

Architecture Normalization Outputs Type of 
Output** 

Library 
Accuracy 

1 7 304 DNN Linear 200 E, R 0.105 

2  7 304 DNN Linear/Log 200 R, T     0.095 

3 6 6 DNN Linear/Log 2 R, T     0.068 

4 8 8 DNN Linear/Log 2 R, T     0.049 

5 8 8 DNN Lin/Log/Quan
t 

2 R, T     0.032 

6 8 8 2 MLP + 
DNN 

Lin/Log/Quant 2 R, T     0.027 

Table 3-1 Comparison of successive model iterations, comparing the differences in model 

architecture, output type, input type, and ultimately the model’s accuracy in predicting the 

library of materials. The final generation – the one shown in the paper – performs 

exceptionally well, predicting the optical properties of micropyramids constructed from 

materials not included in training with a high degree of accuracy. Changes from generation 

to generation are bolded.  Scores are given as an MAE score (Eq.2)  
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𝑀𝑀𝑀𝑀𝑀𝑀 = 1
𝑛𝑛
∑ �𝑌𝑌𝑖𝑖 −  𝑌𝑌𝚤𝚤��

2𝑛𝑛
𝑖𝑖=2                                     (Eq.1) 

𝑀𝑀𝑀𝑀𝑀𝑀 = ∑ |𝑌𝑌𝑖𝑖−𝑌𝑌𝚤𝚤� |𝑛𝑛
𝑖𝑖=1

𝑛𝑛
                                                (Eq.2)  

Adam is the optimization engine used for the network training. To minimize overfitting, we 

utilize L2 regularization in the training and validation process, in addition to utilizing early 

stopping, checkpoint save, and reduce learning rate on plateau callbacks.  

3.2.3 Datasets and Normalization 

Several normalization methods are employed depending on the input type. X, Z, and λ are 

considered uniform, and a simple linear normalization is applied to each separately using 

Eq. 1. For the refractive index (n) we use a log-linear normalization, using Eq. 4 with α = 0 

and then Eq. 3 to bring the values between 0 and 1.  

𝑥𝑥𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 = 𝑥𝑥−𝑥𝑥𝑚𝑚𝑚𝑚𝑚𝑚
𝑥𝑥𝑚𝑚𝑚𝑚𝑚𝑚−𝑥𝑥𝑚𝑚𝑚𝑚𝑚𝑚

                             (Eq.3) 

𝑥𝑥𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 = log10(𝑥𝑥 + 𝛼𝛼)                           (Eq.4) 

The distribution of k, tsub, εreal, and εim pose a more significant normalization challenge. The 

εreal permittivity value is of particular concern due to the negative values induced by -k2. A 

fundamental problem faced is that optically, the difference between k = 1e-4 and 1e-3 is not 

mathematically large, but the difference does have a large impact on the transmission 

behavior through the substrate. Thus, the data is grouped near 0 but we need to differentiate 

values in a meaningful way to distinguish the physical behavior of each material. Log 

normalization reduces the severity of the weighted inputs but does not solve it. Thus, for 

these variables, we turn to more complex normalizations. For this work, we utilize quantile 

normalization with sklearn’s built in quantile transformer, to generate a uniform 
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distribution of inputs for k, tsub, εreal, and εim. To ensure our values for all materials stay 

between 0 and 1 on all inputs, we normalize all the simulations together.  

Figure 3-2 Distribution of the datasets before normalization. Although tsub is generated randomly, due 

to the large number of metals, the primary distribution is near 1 – 5 um.  
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3.2.4 Model Training and Evaluation 

The DNN is trained using the FDTD generated datasets and allow it to learn and 

predict the non-linear relationships between the input geometry, wavelength, material 

properties, and the output spectra. The simulation data is divided into three separate 

subgroups: training, validation, and testing, which carry a 70/20/10 split respectively. We 

use the training and validation data in the model generation process.  The test dataset – 

unseen during training – is used to evaluate the performance and accuracy of the network in 

interpolating optical properties for new geometric and wavelength combinations. The 

training/test datasets encompass simulations from 14 different materials of widely varying 

complex refractive index, including metals (Ni/Ag/Al/Cr/Fe/Sn)[69], [119], [120], 

Figure 3-3 Datasets after normalization. tsub, k, ereal, and eim are all normalized using quantile 
normalization. To reduce complexity without sacrificing model accuracy, n is normalized using a 
simple log and then linear normalization method.  
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refractory metals (Ta/W)[69], [121], a phase-change material (VO2 

Metallic/Insulating)[122], a polymer (PDMS)[62], a semiconductor (SiC)[123], a ceramic 

(SiO2)[69], and a material with a near zero extinction coefficient across a wide spectrum 

(Diamond)[124]. The network predictions vs the simulation results for the test dataset are 

shown in Figure 3-2(a, b).  The diverse set of materials enables the network to interpret a 

wide range of n and k inputs – including extreme values – during the training process. The 

values of the complex refractive index are plotted in Figure 3-3(c), to highlight the 

differences between the materials in the training/validation/test datasets.   

The test dataset does not contain new material data, but it includes geometric 

combinations that the model has not seen in training. Our model demonstrates an ability to 

predict with an extreme accuracy new geometric/wavelength combinations made of 

materials included in the training process. The error between the prediction and simulation 

values is plotted in Figure 2(a) and broken down by material in Figure 3-3(b). The mean 

absolute error (MAE) for the training and validation sets are 0.0034 and 0.0035 respectively. 

These error values correspond to an MSE error for the training/validation datasets of 1.22e-

4 and 1.34e-4 respectively. The test dataset has an MAE and MSE error of   0.0034 and 1.53e-

4 respectively. While some outlier predictions do exist, as visualized in Figure 3-3(a), the 

error by material in Figure 2(b) validates that our model is interpolating the optical 

properties for “seen” materials with high efficacy. An apparent relationship from Figure 3-

3(b) is that transmissive materials show a larger error in the predicted transmission, and 

metallic materials show an increased error in reflection. This is a manifestation of the role of 

the extinction coefficient, with a high extinction coefficient leading to reflection dominated 

optical properties and low extinction coefficient leading to transmission dominated optical 
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properties. For some materials with a low extinction coefficient (k << 1), geometry has little 

to no influence on the reflection and tsub is the only geometric parameter that determines the 

optical properties. This relationship necessitates that the design of the network correctly 

connects the material properties, wavelength, and geometry, to make accurate predictions 

for any arbitrary material not included in training.   

The small differences in error between the test/evaluation datasets and the 

training/validation training errors verify the network can predict the optical properties for 

inputs within the design limits with a high degree of accuracy. Additionally, the minimal 

difference in error between the test and training/validation datasets allows us to conclude 

with a high degree of certainty that the model is not overfitting during training.  

Figure 3-4 (a) neural network predictions of the optical properties compared to the properties 

obtained from FDTD simulations plotted for the test dataset. (b) By material average mean absolute 

error (MAE) for reflectivity (orange) and transmissivity (blue) separately for the test dataset. No 

error exceeds 0.01, the overall test dataset has an MAE of 0.0034. (c) The extinction coefficient (k) 

vs the refractive index (n) for all of the materials included in the test dataset, highlighting the 

differences between the materials used in the training of the network.  
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3.2.5 Thermal Optimization 

While we can choose to define thermal optimization equation for specific applications such 

as radiative cooling or heating, high temperature cooling, etc., for this work we use a simple 

relation for easy comparison in the unseen material predictions. The cost function used in 

this work neglects solar absorption and focuses only on maximizing thermal emission. We 

define the objective function with the heat transfer balance, 

𝐶𝐶𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 =  
𝑃𝑃𝑚𝑚𝑚𝑚𝑚𝑚,𝑟𝑟𝑟𝑟𝑟𝑟 − 𝑃𝑃𝑟𝑟𝑟𝑟𝑟𝑟 + 𝑃𝑃𝑎𝑎𝑎𝑎𝑎𝑎 + 𝑃𝑃𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡

𝑃𝑃𝑚𝑚𝑚𝑚𝑚𝑚,𝑟𝑟𝑟𝑟𝑟𝑟 + 𝑃𝑃𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠
                                                                     (Eq. 5) 

𝐶𝐶𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐  =
∫ 𝐼𝐼𝐵𝐵𝐵𝐵(𝜆𝜆,𝑇𝑇)𝑑𝑑𝑑𝑑𝜆𝜆𝑚𝑚𝑚𝑚𝑚𝑚
𝜆𝜆𝑚𝑚𝑚𝑚𝑚𝑚

− 𝜀𝜀(𝜆𝜆)(∫ 𝐼𝐼𝐵𝐵𝐵𝐵(𝜆𝜆,𝑇𝑇)𝑑𝑑𝑑𝑑 + ∫ 𝐼𝐼𝐴𝐴𝐴𝐴1.5(𝜆𝜆)𝑑𝑑𝑑𝑑) + 𝑇𝑇(𝜆𝜆)∫ 𝐼𝐼𝐴𝐴𝐴𝐴1.5(𝜆𝜆)𝑑𝑑𝑑𝑑𝜆𝜆𝑚𝑚𝑚𝑚𝑚𝑚
𝜆𝜆𝑚𝑚𝑚𝑚𝑚𝑚

𝜆𝜆𝑚𝑚𝑚𝑚𝑚𝑚
𝜆𝜆𝑚𝑚𝑚𝑚𝑚𝑚

𝜆𝜆𝑚𝑚𝑚𝑚𝑚𝑚
𝜆𝜆𝑚𝑚𝑚𝑚𝑚𝑚

∫ 𝐼𝐼𝐵𝐵𝐵𝐵(𝜆𝜆)𝑑𝑑𝑑𝑑 +𝜆𝜆𝑚𝑚𝑚𝑚𝑚𝑚
𝜆𝜆𝑚𝑚𝑚𝑚𝑚𝑚

∫ 𝐼𝐼𝐴𝐴𝐴𝐴1.5(𝜆𝜆)𝑑𝑑𝑑𝑑𝜆𝜆𝑚𝑚𝑚𝑚𝑚𝑚
𝜆𝜆𝑚𝑚𝑚𝑚𝑚𝑚

     (Eq. 6) 

Where Pmax,rad is the maximum amount of blackbody radiation that can be emitted by the 

surface, Prad is the emitted radiation, Pabs is the amount of absorbed solar radiation, Ptrans is 

the amount of transmitted power through the surface, and Psolar is the amount of power 

available to absorb from the sun. Pabs and Ptrans cannot be larger than Psolar, as defined by the 

integrals in Eq, 4. We do not include the effects of atmospheric emission in the heat balance 

equation to maintain a simple relationship between the maximum emission and achieved 

emission by the surface in the optimization process. The heat transfer equation shown in Eq. 

(5) is a cost-function equation that prioritizes cooling performance when subjected to solar 

radiation. Preferentially, the surface should reflect all incident radiation while maximizing 

thermal emission. As we are only considering a single material system, we include a term 

that accounts for transmitted power. Some materials (such as PDMS or SiO2) are good 

emitters but would allow solar radiation to pass through, leading to deceptive performance 
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unless a term that accounts for transmission is included. In our search process utilizing these 

equations, we are attempting to minimize the cost function.  

3.3 Optical Predictions for Select Materials Unseen in Training 

The network’s input design – with distinct material inputs, wavelength, and 

geometric parameters – enable our network to dynamically predict the optical spectra of 

micropyramids made of materials that are not included in the training process. We first test 

our network’s capacity to predict the optical properties of new materials with two new 

datasets: a metal (Titanium)[69] and a ceramic (Alumina, Al2O3)[125] dataset comprised of 

1500 simulations each. These materials are not used in the training or validation process, 

and they were explicitly chosen as Ti/Al2O3’s complex refractive index values significantly 

differ from the materials used in training. Comparisons of the refractive indices used in 

training to those predict the titanium and alumina datasets are shown in the supplementary 

materials. These datasets were generated with the same methodology as before and each 

simulation has a unique combination of tsub, xspan, and zspan. After making predictions with a 

trained neural network that does not include any Titanium or Alumina data in training, we 

generate a different model that includes 10 randomly selected simulations from the alumina 

and titanium datasets (<1% of the simulations) to compare the prediction accuracy when a 

small amount of data is included in the training process.  

Figure 3-5(a,b) plots the predicted optical properties by FDTD simulation vs the  

neural network predictions. The MAE between prediction and simulation for the alumina 

and titanium datasets are 0.0175 and 0.0131 respectively. Broken down by individual 

output, the MAEReflectivity is (0.026, 0.0063) and MAETranmissivity is (6.01e-5, 0.028) for titanium 
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and alumina respectively. The error in the reflectivity and transmission mirrors the results 

in Figure 3-4(b) – metallic materials have reflection driven optical properties with geometry 

and show a very low error in transmission. Conversely, the relationship between the 

substrate thickness and extinction coefficient of alumina leads to non-zero transmission, 

with geometry playing a reduced role in determining the reflection and transmission 

properties. In Figure 3-5(c,d) we compare the absolute difference between the neural 

network and FDTD predicted emissivity for the alumina and titanium datasets. Across both 

the geometric and wavelength space, we observe a high degree of accuracy in the neural 

network predictions. The exception to this is a significant deviation in the titanium dataset 

(Figure 3(d)) that occurs in a region with high material/geometry specific resonance. 

Similarly, the network minorly underpredicts the role of transmission in Al2O3, leading to the 

observed prediction differences. Despite these differences, the model is clearly able to 

differentiate material in a meaningful way and extrapolate accurately beyond the dataset 

used in training.  

To improve the prediction accuracy, we examine what occurs when we include a 

seemingly trivial amount of simulation data from the “unseen” materials in the training 

process. We select 10 simulations at random from the Ti and Al2O3 datasets (<1%) and 

include them in the training/validation/test datasets. Figure 3(a,b) and Figure 3(e,f) 

underscore that the small inclusion of data has a large impact on the prediction accuracy. 

The overall MAE score becomes (0.0073, 0.0049) while MAEReflectivity improves to (0.014, 

0.004) and MAETranmissivity improves to (7.69e-5, 0.0058) for titanium and alumina when 10 

simulations of each are included in the training dataset. These error values are close to those 

shown in Figure 2(b) for the materials in the test dataset, indicating that only a small amount 



 
 

62 
 

of simulation data is required to calibrate the model for a new material. Figure 3-5(e,f) 

demonstrates that even this small amount of data – while not enough to completely remove 

error – effectively reduces prediction error throughout, even in the highly erroneous 

resonant region of Ti. While the prediction error from completely unseen data is excellent, 

including a small number of simulations align the accuracy of the “unseen” materials with 

the accuracy of the much larger datasets included in training. 
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Figure 3-5 Neural-network predictions for two materials (Ti/Al2O3) that are not used in the in the 

training process. (a, b) The predicted optical properties vs. the FDTD computed properties, with 

and without 10 simulations included in training for alumina and titanium. Surface plot of the 

absolute error between prediction and simulation with no simulations included (c, d) and with 

simulations included in training. The wavelength is on the x-axis and the geometric information is 

visualized with the aspect ratio on the y-axis. Including 10 simulations (1% of the dataset) 

dramatically reduces the error in the alumina to a near zero value across all wavelengths and aspect 

ratios. For Ti, the resonance driven peaks in the low-aspect ratio structures are reduced and the 

error in all other sections becomes approximately zero.   
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3.4 Optical Predictions for a Library of materials Unseen in Training 

To further demonstrate the capability of our model to provide accurate optical predictions 

for microstructures made of materials outside of the scope of the model’s training, we 

compare the network’s predictions to simulation results for 23 additional materials that 

were not seen in the training process. As many of these materials require much more time 

to simulate each geometric combination, we only perform 100 simulations for each material, 

for a total of 2300 additional simulations. The materials included in this library range 

Figure 3-6 MAE for the transmission and reflection predictions compared to FDTD simulations 

for the 23 unseen library materials. (a) Plotted error when the materials are completely “unseen” 

and (b) after 5 simulations for each material are included in the training/testing/validation process. 

The log and then linearly normalized average extinction coefficient is shown in the z-axis, pointing 

to the role of the material in predicting where the error will occur. The error’s (x,y) distance from 

an MAE error of zero is shown with the color bar. Including 5 simulations systematically reduces 

the prediction error for the rest of the dataset, indicating that very little data is needed to calibrate 

the model for new materials and lead to accurate predictions. 
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dramatically in material properties, with the complete material list and compilation of 

prediction accuracy shown in Table 3-2.  

 

 MAE Reflection MAE Transmission Error Difference 
Material No Simulations 5 Simulations No Simulations 5 Simulations ΔR ΔT 
Au[126] 0.0637 0.0456 2.63E-05 3.88E-05 -0.018 1.25E-05 
B4C[127] 0.0394 0.0098 0.0542 0.0091 -0.030 -0.045 
BaF2[128] 0.0040 0.0009 0.0907 0.0053 -0.003 -0.085 
Be[129] 0.0086 0.0067 5.01E-06 3.72E-06 -0.002 -1.29E-06 
C[130] 0.0972 0.0124 3.11E-04 3.12E-05 -0.085 -2.80E-04 
Cu[69] 0.0709 0.0880 1.07E-02 1.80E-05 0.017 -0.011 
GaAs[69] 0.0249 0.0106 0.0927 0.0186 -0.014 -0.074 
Ge[69] 0.0869 0.0216 0.0964 0.0094 -0.065 -0.087 
In[131] 0.0312 0.0223 6.95E-06 4.30E-06 -0.009 -2.65E-06 
InAs[132] 0.0036 0.0030 0.0849 0.0121 -0.001 -0.073 
InP[132] 0.0098 0.0053 0.0722 0.0126 -0.005 -0.060 
Li[133] 0.0570 0.0297 8.23E-04 8.21E-04 -0.027 -2.04E-06 
Mg[134] 0.0434 0.0295 5.84E-06 4.14E-06 -0.014 -1.69E-06 
Mo[121] 0.0316 0.0296 7.39E-06 5.04E-06 -0.002 -2.35E-06 
Nb[135] 0.0156 0.0154 4.55E-06 3.13E-06 0.000 -1.42E-06 
Os[136] 0.0282 0.0291 1.21E-04 1.20E-04 0.001 -1.70E-06 
Pd[129] 0.0168 0.0109 1.48E-05 1.02E-05 -0.006 -4.56E-06 
Pt[69] 0.0096 0.0086 5.49E-06 4.32E-06 -0.001 -1.17E-06 
Rh[69] 0.0106 0.0125 8.07E-06 6.89E-06 0.002 -1.18E-06 
Si3N4[125] 0.0021 0.0021 0.0321 0.0046 0.000 -0.028 
TiO2 0.0006 0.0016 0.2003 0.0359 0.001 -0.164 
Zn[128] 0.0554 0.0203 1.77E-05 1.34E-05 -0.035 -4.31E-06 
Zr[128] 0.0141 0.0122 3.21E-05 2.17E-05 -0.002 -1.04E-05 

 

Table 3-2 MAE Errors in the reflection and transmission without no simulations included in 

the training data and 5 simulations included in training. The relative error for each material 

is shown, with nearly all materials showing a significant decrease in error as a result of the 

small amount of data being included.  
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The error between the predicted optical properties and simulated optical properties 

for the unseen material library is plotted in Figure 4(a), with the errors shown in more detail 

in Table 1. The only material with an MAE > 0.1 is TiO2, with a transmission prediction error 

of 0.2003. Low extinction coefficient materials generally exhibit more error in transmission 

and high extinction coefficient materials exhibit a larger error in reflection. The results 

indicate that while the neural network does not perfectly replicate the physics of the FDTD 

simulations, it is nevertheless accurate in making predictions for materials that vary 

significantly from those used in training– the overall mean average error across all 23 

materials is 0.0279.  

We can improve this accuracy and calibrate the model by including a small number 

of simulations in the training/validation/test datasets. Here, we choose 5 random 

simulations from each of the 100 to include in the training/validation/test datasets. After 

training the model on this data, we show the improvement to the predictions in Figure 4(b). 

Despite using only 5% of the simulations contained in these materials’ datasets, the small 

calibration data has removed much of the error on every material. The combined MAE score 

after 5 simulations are included in the training process is 0.0118. The increase in accuracy 

provides further validation that our model has connected the inputs to the outputs via the 

simulation physics well enough that it only requires a small amount of calibration data to 

produce extremely accurate results across the rest of a material’s latent design space.  

3.5 Material Selection Algorithm and Thermal Optimization 

The strength of the neural network architecture is applied to make large-scale optical 

predictions for a library of materials.  The resulting optical predictions from the neural 
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network are used to perform thermal optimization and search for the material and geometry 

that best optimize the selected thermal conditions. In total, 41 materials are passed into the 

trained neural network. The materials cross a wide spectrum and include all the materials 

that were included in training, titanium/alumina, and the 23 other materials that are unseen 

by the network during training.  

To fully demonstrate the speed of the network and how comprehensive it can be in 

searching the latent design space, a grid of coordinates (xspan, zspan) is generated that 

spans from 0 to 10 um across both axes in increments of 0.1 um, for a total of 10,000 

geometric coordinate pairs for each material. Over all 41 materials, this correlates to a total 

input of outputs of 410,000 optical simulations. For each of these simulations, there are 100 

wavelength points, for a total of 41 million sets of inputs to the network. The network 

requires approximately 25 – 40 seconds to predict the optical properties across all 1,000,000 

synthetic simulation input sets for each material. In total, the network requires 15 – 20 

minutes to make predictions for all 41 materials. Each individual DNN approximated 

simulation requires anywhere from 30 - 40 microseconds on our computer. The output 

encompasses a total of 82 million datapoints for all 41 materials. The remarkable speed of 

prediction punctuates our desire to use a neural network to mostly supplant FDTD 

simulations, as the trained network can comprehensively predict a library of materials’ 

optical spectrums in minutes.  
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Figure 3-7  Material search algorithm identifying the most optimal microstructures for 

cooling at surface temperatures of 300, 500, and 1000 K based on the figure of merit defined 

by Eq. 5 - 6. Due to the role of transmission in Eq. 5, the most optimum microstructure for 

cooling at room temperature is Au (FOM = 0.772) as typical cooling materials such as PDMS 

and SiO2 transmit thermal radiation in the visible wavelengths, negating cooling for a surface 

below. At 500 K, we identify SiO2 micropyramids as being most optimal (FOM = 0.852). At 

1000 K, the algorithm identifies VO2 as best performing micropyramid structure (FOM = 

0.982) among all 41 materials that were predicted by the network.  All materials are 

predicted assuming a minimum wavelength of 0.3 and maximum wavelength of 16 um to 

capture both thermal emission and solar absorption optical properties. 
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Temperature Material FOM Xspan (μm) Zspan (μm) 

300 Au 0.772 7.141 0.304 

500 SiO2 0.852 1.415 5.555 

1000 VO2 0.982 0.203 9.293 

Table 3-3 Identified optimal material(s) and geometries that maximize the cooling figure of 

merit equation Eq.5.  

The DNN spectral predictions are then used to perform a material search process to 

identify what materials and geometries best optimize a set of imposed thermal optimization 

equations.  The selection of the thermal optimization equation is application specific. For the 

sake of demonstration, the optimization is for high-temperature cooling. The thermal 

optimization equations are processed for each wavelength dependent spectral property 

matrix to generate a figure of merit (FOM), a task that requires a significantly larger amount 

of computational time than the neural network’s optical predictions. Figure 3-7 shows the 

materials and Table 3-3 shows the geometries identified by the search process that best 

optimizes the cooling thermal balance defined by Eq. 2-3 at three different surface 

temperatures: 300, 500, and 1000 K. The definition of Eqn. 5 leads to Au being the most 

optimal material for a single material cooling microstructure at 300 K, a result that hinges 

upon the role of transmission in the equation. Despite being a transmissive material, SiO2 is 

identified by the search algorithm as the most optimal material at 500 K. This as a result of a 

balance of the transmission of solar radiation with the large thermal emission at that 

temperature. It should be noted that the material data inputs into the network were not 

changed to account for temperature variation. The design of the network material inputs 
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allows the user to adapt the material data for different temperatures if a significant 

difference in the material properties is expected.  

The ability to generate hundreds of thousands of simulations synthetically in seconds 

also means we can perform comprehensive optimizations that would not be possible 

previously. We can set constraints on the data generated and then subsequently search the 

entire set of generated optical properties within the confines of the set constraints. An 

example of previously unrealistic optimization that is now possible via our neural network 

Figure 3-8 Thermal prediction plots generated using the heating figure of merit shown in Figure 8 

for titanium and discussed in the methods section. The predictions are done using the 10,000 

synthetic simulation reflectivity/transmissivity predictions done by the neural network. This 

process identifies titanium has having the best radiative heating performance across all materials 

when the aspect ratio of the structure is constrained to < 0.85, with a value of 0.934. This is 

compared to Os/Ni which are identified as two of the best heating materials when aspect ratio is 

not constrained, at 0.975/0.972 respectively. When their aspect ratios constrained to a value less 

than 0.85, they demonstrate a substantially lower maximum figure of merit. 
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is in the identification of optimal geometries that fall under a particular aspect ratio. The 

scalable methodology used to fabricate the base silicon molds has a process limited aspect 

ratio of ~ 0.8, so being able to identify not only what geometry but also what material leads 

to the best thermal result across all the materials simulated and within that constraint would 

not have been possible previously. In Figure 3-9, we demonstrate the identification of the 

best constrained geometries based on the heating figure of merit shown in Chapter 2.  

This process enables us to provide thermal optimizations for a wide array of solutions 

to complex thermal problems. An often-studied application of micropyramids is for high-

Figure 3-9 Identifying the micropyramid material that best optimizes the heating figure of 

merit (Eq. 4)  at a surface temperature of 300 K. The predictions made by the neural network 

for the geometric grid (10,000 simulations per material) were used as the basis of the 

wavelength dependent emissivity in Eq. 5. (a) Our network emulated optical data projects that 

Osmium micropyramids would be the most optimal material for radiative heating. (b) Nickel, 

a common engineering material that is often used for micropyramids in previous work, is 

projected to perform nearly as well as Osmium. 
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temperature heating or radiative heating applications. Nickel – a highly mechanically and 

optically versatile metal – is a key area of research focus. Using the neural network, we can 

generate optical solutions for many metals and compare them to one another for a radiative 

heating application, in particular to see how nickel performs compared to other metals. We 

find that nickel – among the materials that we have selected to study – is a top-performing 

metal, suggesting that it is likely one of the best suited metals for radiative heating 

applications. The neural network assessment validates the earlier evaluation of Nickel as a 

prime candidate for radiative heating in Chapter 2.  

3.6 Discussion 

In contrast to FDTD simulations, which can take anywhere from minutes to hours to run, 

each DNN prediction takes approximately 30—40 µs/input to predict the spectra of a 

geometry/material/wavelength combination. Comparatively, we estimate simulating the 

same 10,000 parametric grid of geometries would require on average 1 – 3 months for the 

solutions to compute in FDTD via our simulation computers for each material. Accordingly, 

the neural network approach is approximated to be 6 - 8 orders of magnitude faster than 

traditional simulation methodologies. This estimation changes based on the available 

computational resources, but a tremendous benefit to a neural network driven approach is 

that an already trained model requires a miniscule quantity of resources to operate and 

make predictions. Our methodology is also scalable beyond the 2D micropyramid 

simulations we used in this work. We utilized 2D simulations such that we could more 

rapidly generate large training datasets, but our approach can be easily applied to replace or 

significantly reduce the reliance on simulations of more complex geometries or designs of 

other microstructures to increase throughput by orders of magnitude.  
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While our approach cannot completely replace simulations, we dramatically reduce 

the necessity of computationally expensive optical simulations.  The use of material 

information and wavelength enables the model to build connections between the inputs and 

the physics, providing accurate predictions for a wide variety of materials that are highly 

dissimilar from those used in training the model. The model we show can be used to make 

generally accurate predictions for a material, with an overall MAE of 0.0279 for the library 

of completely unseen materials. Despite this accuracy, we can make more confident 

predictions by including a small amount of calibration data from simulations to tune the 

model to new physics, resonant behavior, etc., that may be present in the new material as a 

function of material properties or geometry. Including merely 5 simulations in training (500 

datapoints) reduces our error on the remainder of the dataset to 0.0118. This indicates that 

our model is not merely interpolating existing material/geometry results and is making 

reliable predictions for materials that vary dramatically from those used to train the 

network.  

The speed of the network combined with the ability to predict materials unused in 

training facilitates explorations of the design space in ways that would be impossible with 

traditional simulations. Figure 5 shows several specific instances of material and or 

geometry combinations that suit several generalized thermal balance equations, but there 

are near limitless combinations of temperature and environmental conditions. Our 

methodology allows for us to define a set of thermal conditions and search hundreds of 

thousands of material/geometry combinations in seconds to determine which combination 

yields the best result.  
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The network can perform thermal optimization in minutes – a task that would take 

years to generate a similarly sized dataset to search through using FDTD.  The capability to 

explore the comprehensive material and geometric latent space of our problem empowers 

us to solve complex problems both rapidly and comprehensively. An example of this is using 

the network to identify optimal fabrication designs within particular constraints: for 

example, if the aspect ratio needs to be limited, we can identify in seconds both the material 

and geometric combination that provide the best expected results under the constraints. The 

network can also be utilized to quantify expected fabrication and experimental uncertainty 

by exploring the effects of nanoscale changes in the geometric parameters on the optical 

properties.  

Ultimately, a fundamental problem facing surrogate models is the diminishing 

returns:  to provide accurate results, more data is required, to the point where the design 

space has been thoroughly explored to generate the neural network model. The test dataset 

exemplifies this. While we can still explore minutia and small variations in geometry, a large 

amount of computational time was invested in generating the combined training dataset, to 

the point where the necessity of the neural network is diminished for these materials. Where 

our network is different from others that merely interpolate geometric or existing results is 

in the prediction of materials that have drastically different relationships between the 

incident wavelength, material properties, and geometry. We desire a network that can 

accurately extrapolate optical properties from any input material, without needing distinct 

and/or limiting classification methods or a large amount of new data.  A particular challenge 

in developing the model to this end was overcoming errors in the prediction of transmissive 

materials. Whereas the reflection is primarily a material/geometry dependent phenomenon, 
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transmission depends on more parameters. The inclusion of separate MLP’s, the permittivity 

inputs, and different normalization methods were all designed to improve the prediction 

accuracy of the model for both reflective and transmissive materials, ultimately improving 

the model’s connection to the relevant physics.  

The ability of the model to take different material inputs and predict outside of its 

original training scope – not bound to classification – unlocks many possibilities. This 

includes predicting optical changes at different temperatures, enabling much more complex 

temperature dependent optimizations. While we do not demonstrate a reversible network 

in this work, the network shown could also serve as a basis for a reverse-network structure. 

Multiple problems – such as multiple material solutions for the same desired optical output 

– will need to be overcome to implement a successful reverse network capable of predicting 

across a wide array of materials. These insights will inform the next generation of models 

that move to more complex microstructures with more material, geometric, and thermal 

parameters.  

3.7 Conclusion 

We have demonstrated a Deep-Neural Network that can emulate finite difference time 

domain simulation outputs that can be used for the rapid thermal and optical optimization 

of microstructured surfaces. The network can make accurate predictions for micropyramids 

across a wide array of materials and can accurately extrapolate optical properties from input 

data that is outside of the scope of training. Further, the network design allows us to 

accommodate and train on any number of materials and allows us to make predictions for 

the optical properties of micropyramids made of materials the model has not been trained 
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on. We have demonstrated how our model can be used as the basis for a material search 

algorithm that can identify materials and geometries that best optimize a thermal 

environment and set of constraints. The neural network driven predictions occur at a rate 6 

- 8 orders of magnitude faster than the simulations that were used to train the model.  The 

network predicts the optical spectra of over 1 million simulations per minute regardless of 

material choice, generating output datasets in seconds that would take years to simulate in 

FDTD. The material search process demonstrated in this work can identify the optimal 

material/geometry combination across a vast latent space nearly instantaneously. 

Furthermore, the methodology can be easily translated to other geometries beyond 

micropyramids, enabling DL based models that can significantly reduce the need for 

computationally expensive simulations for a variety of microstructure surface textures. Our 

methodology effectively replaces FDTD simulations for micropyramids, decreases the time 

required to optimize surface conditions, and allows for more complex and comprehensive 

studies to explore the latent space of the problem.  
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Chapter 4 – Image Based Deep Learning Surrogate Method 

4.1 Introduction 

The design  and optimization  of textures to control light – such as micropyramids – 

can be a challenge as simulating across the available design space is a computationally 

demanding process that often requires dedicated numerical simulation software[75]. To 

compound this problem, the vast array of available materials means that for a given set of 

application requirements and constraints there can be a different material that is best suited 

to fulfill those requirements. A powerful approach that has emerged in the field of 

nanophotonics is the use of Deep Learning (DL) and Deep-Neural Networks (DNNs) to fill 

the design space and to circumvent the necessity of large time investments in simulations. 

Inspired by the biology and architecture of the human brain, the DL methodology is capable 

of high levels of non-linear abstraction from datasets[76]. DL and Machine Learning (ML) 

have been used, in a broad setting, to solve complex problems ranging from machine vision 

for self-driving vehicles[77] to automatic speech recognition[78] and spacecraft system 

optimization[79]–[82]. In the field of optics, DL has been used recently to predict and model 

plasmonic behavior[76], [83]–[87], grating structures[53], [88], ceramic metasurfaces[89], 

[90], chiral materials[91], [92], particles and nanosturctures[55], [93], [94], and to do 

inverse design[55], [76], [86], [94]–[97]. Deep-Learning has also been used extensively in 

the field of heat transfer for applications such as predicting thermal conductivity[98], [99] 

and thermal boundary resistance[100], studying transport phenomena[101], optimizing 

integrated circuits[102], modelling boiling heat transfer[103], predicting thermal-optical 

properties[53], [104], [105], and addressing thermal radiation problems[106]–[109].   
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Image-based deep learning methods have been shown to be particularly effective in 

generating robust networks that are capable of both high levels of extrapolation and in 

material and topology optimization. While often used for classification[137], [138], images 

processed using convolutional layers are highly effective in making predictions for both 

classification and regression problems[111]. For optical applications, convolutional 

networks have been shown to be effective in predicting properties of fabricated 

samples[139]–[141], for plasmonic structures[87], [95], metamaterials[89], [142], [143], 

and when combined with a generalized adversarial network (GAN)[144], [145]. 

Convolutional networks are designed to learn and develop patterns from large tensors of 

information (images) and to develop non-linear relationships within the image data that 

enable high levels of accuracy and dataset extrapolation.  

In this chapter a methodology based on a convolutional deep neural network to 

predict the optical properties of micropyramids across a wide design space of geometries, 

wavelengths, and materials is shown. As opposed to many other studies that provide a deep 

learning approach to a structure with a single material[83], [95], a geometry with fixed 

materials[53], [91], [94], or a material input defined by one-hot encoding with a random 

forest[55], the CDNN shown in this chapter is designed to directly emulate the simulation 

process by taking in finite-element like mesh images that contain geometric and material 

information. This method is combined with the previously developed network shown in 

Chapter 3 and results in a significant improvement in accuracy when extrapolating the 

optical properties for new materials. The model shown is a direct improvement upon our 

previous work[146], with a significantly higher prediction accuracy for microstructures 

made of materials not included in the training process. These models are not bound by 
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material classification, and while we apply the methodology to improve our prediction 

accuracy for micropyramids, the method we show has vast potential applications to complex 

metasurfaces, higher order geometries, and systems with multiple materials. Ultimately, the 

method shown here could be developed into a method that could potentially completely 

replace FDTD simulations for periodic microstructures and enable complex inverse network 

designs.  

4.2 Convolutional Deep Neural Network Design  

 

Figure 4-1 (a) Discretization process of inputs into an image. Each pixel contains 3 values 

(corresponding to the RGB channels, the refractive index (n), extinction coefficient (k) and 

wavelength (λ). The background (shown in blue) will always contain an invariant value for 

the n and k values (1 and 0 respectively), while the pyramid structure is defined by the 

material information for a given wavelength. (b) The network takes in this image, and 

processes using multiple groups of Convolution, ReLu, and max pooling layers. The CNN 

output is combined with the DNN model and processed through a final DNN before 

outputting the λ value dependent reflectivity and transmissivity 
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We further enhance the neural network design philosophy shown in Chapter 3 by 

more directly mimicking the FDTD optical solver by making a network that analyzes a 

pseudo-mesh. In FDTD, the optical solution for a given combination of material and geometry 

is derived from solving Maxwell’s equations across a discretized mesh[147]. The only way 

the FDTD model can differentiate between two distinct materials (e.g., air and the pyramid) 

is by assigning the λ-dependent material properties to each cell across the mesh. Here, we 

approximate that process by generating an image that utilizes the spectrally dependent 

material in conjunction with the geometric information.  

From a mathematical perspective, an image is nothing more than a tensor. Thus, we 

can effectively use an image to convey multi-dimensional information that relates material 

properties and spatial orientation. As shown in Figure 1, we take a three-dimensional matrix 

of material information and translate it to a standard 3-channel RGB image, with each pixel 

containing a vector of material data. While the convolutional process is compatible with 

higher or lower order tensors, for ease of use and to simplify data storage/the image 

generator, we utilize a standard 3-channel color image. The vector used to generate each 

image is the same 8-input vector described in the Chapter 3, which contains the simulation 

wavelength (λ), pyramid geometry (xspan, zspan, tsub), and material properties of the 

microstructure (n, k, εreal, εim). As the image contains information beyond the pyramid, two 

additional static background material properties (nbkg = 1 and kbkg = 0) are required to fully 

define the space. As the maximum Xspan and Zspan in the simulations are fixed to a 

maximum of 10 μm, each image is set to be an effective 10 x 10 μm – with the vertical and 

horizontal pixel resolution defining the “cell” length. To minimize memory consumption, we 

employ a 256 x 256-pixel configuration. This effectively means that each pixel represents ~ 
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40 nm, indicating that the minimum feature size we can effectively depict is ~ 40 nm. 

Therefore, we eliminate any simulations with a pyramid base size or height less than 40 nm. 

As visualized in Figure 2, we build pyramids symmetrically about the center of the image, 

filling in the remainder of the space symmetrically until the combined pyramid base span is 

10 um. As an example, a pyramid with a base span of 10 um will perfectly fill the bottom 

horizontal axis of the image. A pyramid with a base span of 1 um will be replicated a total of 

10 times in the image. This can be thought of as equivalent to the mesh resolution in an FDTD 

simulation, with a larger image conveying more spatially dependent information and 

allowing more accurate simulations and more complex structures. For the sake of 

minimizing memory consumption and training time, we choose to utilize a 256 x 256 image 

(~ 40 nm per pixel), but the selected size is only functionally bounded by minimizing 

computational time.  

Two set of inputs CDNN architecture evaluates two inputs: the generated image and 

the 8-input vector of geometric, material, and wavelength information. The image 

component is interpreted by a convolutional neural network. The convolutional neural 

network is comprised of multiple “units” – each “unit” contains a convolutional layer with a 

ReLU activation function (defined by Eq.1) followed by a max-pooling layer.   

 

𝑓𝑓(𝑥𝑥) =  �0    𝑓𝑓𝑓𝑓𝑓𝑓 𝑥𝑥 < 0  
𝑥𝑥    𝑓𝑓𝑓𝑓𝑓𝑓 𝑥𝑥 ≥ 0                                                                                                          (Eq.1) 

 

After 5 convolutional units with an increasing filter configuration (64, 128, 256, 256, 512), 

we apply a 0.25 dropout layer followed by a flatten layer, a dense layer, a larger 0.5 dropout, 

and finally a dense layer. The second component, the 8-input vector is used as an input to a 
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deep neural network. This input vector contains details that either cannot be in the image – 

such as the thickness and excluded material properties – or information present in the image 

such as the material information and geometry to reinforce the model’s interpretation and 

prediction performance. The output of this DNN is concatenated with the output of the CNN, 

and then passed through a final set of dense hidden layers. While we could directly link the 

concatenation to the output, we found that combining the concatenation of the DNN and CNN 

with another set of dense fully connected layers significantly improved prediction 

performance. The model’s output is the same as the previously demonstrated DNN’s output 

in Chapter 3 – the reflection and transmission value that correspond to the input simulation 

wavelength.  

Architecturally, the CDNN network combines a similar DNN structure with a CNN 

model. The first DNN structure takes in the same input vector as previously discussed 

network but uses a smaller set of layers and neurons (5 hidden layers, 300 neurons). The 

CNN uses 6 groups of convolution – ReLU – max pooling. The filter configuration for the 

convolutional layers is 64, 128, 256, 256, 512, 512. The final convolutional layer is followed 

by a max pooling, dropout (0.25), flatten, dense, dropout (0.5), and then a final dense layer. 

The output is concatenated with the DNN structure and fed into another DNN, which is 7 

fully connected dense layers with 1024 neurons each. We utilize a custom image generator 

process to handle the import of images and their associated deep neural network properties 

into the model. We combine 35,500 FDTD simulations for micropyramids made of 14 

different materials to form our training, validation, and test dataset. We follow a 70/20/10 

percentage split respectively. The test dataset is used to evaluate the performance and 

overfitting of the model and it is not seen by the network in the training process; this dataset 
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includes only materials that were seen by the model in training and validation. We shuffle 

the complete dataset every time the model is run or generated such that the training, 

validation, and test datasets are never identical from iteration to iteration. An additional 

1500/1000 simulations of Ti and Al2O3 micropyramids respectively and 25 materials with 

100 simulations each (5000 simulations total) are used to evaluate the performance of the 

network in predicting materials not included in the training/validation process. All 

simulations are normalized using the quantile method to ensure dataset uniformity and, 

more importantly, limit the network’s loss of understanding for parameters with near 0 

values where the output difference for an input of 1e-2 and 1e-3 or 1e-4 can be significant.  

4.3 Model Prediction Results 

The CDNN surrogate method is more effective at accurately extrapolating optical 

properties for new materials when compared to the DNN only surrogate method. When only 

20% of the available simulation data (~ 710,000 images) is used in the 

training/validation/testing process, we can match or exceed the performance of the DNN. 

The precise performance is dependent upon the selection of the material properties used in 

the three available pixel matrix dimensions. While the selection of the first two-pixel 

dimensions (the complex refractive index) is straightforward, the third quantity was a point 

of study. In table 1, we show the performance of the CDNN architecture in predicting the Ti, 

Al2O3, and material library datasets when different quantities are used in the third matrix 

dimension. Based on these results, we observe that the wavelength is the most effective 

parameter to use in the third dimension. This provides additional confirmation that the 

wavelength is an extremely important parameter in enabling the model to build proper 

connections between the input and output. This is despite each image there will be no 
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variation across the matrix for the wavelength value, effectively making the third channel to 

always be 1 of 100 possible values. The model evaluations shown in Table 1 are performed 

using the complete unseen datasets, we apply the 20% limitation only to the model’s training 

data. While the deep neural network shown in Chapter 3 outperforms the limited CDNN, the 

performance is comparable despite the CDNN using only 20% of the available data. It is likely 

that increasing the dimension of the input tensor of the “image” would also increase the 

accuracy, but it would also serve to further complicate the process, increase computational 

demands, and decrease user intuition. In Figure 2, we compare the accuracy of the DNN and 

CDNN in predicting the test dataset for both the reflectivity and transmissivity. While we 

only use 20% of the dataset to train and validate the CNN model, we randomly select 10% of 

the entire simulation data pool to generate the test dataset in both cases. Despite the 

significant difference in available training data, the two methods do not show a significant 

discrepancy in the observed training and validation errors.  

 

 

Method (% Data) Channels Train Validation Ti Al2O3 Librar

y 

DNN (100%) N/A 0.0032 0.0033 0.0175 0.0141 0.0279 

CDNN (20%) n, k, 0 0.0031 0.0036 0.0171 0.0225 0.0373 

CDNN (20%) n, k, εim 0.0019 0.0032 0.0266 0.0176 0.0378 

CDNN (20%) n, k, εreal 0.0029 0.0031 0.0233 0.0184 0.0346 

CDNN (20%) n, k, λ 0.0025 0.0031 0.0185 0.0163 0.0314 
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Table 4-1 Comparison of training, validation, and unseen material dataset performance for 

the DNN and CDNN methods. To greatly speed up the training/validation time, we only use 

20% of the available data to train the CDNN (~ 710,000 images of 3.55 million) 

 

When we enable the model to see the full simulation dataset in training that the DNN 

does (3.55 input vectors, or 3.55 million images taken from 35,500 simulations), the CDNN 

method significantly outperforms the DNN method. The Ti, Al2O3, and library datasets have 

an evaluated MAE of 0.0155, 0.0113, and 0.0226 respectively. When we calibrate the model 

with 5 – 10 simulations as previously demonstrated in the DNN, this decreases to 0.0067, 

0.0043, and 0.0098 respectively. In Figure 3, we compare the library predicted values for the 

Figure 4-2 Comparison of the test dataset results for the (a) deep neural network 

standalone network and (b) convolutional deep neural network. The results are virtually 

indistinguishable, with an exceptionally high prediction accuracy in both cases. All 

materials in the test dataset simulations are seen by the neural network in training 
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calibrated DNN to the calibrated CDNN that is trained on the entire 35,500 simulation 

dataset. While the two models have the same data available to them, the CDNN shows 

significantly improved performance in extrapolating the optical properties of materials that 

are outside of the scope of the training data. 

 

Figure 4-3 Visualization of error between the calibrated DNN shown in Chapter 3 and the 

CDNN method for the unseen library of 23 materials. While some materials significantly 

improve (such as Au and Cu), the change in some other materials is virtually 

indistinguishable 

 

4.4 Discussion and Comparison to DNN  

Perhaps the most significant advantage of a surrogate method using deep learning is 

the significant decrease in prediction time for an input compared to the method it is 

replacing. For the deep neural network surrogate, we demonstrated previously, we 

estimated that the predictions could occur from 6 to 8 orders of magnitude faster than using 

traditional FDTD simulations. While the CDNN method we demonstrate here is more 
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accurate than the DNN, due to the relative increase in parameters, memory scale, and type 

of input the training time and prediction time for the CDNN is significantly longer than the 

DNN. The significant training time necessitated network architecture tuning, 

hyperparameter tuning, and network design to occur with 5-20% of the available simulation 

data and limited our ability to train networks with 100% of the available data as we had with 

the DNN shown in Chapter 3. With our available computational resources, training the CDNN 

on the complete dataset could take 500 – 900 hours, compared to no more than 30 – 50 hours 

to train the DNN. Training time can often be an investment, however, and should not 

necessarily be considered a strong limitation as once the model is completed, it does not 

require such significant amounts of time to run. Therefore, what may often matter more is 

the prediction speed of the network. Here, the DNN is still superior. The DNN can predict a 

full simulation in approximately ~ 200 us, compared to ~ 20 milliseconds per simulation for 

the CDNN. Thus, we estimate that the CDNN is 4 – 6 orders of magnitude faster than a FDTD 

simulation. While still incredibly fast comparatively, the speed difference is readily apparent 

when predicting large grids of simulation information. This significantly impacts the time 

required to perform optimization or generate training data for an inverse network (Ch. 5). 

Despite the significant accuracy increases of the CDNN to the DNN, the accuracy of the 

calibrated DNN is still very high, and in most cases, it is likely that the time required for usage 

is not worth the increase in prediction accuracy for very large datasets.  

While the DNN does outperform the CDNN in time performance, the results make it 

abundantly clear that the image-based approach is significantly more accurate, especially in 

extrapolating for materials that are outside of the scope of training. Part of this could be 

attributed to the significant increase in training parameters in the CDNN compared to the 
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previously shown DNN. However, when we experimented with increasing the layer and 

neuron configuration in the standalone DNN led, we observed significant overfitting as the 

model improved in training and validation accuracies but decreased in extrapolation 

performance for the unseen material simulations. It is also important that decreasing the 

extrapolation error becomes more and more challenging as the error approaches zero. As 

discussed in Chapter 3, early iterations of the deep neural network architecture, 

normalization, etc., yielded mean-absolute errors for the unseen materials up to 0.1. This 

value rapidly decreased with initial improvements and modifications but plateaued near the 

discussed error values. The image-based approach we demonstrate here moves past these 

limitations, enabling the model to have a much deeper physical understanding of the 

available problem. The extrapolation results substantiate this, as completely unseen 

materials are predicted with a far higher accuracy by the CDNN than with the DNN despite 

no additional simulations or information being made available to the CDNN.  

The advantages of the image-based approach will be more apparent – and significant 

– for systems that demonstrate higher levels of geometric or material complexity than the 

single material micropyramid. Variations in material add significant levels of complexity to 

the problem, but that complexity would be further amplified by the inclusion of multiple 

materials in a single domain. This could be complicated even further by including higher 

order geometries such as hierarchical structures, coatings, or asymmetric geometries. 

Moving beyond micropyramids, complex structures such as composite porous layers, 

microsphere composites, materials with embedded inclusions, etc., demonstrate a 

significantly higher number of degrees of freedom and would be much more difficult to 

model with the standalone DNN approach. The significant advantage of the image-based 
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approach is that it can accommodate not only multiple materials but complex geometries. As 

the CDNN method is similar to discretized mesh, high resolution images with a low nm/pixel 

value are capable of abstracting the optical properties for complex geometries and multi-

material systems in ways that the deep neural network is unable to. The image based 

surrogate method with enough simulation data for varying structures could eventually be 

generalized to a solver that is capable of extrapolating optical properties for unit cells of 

arbitrary shapes and materials. Furthermore, this structure could potentially build upon 

itself using an adversarial design, forming a self-learning topology, geometry, and material 

optimization engine for optical metasurfaces.  

 

Conclusions 

 We have exhibited a surrogate neural network that can replace finite difference time 

domain simulations for microstructured surfaces. The model is capable of accurately 

extrapolating the optical properties of micropyramids made of materials that are far beyond 

the scope of training and can do so far more accurately than the standalone deep neural 

network. The image-based convolutional deep neural network is a direct improvement upon 

our previously developed deep neural network surrogate, reducing the error on predicting 

for a library of materials from 0.0279 to 0.0196 when uncalibrated and 0.0118 to 0.0098 

when 5 simulations of each unseen material are included in the network training data. The 

model shown here can make optical predictions at a rate that is 4 to 6 orders of magnitude 

faster than the same inputs simulated in FDTD. Furthermore, the results of the convolutional 

deep neural network are nearly indistinguishable from the FDTD simulation results, even 

when extrapolating optical properties for micropyramids made of materials not included in 
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the training and validation process. The surrogate network demonstrated here validates the 

approach of using an image to convey material and simulation information, enabling the 

model to learn complex and non-linear relationships between the inputs and understand 

how geometry and material are related to the optical properties. This methodology can not 

only be translated to other microstructures but opens the possibility for networks that can 

predict the optical properties and make thermal predictions for multi-material and 

geometrically complex systems.  

 

 

 

  



 
 

91 
 

Chapter 5 – Inverse Micropyramid Design Driven by Deep Learning 
 

5.1 Inverse Design Introduction 

Designing and optimizing structures to selectively control optical properties can be a 

significant and time-consuming challenge. Beyond the potential for many degrees of freedom 

in the geometric design space, material selection adds an additional level of complexity. 

Solving the interplay between a complex geometry and material selection can require both 

a significant investment in computational resources and a dedicated numerical method such 

as a finite-difference time-domain (FDTD)[75] solver. A highly effective method that has 

emerged to counteract the necessity of complex simulation tools is the use of Deep Learning 

(DL) to predict optical properties. A branch of machine learning (ML), DL methods have 

shown to have a high degree of non-linear abstraction from datasets[76] and to address 

complex issues such as self-driving cars[77], speech recognition[148], and natural language 

processing[149]. Deep Learning has been used in the field of photonics and nanophotonics 

to predict and model problems such as plasmonic interactions[76], [87], grating 

structures[46], [53], [88], particles[55], [94], and nanostructures[93]. DL has also been 

extensively applied within the field of thermal engineering to study topics such as thermal 

conductivity[98], boiling heat transfer[150], and radiative thermal transport[104], [108], 

[109].  

Deep Learning has proven to be not only effective in predicting the “forward” problem 

by replacing the optical solution process, but also in performing inverse design[55], [76], 

[86], [94], [96], [97], [151], [152]. Inverse design, broadly, is taking a desired input and 

outputting a set of features that generate the input. Compared to common optimization tools, 
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inverse design via machine learning methods is highly effective in increasing throughput and 

prediction speed. A multitude of methods exist for executing an inverse design scheme in 

nanophotonics[153], but several common methods include the use of a surrogate model in 

conjunction with an optimization method[154], [155], the creation of a the “tandem” or 

bidirectional scheme[55], [76], [91], [96], [156], and adversarial networks[142], [157]. 

Inverse design methods based on machine learning have been applied to the design of 

selective emitter structures;  methods based on images[158], deep learning[159], deep-

binary search[160], transfer learning[161], and genetic algorithms[162], [163] have been 

shown to be effective in previous studies. While some studies do factor in the material 

selection as an output in the inverse design process, they are often limited to a small set of 

fixed material outputs[55], [161].  

Material selection plays a fundamental role in the design of selective emitters as the 

interaction of light with the surface is regulated by the spectral material properties[70]. If a 

microstructure or material is not capable of regulating  certain wavelengths,  a designer can 

coat additional material(s) to enhance the broadband response[36], [47], [164], [165], create 

a new composite material[110], [166], or select a new material as the basis for patterning. 

Thus, it is critical to be able to exhaustively search over the available material space to 

provide the best fit for a given set of thermal design criteria[146]. To be exhaustive in the 

inverse design approach, the material output cannot be fixed and should be flexible to allow 

the discovery of unique combinations of material properties with geometric properties.  

In this work, we propose an inverse microstructural design method based on a tandem 

neural network constructed to take in a set of desired optical properties and output a set of 
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material and geometric properties. We supplement the tandem neural network – consisting 

of a surrogate network and inverse network – with post-processing methods to allow the 

aggregated network to consider critical physical design constraints. The aggregated network 

is designed in an adversarial style process loop to facilitate the model to iterate and build 

upon itself over subsequent generations and consider focused feedback from the post-

processing checkpoints. The foundation of our method is built upon a previously developed 

optical simulation surrogate based on a deep neural network (DNN)[146].  As opposed to 

many other studies that provide a deep learning approach to optics where a single material 

is simulated[95], the materials are fixed[53], or are one-hot encoded[55], our surrogate 

method does not constrain material input and can extrapolate to make predictions for 

materials that were not used in training. The flexibility provided by this method enables us 

to build an inverse neural network structure to work in tandem with the surrogate that is 

similarly unconstrained by material classification. Our inverse network structure is capable 

of not only predicting an optimal material for a given desired input but is capable of 

extrapolating new material properties to match a given desired input.  

The model we demonstrate takes in a simple input of optical properties across a 

wavelength range and outputs a material and micropyramid geometry that best match it. 

Multiple deep learning methods are utilized in the construction of the method. We compare 

the previously established deep neural network surrogate to an image-based surrogate and 

incorporate recurrent neural network functionality to improve the inverse network’s 

prediction performance. While we demonstrated limited optimization using the 

surrogate[146], the inverse network enables far more rapid, dynamic, and global 

optimization. The output of the inverse neural network is put through a post-processing 
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stage where user set geometric and material constraints are used to produce appropriate 

solutions. The novel generated material properties are matched to a material from a library 

material, the constrained output is simulated, and the results are incorporated in the 

surrogate network. Using this process, we can rapidly optimize a material and geometric 

combination for a desired optical spectrum in a process that would be too computationally 

expensive to perform otherwise. While we apply our methodology to micropyramid 

structures, the approach that we demonstrate can be modified to accommodate any number 

of microstructural surface topologies.  

Figure 1 provides a comprehensive schematic of the aggregate neural network framework. 

As visualized in Figure 1, the general process flow is FDTD simulations are used to train the 

surrogate neural network and the surrogate is used to make large-scale predictions derived 

from a library of materials. The predictions are then used to train an inverse neural network 

component. The input of the inverse network is a desired optical spectrum (λ, ε, R, T) and the 

output is the predicted micropyramid base span, height, substrate thickness (Xspan, Zspan, and 

tsub), and a vector of complex refractive index values (n(λ), k(λ)) that correspond to the input 

wavelength. The post-processing module then interprets the output. Here, user constraints 

– such as the maximum aspect ratio – are used to adjust the predicted output and provide 

appropriate new solutions that satisfy the restrictions. The adjusted solutions are then 

passed through both FDTD and the surrogate model. Based on the results, a decision is made 

to either retrain the surrogate with the new simulation data, or to stop the loop if the solution 

is deemed to be sufficient and accurate. Any details not discussed in any of the major 

subcategories for all modules and connections can be found in the methods section or in the 

linked code repository.  
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Figure 5-1 Aggregate Neural Network Design. The user inputs the desired design spectrum, 

wavelength, and specifies constraints. The neural network identifies a material and geometry that solve 

the inverse problem. The neural network uses simulation results to learn from prediction mistakes and 

retrain the surrogate network to make better subsequent predictions 
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5.2 Methods  

5.2.1 FDTD Simulations 

Solutions using the FDTD method, while accurate, can be time intensive – this is especially 

true for large or geometrically complex structures. For this work, the training, validation, 

and testing data used by the surrogate neural network is compiled from simulations 

completed in Lumerical’s commercially available 2D/3D FDTD solver. The simulation 

framework provides exact solutions for Maxwell’s equations across a finite element mesh, 

and the absorption and dispersion are derived from the resulting electrical fields[57], [58]. 

Rather than simulating a 3-dimensional (3D) pyramid microstructure, we simulate the 

middle-cross section in 2-dimensions (2D) to minimize simulation time and to enable the 

generation of large quantities of simulation data. While this does lead to an overestimation 

of the micropyramid’s emissivity[116] compared to the 3D micropyramid simulations, the 

results are still accurate as we do not vary the incidence angle in our simulations and assume 

the broadband wavelength source to be at a normal angle to the material’s surface. 

Additionally, while we could choose to use a semi-analytical approach like RCWA to run the 

simulations[21] to estimate the optical properties of a 2D structure, FDTD’s accuracy, 

scalability, and its  applicability to other more complex geometries make it a far viable long-

term solution. The simulations are based upon a micropyramid geometry visualized in Fig. 

2, with the key independent geometric parameters being the triangle base span (xspan), height 

(zspan), and substrate thickness (tsub). For this work, we assume that Kirchhoff’s law is valid 

and the emissivity can be derived from α = ε = 1 – R – T, where reflectivity (R) and 

transmissivity (T) are calculated from power monitors above and below and domain 

respectively and where absorptivity (α) is synonymous with emissivity (ε)[146]. To develop 
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the simulation datasets used to train the surrogate, we generate and simulate matrices of 

randomly generated uniformly values for the xspan, zspan, and tsub for each material included. 

For simplicity, we assume no additional coating materials, hierarchical structures or surface 

roughness. Additional details on our FDTD simulation methodology can be found in Chapters 

2 – 3 and in our prior work[20], [110], [116], [164].  

5.2.2 Network Architecture and Optimization 

We use a deep neural network with fully connected dense layers. Our deep learning 

approach is built upon the open source keras library in python[117]. The surrogate network, 

as previously published[146], uses an optimized DNN with 8 fully connected dense layers 

with 400 neurons per layer, and both MLPs are 4 layers of 50 neurons each.  

The CDNN network combines a similar DNN structure with a CNN architecture. The first DNN 

structure takes in the same input vector as previously discussed network but uses a smaller 

set of layers and neurons. The CNN uses 6 groups of convolution – ReLU – max pooling. The 

filter configuration for the convolutional layers is 64, 128, 256, 512, 512, 512. The final 

convolutional layer is followed by a max pooling, dropout (0.25), flatten, dense, dropout 

(0.5), and then a final dense layer. The output is concatenated with the DNN structure and 

fed into another DNN, which is 7 fully connected dense layers with 1024 neurons each. We 

utilize a custom image generator process to handle the import of images and their associated 

deep neural network properties into the model.  

The inverse network takes the same set of inputs (1 x 400 vector) and applies it in two 

separate ways. The first is a direct input to a deep neural network, with a 1 x 400 input shape, 

which consists of 6 fully connected dense layers of 750 neurons each. The second input 
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recasts the original 1 x 400 vector into a 1 x 100 x 4 vector and is put into a recurrent neural 

network. The RNN is constructed of 3 bi-directional LSTM modules – that is, a bi-directional 

LSTM layer followed by a dropout (0.5). Each bi-directional LSTM layer has 320 neurons, and 

the final layer’s output is non-sequenced. The outputs of the RNN and DNN are concatenated 

and then fed into a larger deep neural network that consists of 6 layers of 1000 neurons each. 

The final output is 403 neurons with no applied activation function. We experimented with 

different methods of combining the two outputs – including matrix multiplication, addition, 

and subtraction – but found that the concatenation was consistently yielded the best results.  

For training all the models, we utilize a MSE loss function and validate/evaluate using an 

MAE score based on equations 1 and 2 respectively, where 𝑌𝑌𝑖𝑖 is the predicted value. A key 

change to the model training compared to prior results is that all data is made available to 

the network and there are no “unseen” materials in the training process. For the grid 

generation process, we do utilize several materials that are outside of the scope of the 

training process, but no simulation data was generated for these materials prior to training 

the reverse network. The full list of materials included in training and in grid generation are 

provided in the  

𝑀𝑀𝑀𝑀𝑀𝑀 = 1
𝑛𝑛
∑ �𝑌𝑌𝑖𝑖 −  𝑌𝑌𝚤𝚤��

2𝑛𝑛
𝑖𝑖=2                                     (Eq.2) 

 𝑀𝑀𝑀𝑀𝑀𝑀 = ∑ |𝑌𝑌𝑖𝑖−𝑌𝑌𝚤𝚤� |𝑛𝑛
𝑖𝑖=1

𝑛𝑛
                                                (Eq.3)  

In all cases, optimization of the hyperparameters is performed with the built-in hyperband 

optimization method[118]. Adam is the optimization engine used for the network training 

in all cases. To minimize overfitting, we utilize L2 regularization in the training and 
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validation process, in addition to utilizing early stopping, checkpoint save, and reduce 

learning rate on plateau callbacks with low patience values[146]. Some models incorporate 

dropout layers to further reduce model overfitting.  

5.2.3 Datasets and Normalization 

All datasets used by the neural networks are derived from FDTD simulation inputs 

and outputs directly. For each material in the training/validation/test dataset of the 

surrogate models, we generate a uniformly distributed random matrix for each of the 

geometric properties to use as inputs for the simulation. The simulation wavelength and n 

and k values are taken from each simulation and split into sets of input data, spanning a total 

of 8 neural inputs (n and k are converted into εreal and εim). The simulation output is 100 

emissivity and 100 reflectivity points that one-to-one match the simulation wavelength 

vector, which is divided into pairs for each λ. For this work we utilize several normalization 

methods depending on the input dataset. X, Z, and λ are considered uniformly distributed 

random numbers, and a simple linear normalization is applied to each separately using Eq. 

4.  

𝑥𝑥𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 = 𝑥𝑥−𝑥𝑥𝑚𝑚𝑚𝑚𝑚𝑚
𝑥𝑥𝑚𝑚𝑚𝑚𝑚𝑚−𝑥𝑥𝑚𝑚𝑚𝑚𝑚𝑚

                             (Eq.4) 

The distribution of k, tsub, εreal, and εim pose a more significant normalization challenge. The 

εreal permittivity value is of particular concern due to the negative values induced by -k2 term 

shown in Eq. 5.  

𝜀𝜀𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 = 𝑛𝑛2 − 𝑘𝑘2                            (Eq.5) 
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The dataset distribution before and after normalization for each input is shown in the 

supplementary materials.  A fundamental problem faced is that optically, the difference 

between k = 1e-4 and 1e-3 is not mathematically large, but the difference does have a large 

impact on the transmission behavior through the substrate. Thus, the data is grouped near 0 

but we need to differentiate values in a meaningful way to distinguish the physical behavior 

of each material. Log normalization reduces the severity of the weighted inputs but does not 

solve it. Therefore, for these variables, we turn to more complex normalizations. For all of 

the datasets shown in this work, we utilize quantile normalization with sklearn’s built in 

quantile transformer, to generate a uniform distribution of inputs for k, tsub, εreal, and εim. A 

change from our previous results[146] is that we simplify the normalization pipeline by 

normalizing the refractive index n using the quantile method. All datasets used in this work, 

and the techniques used to normalize, denormalize, and configure the data are provided in 

our GitHub repository linked Appendix B.  

For the surrogate models, we combine 40,500 FDTD simulations for micropyramids 

made of 41 different materials to form our training, validation, and test dataset. We follow a 

70/20/10 percentage split respectively. The test dataset is used to evaluate the performance 

and overfitting of the model and it is not seen by the network in the training process. We 

shuffle the complete dataset every time the model is run or generated such that the training, 

validation, and test datasets are never identical from iteration to iteration.  

For the inverse model, the training data is generated using the surrogate data. 

Whereas the surrogate provides the reflectivity and transmissivity provide an output for an 

individual wavelength point, the inverse uses a full vector input by stacking predictions from 
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the surrogate. The full wavelength vector input that corresponds to an output we refer to as 

a “surrogate simulation”. For each material, we develop a grid of surrogate simulations by 

varying the xspan and zspan of the micropyramid and attaching a randomized wavelength 

vector and thickness value for each individual set of (xspan, zspan) in the grid. The grid is 

generated using a meshgrid process with the xspan and zspan set as linearly spaced vectors. 

The randomization process for the wavelength vector involves creating a linearly spaced 

vector of 100 points with a randomized minimum and maximum value. The minimum and 

maximum values are the randomly generated parameters and are between (0.3 – 15) and (2 

– 16) μm respectively. If the randomly selected “minimum value” is larger than the 

“maximum” value, the values are switched in generating the wavelength vector. The random 

process is iterated to ensure that the gap between the minimum and maximum wavelength 

values is 1 um. The material information is generated from inputting the generated 

wavelength vector into a splined curve fit. The splined curve-fits are generated using a 2000-

point dataset for each material.  

5.2.4 Post-Processing: Material Fitting  

The output of the inverse neural network contains a vector of n and k values, matched 

to an input of wavelength points. To provide the “best-fit” material, we compare the material 

data (n, k) to the material data in the library. The library data is generated using the same 

spline process as described in the previous section and depends on the user wavelength 

spectrum that was input into the reverse network. We check each (n, k) vector combination 

in the material library against the model output using the least-squares method shown in 

Eq.6.  
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Before comparing the values using Eq.6, we adjust the (n,k) vector using a log 

transformation shown in Eq.7. While a comparison using Eq.6 is still viable, the log 

adjustment allows for better comparisons to materials that depend strongly on minute 

differences in n, k values. As discussed, transmissive materials depend strongly on small 

changes in the n and k values, so having a scale that enables better comparison for small 

values enables us to draw better conclusions from Eq. 6as to which materials best match the 

ML output.  

𝐿𝐿𝐿𝐿𝐿𝐿 = ∑ �𝑌𝑌𝑖𝑖 −  𝑌𝑌𝚤𝚤��
2𝑛𝑛

𝑖𝑖=2                                                 (Eq.6)  

 (𝑛𝑛,𝑘𝑘)𝑎𝑎𝑎𝑎𝑎𝑎 = log10((𝑛𝑛, 𝑘𝑘) + 𝑎𝑎)                                                (Eq.7)  

5.2.5 Post-Processing: New Solution Generation 

In the post-processing module, we adjust the inverse network output according to 

user set constraints. In our present work, we only limit the aspect ratio, but the method can 

easily be adjusted to account for more conditions. To do this, we generate two sets of new 

geometric coordinates (for the same material) that do not violate the constraint. The process 

starts by adjusting the original solution’s x and z coordinate while fixing the other coordinate 

until the aspect ratio is within the constraint’s bounds. This follows our previously 

established intuition on the role of aspect ratio in determining optical/thermal property 

optimality[116]. For a different microstructure, we would need to adjust this process to 

match the observed patterns for the microtexture and the desired constraint. From these 

two new points, we generate new geometric pairs within a radius around the modified 

geometric coordinate. The generation process is random and uniform, and solutions that are 

not below or equal to the desired aspect ratio are eliminated. All viable solutions are then 
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passed into the surrogate for predictions; the results that best match the desired input are 

simulated in FDTD. We also select random points from the remaining pool of randomly 

generated viable geometric solutions to have additional solution variety and to reduce 

concerns of over-biasing the network when the surrogate incorporates the new FDTD 

solutions in training. The desired input and model/FDTD outputs are evaluated for 

optimality using Eq. 5. This process is used to generate solutions separately for the direct ML 

material output and then the “best-fit” material(s). We will often only use a single “best-fit” 

material, but for some cases we will look beyond the first library match.  

 

5.2.6 FDTD Simulations 

Solutions using the FDTD method, while accurate, can be time intensive – this is 

especially true for large or geometrically complex structures. For this work, the training, 

validation, and testing data used by the surrogate neural network is compiled from 

simulations completed in Lumerical’s commercially available 2D/3D FDTD solver. The 

simulation framework provides exact solutions for Maxwell’s equations across a finite 

element mesh, and the absorption and dispersion are derived from the resulting electrical 

fields[57], [58]. Rather than simulating a 3-dimensional (3D) pyramid microstructure, we 

simulate the middle-cross section in 2-dimensions (2D) to minimize simulation time and to 

enable the generation of large quantities of simulation data. While this does lead to an 

overestimation of the micropyramid’s emissivity[116] compared to the 3D micropyramid 

simulations, the results are still accurate as we do not vary the incidence angle in our 

simulations and assume the broadband wavelength source to be at a normal angle to the 
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material’s surface. Additionally, while we could choose to use a semi-analytical approach like 

RCWA to run the simulations[21] to estimate the optical properties of a 2D structure, FDTD’s 

accuracy, scalability, and its  applicability to other more complex geometries make it a far 

viable long-term solution. The simulations are based upon a micropyramid geometry 

visualized in Fig. 2, with the key independent geometric parameters being the triangle base 

span (xspan), height (zspan), and substrate thickness (tsub). For this work, we assume that 

Kirchhoff’s law is valid and the emissivity can be derived from α = ε = 1 – R – T, where 

reflectivity (R) and transmissivity (T) are calculated from power monitors above and below 

and domain respectively and where absorptivity (α) is synonymous with emissivity (ε)[146]. 

To develop the simulation datasets used to train the surrogate, we generate and simulate 

matrices of randomly generated uniformly values for the xspan, zspan, and tsub for each material 

included. For simplicity, we assume no additional coating materials, hierarchical structures 

or surface roughness. Additional details on our FDTD simulation methodology can be found 

in both the methods section and in our prior work[20], [110], [116], [164].  

5.3 Aggregate System Design 

5.3.1 Surrogate Neural Network 

Deep learning modules have been shown to be exceptionally strong and versatile in 

solving the so called “forward” problem[76], [97]. In this case, the problem to solve is the 

optical response from a geometric and material input for a uniform periodic micropyramid 

surface. The design intent of the surrogate neural network is to act as an ultra-fast and 

accurate predictor of optical properties such that we can rapidly and accurately predict the 

optical properties of vast quantities of simulations. Furthermore, it is important that the 

surrogate network can extrapolate optical properties for materials beyond its original 
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training scope.  As such, we compare two methods that serve this function: an improved 

version of a previously developed deep-neural network[146], and an image-based deep 

convolutional neural network (DCNN). Both methods utilize datasets generated in FDTD that 

are subdivided into training, validation, and test datasets.  The datasets used to train and 

validate the model encompass over 35000 simulations of microstructures comprised of 14 

different materials. The materials chosen have widely varying complex refractive indices, 

and include metals (Ni/Ag/Al/Cr/Fe/Sn)[69], [119], [120], refractory metals (Ta/W)[69], 

[121], a phase-change material (VO2 Metallic/Insulating)[122], a polymer (PDMS)[62], a 

semiconductor (SiC)[123], a ceramic (SiO2)[69], and a material with a near zero extinction 

coefficient across a wide spectrum (Diamond)[124].  

Surrogate Neural Network: Deep Neural Network  

The architecture of the deep neural network – visualized in Fig. 1 of our previous 

work[146] (Chapter 3)– is designed to emulate the critical simulation inputs that influence 

the computed optical properties. The network employs a total of 8 input neurons: 3 

geometric inputs (xspan, zspan, tsub), the source wavelength (λ), and 4 material inputs (n, k, εreal, 

εim). The substrate thickness is a key geometric parameter to consider as it enables the model 

to interpret the relationship between the spectral optical properties and underlying material 

thickness and ultimately to predict the broadband spectral behavior of transmissive 

materials. Micropyramids of different materials are differentiated using discrete material 

inputs for the complex refractive index (n and k) and the correlated permittivity values (εreal, 

εim). Compared to using only n and k, using both the complex refractive index and the 

permittivity is essential to accurately extrapolate the optical properties of materials not seen 
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in the training process. The source wavelength (or frequency) is the fundamental factor that 

links the geometric and material inputs. For each FDTD simulation, we simulate 100 

wavelength points (100 frequency points), each of which has a discrete solution for 

reflectivity and transmissivity. Accordingly, each simulation is divided into 100 discrete 

input vectors as the solution to Maxwell’s equations is not sequentially dependent. To 

strengthen the connection between the input and the output optical properties (R, T) and 

the key independent parameter (λ), we utilize two smaller multi-layer perceptron groupings 

(MLPs) to separately consider the relationship between the geometry/wavelength and the 

material data/wavelength. The MLPs outputs are concatenated and fed into a larger deep 

neural network, the output of which is a reflectivity and transmissivity value.   

The DNN method is effective at being both quick to predict and in making accurate 

predictions, even when extrapolating. The DNN surrogate neural network has a mean 

absolute error (MAE) and mean-squared error (MSE) between the simulation data and 

predictions of 0.0033 and 1.35e-4 respectively for the “test” dataset – data that is held back 

from the training/validation process. As the network’s design is not limited by constraints 

in material input, a fundamental evaluation of the surrogate’s performance is in the 

prediction of the optical properties of microstructures made of materials that are outside of 

the scope of training. Thus, we evaluate the network on two large (1500 simulation) 

“unseen” datasets Al2O3/Ti, and on 100 simulations of 25 other materials in a “library”. 

When the simulations from these datasets are completely unseen by the training/validation 

process, the DNN yields an MAE between prediction and simulation of 0.0175, 0.0131, and 

0.0279 for the Ti, Al2O3, and Material library datasets respectively. As the optical properties 

are already on a scale of 0 to 1, these errors indicate an exceptional degree of prediction 
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accuracy when extrapolating for new materials. To improve the prediction accuracy when 

extrapolating, the model benefits from small “calibration” datasets. By including 5 – 10 

simulations from the “unseen” datasets (< 1%) to the training/validation process of the 

surrogate, we reduce the prediction MAE to 0.0073, 0.0049, and 0.0118 for the Ti, Al2O3, 

and material library datasets respectively. The included simulations represent an almost 

insignificant number of simulations when compared to the original training and validation 

dataset (< 0.05%). Despite this, the inclusion has a dramatic impact on the remainder of the 

extrapolated data, indicating the model has strong physical understanding and only several 

simulations are needed to “calibrate” the model to new material behavior. In addition to the 

observed accuracy, the model can make predictions exceedingly fast– with over 1 million 

individual input sets per minute.  

Surrogate Neural Network: Convolutional Deep Neural Network (CDNN)  

The architecture of a second proposed surrogate method based on image processing 

is shown in Figure 4-1. Here, we enhance our neural network design philosophy of 

mimicking the FDTD optical solver by making a network that analyzes a pseudo-mesh. In 

FDTD, the optical solution for a given combination of material and geometry is derived from 

solving Maxwell’s equations across a discretized mesh[147]. The only way the model can 

differentiate between two distinct materials (e.g., air and the pyramid) is by assigning the λ-

dependent material properties to each cell. Here, we approximate that process by generating 

an image that utilizes the spectrally dependent material and geometric information. More 

details for this network configuration and design are discussed in Chapter 4.  

This surrogate method is more effective at accurately extrapolating optical properties 

for new materials when compared to the DNN only surrogate method. When only 20% of the 
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available simulation data is used in the training/validation/testing process, we can match or 

exceed the performance of the DNN. The precise performance is dependent upon the 

selection of the material properties used in the three available pixel matrix dimensions. 

While the selection of the first two-pixel dimensions (the complex refractive index) is 

straightforward, the third quantity was a point of study. In table 4-1, we show the 

performance of the CDNN architecture in predicting the Ti, Al2O3, and material library 

datasets when different quantities are used in the third matrix dimension. As seen in Chapter 

4, despite being more accurate than the DNN, due to the relative increase in parameters and 

memory scale, the training time and prediction time for the CDNN is significantly longer than 

the DNN.  

5.3.2 Inverse Neural Network 

We harness the rapid prediction capabilities of the surrogate network to iteratively train a 

neural network that solves the inverse design problem. That is, we invert the forward 

problem to predict what material and microstructure geometry will best match a desired 

system optical response. The input of this network is the spectrally dependent reflectivity, 

transmissivity, and emissivity corresponding to a desired wavelength range.  

The architecture of the inverse neural network, as depicted in Fig. 1, solves the inverse 

problem by considering the entire spectral distribution. The network input (400 x 1) is a 

vertically stacked combination of the predicted reflectivity, transmissivity, derived 

emissivity (ε = 1 – R – T), and the wavelength vector the optical properties are sequenced to. 

Correspondingly, the inverse network output is a vertically stacked combination of the 

geometric input and wavelength dependent material properties (n, k, εreal, εim, 403 x 1) as 

visualized in Fig. 1. Unlike the surrogate network, we cannot separate the inputs of an 
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inverse network into single input vectors. An “inverted” solution for a single set of 

wavelength dependent optical properties has an unbounded number of potential solutions, 

so to design an effective inverted network the input must be the entire sequence. In our first 

design iterations of the deep neural network surrogate, we considered using the entire 

sequence of wavelengths/material data as an input and reflectivity/transmissivity as the 

output. While this method was effective, because Maxwell’s field equations are not 

sequentially dependent, the surrogate solver was much more effective when the sequences 

were broken up and individual vectors based on a single wavelength point were used as an 

input. This method also dramatically expands the scope of the training set from 35,500 

simulations to 3.55 million input sets, making a limited number of simulations more effective 

in developing a surrogate with physical insight that can solve the forward problem more 

accurately. Once the surrogate is trained and can produce accurate results, however, the 

number of simulations becomes trivial, as we can effectively estimate the solutions to 10,000 

FDTD simulations (with 100 wavelength points each) in approximately 60 seconds using the 

surrogate network.  

To generate training data for the reverse neural network, we pass in large grids of data to 

the surrogate network for prediction and collate the output into discrete input and output 

sets. For each material in a library, we generate a grid of 200 x 200 geometric combinations. 

These combinations are formed by meshing linearly spaced vectors for the Xspan and Zspan. 

The minimum and maximum values for these vectors are based on the minimum and 

maximum observed value of Xspan and Zspan in the surrogate’s training dataset. In total, the 

grid has 40,000 geometric combinations (or 40,000 simulations) for a single material. For 

each geometric combination we attach a wavelength vector of length 100, leading to a sum 
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of 4 million inputs per material that are passed to the surrogate. While the wavelength vector 

attached to each geometric combination was originally a linearly spaced vector that ranged 

from λ = 0.3 um to λ = 16 um, we found that using a linearly spaced wavelength vector with 

randomized min/max values for each geometric combination increased the versatility of the 

training dataset and thereby increased the robustness of the inverse neural network. All 

generated grid data is normalized before being passed into the surrogate network for 

prediction. The final non-material parameter – the substrate thickness – is also randomized 

via a uniform random generation process. Details on the random generation process for the 

substrate thickness and wavelength vector can be found in the methods section. This grid 

generation process is repeated across all materials in a material library. The material library 

contains 50 materials: a list of the materials and their references are provided in the 

Appendix A. The number of materials in the library is easily scalable and are a non-

exhaustive representation of material properties available for a microstructure. In total, we 

use the surrogate network to estimate 2 million simulations, or 200 million sets of inputs. 

We then sequence the predicted optical properties using the wavelength vector (of length 

100) for each simulation.  

The inverse network contains three distinct neural network components that are designed 

to work in tandem to extrapolate a geometry and material that best fit the desired optical 

response. The first of the components is a deep neural network consisting of multiple hidden 

layers that directly take in the (400 x 1) input vector. On a rudimentary level, simply 

inverting the surrogate’s DNN structure – but with the progression of wavelengths instead 

of an individual wavelength point – could be effective. Through our development process, 

however, we discovered that this more simplistic approach lacked physical insight and 
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would often result in a non-physically viable output. Although the solutions to Maxwell’s 

equations for a given wavelength, material, and geometry – the problem the forward 

network addresses – are not sequentially dependent, abrupt changes or singularities in 

material properties across a spectrum are seldom. Thus, developing insight on the 

relationship between a sequence of optical inputs and material properties is crucial in 

building a physically grounded model. To address this, we remap the linear sequence of 

optical properties into a “time”-dependent matrix and use it as an input to a recurrent neural 

network (RNN). That is, we map the 400 x 1 vector of (λ, ε, R, T) into a 1 x 100 x 4 matrix (λ, 

ε(λ), R(λ), T(λ)). We select bi-directional long-short term memory (LSTM) layers as the 

constituent component to the RNN. LSTM networks are more effective than other RNN 

methods for long-range dependencies in data[167], and the bi-directional attributes enables 

the network to learn both dependencies in the forward and reverse direction. Additionally, 

we utilize dropout layers between LSTM layers in conjunction with L2 regularization to 

reduce overfitting. The outputs of the RNN and DNN components are then combined using a 

matrix multiplication and fed into a third component, another DNN. As opposed to directly 

linking the network output to the final DNN/RNN layers, a DNN between these two networks 

and the final network output facilitates an additional layer of non-linear abstraction and 

learning from the outputs of the two preceding neural network components.  
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Figure 5-2 (a-c) Emissivity spectrums of three test cases (Ideal heating, ideal cooling, and 

unity emissivity) input into the inverse spectrum. The reflectivity is computed as R = 1 – E, 

and transmissivity is set to 0. (d-f) ML generated refractive index (n) and extinction 

coefficient (k) for each of the test cases compared to the material properties of a material in 

the library that most closely matches it. (g-i) FDTD simulation results for both the ML 

generated material and the closest matching library material 

Figure 3 shows the output of the inverse neural network for several broadband test inputs 

and results once the network outputs are simulated in FDTD. We utilize three thermally 

relevant test spectrums as a baseline evaluator of the inverse network – unity emissivity, an 

ideal heating emission spectrum, and an ideal cooling spectrum. These emission spectrums 

are shown in Fig. 3(g-i). For these test cases, we set the spectral transmission to be 0 and R 
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= 1 – ε. In Fig. 3(a-c) we compare the material properties predicted by the neural network to 

the material properties of a material in the library that best matches it. The predicted 

geometric conditions are given in Table 2. For all cases, the projected material properties 

have a close match in the library. In Figure 3(d – e) we compare the results of FDTD 

simulations using the network generated material and the closest match material for the 

same predicted optimal geometry. For both the heating and unity case, we observe that the 

neural network generated material outperforms the library material. Additionally, we note 

that both the generated material and the library material produce a result that matches the 

desired input to a high degree of accuracy. This is despite the input having a non-physical 

step-function behavior. The observed error is attributed to the physical limitation of material 

properties and the imposition of zero spectral transmission. This assumption is outside of 

usual physical intuition for the ideal cooling case, where due to the physical material 

limitations, most emissive materials (e.g., TiO2, Al2O3, PDMS, etc.) in the infrared are 

transmissive in the ultraviolet (UV) to NIR wavelengths. Thus, this represents a design 

challenge for a single material to perform both functions, and the inverse neural network 

attempts to abstract a physically bounded material that fits zero spectral transmission. The 

identified properties match well across the broader spectrum but do not capture the 

intended performance in the visible to near infrared regions (λ = 0 – 4 um). If we allow 

transmission in this region, we receive an expected output of PDMS,  as is shown in Figure 5-

3.  
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Table 5-1 Library material that most closely matches the ML generated material output n 

and k in addition to the predicted geometric parameters  

 

The inverse neural network is not limited to broadband design. In Figure 4, we show how 

the inverse neural network can be applied to narrowband microstructure design. In this 

case, we define narrowband as 2 emissivity points with a unity value around the intended 

wavelength peak. The inverse neural network results for 6 different wavelength points (1, 

2, 3, 4, 5, and 15 um) are shown in Figure 4(a-f). The design outcome highlights both the 

strengths and weaknesses of the presented inverse neural network methodology. The 

geometric design space is limited to the relatively simple micropyramid geometry and can 

Case Closest Material Match Xspan (um) Zspan (um) 

Unity Emissivity C (Graphite) 4.81 10.3 

Ideal Heating Li 0.01 4.18 

Ideal Cooling Si3N4 2.29 6.95 

Figure 5-3 (a) Refractive Index and (b) Extinction coefficient output by the inverse 

neural network when the ideal cooling case has a transmission of T = 1 – E and R = 0. 

The material outputs nearly identically match those of PDMS, plotted with the dashed 

line.  
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only utilize one material. Thus, with the implemented neural network architecture, our 

model stays within constrained and physical material behavior, attempting to find valid 

solutions without creating a completely arbitrary material. This leads to valid narrowband 

solutions in the low wavelength regions where geometry can be attenuated to generate 

plasmonic resonance and resonant behavior. This behavior is particularly evident in the 

solutions visualized in Figure 4(c) and 4(d), with peaks at or near the desired location, 

albeit with either reduced performance or peaks beyond the desired location. The neural 

network can readily identify solutions that are physically feasible, but is challenged to find 

resonant behavior that results in narrowband solutions for the mid-infrared wavelengths. 

These plots result from the both the physical limitations imposed by the input, the training 

data available to the network, and the fundamental physics of the micropyramid system. 

Despite these challenges, the inverse network still can be shown to identify physical 

behavior outside of the scope of its training data. In Figure 4(d), the surrogate model’s 

predictions do not indicate resonant narrowband behavior at 4 um, but when simulated the 

inverse neural network output shows a significant degree of narrowband performance. 

This indicates that the reverse neural network can abstract solutions beyond the training 

data and identify behavior that the surrogate cannot, but the network is still constrained by 

the fundamental physics. 
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b.)  c.)  d.)  

e.)  f.)  

Figure 5-4 (a-f) Narrowband simulation results using the inverse neural network. The input 

spectrum has an emissivity of 0.05 throughout the λ = 0.3 to 16 um, except for two points 

that define the “peak” location which have an emissivity of 1. The reflectivity is defined by E 

= 1 – R and the transmission is set to 0. The results are compared to the desired input as well 

as the surrogate predictions for the same material 

  

Peak Material Match X span [μm] Z span [μm] 

1 μm Au 2.911 6.902 

2 μm Cu 3.108 1.429 

3 μm Cu 2.57 6.959 

4 μm Mg 3.791 4.614 

5 μm In 4.426 1.578 

15 μm Rh 5.041 2.814 

 Table 5-2 Library material that most closely matches the ML generated material output n 

and k in addition to the predicted geometric parameters for select narrowband peak 

a.)  
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Post-Processing: Constraints and Solution Viability  

While the inverse neural network output can accurately predict material and geometric 

properties that result in the desired optical spectrum, a key limitation of our open-ended 

neural network architecture is that it cannot directly accommodate design constraints. This 

presents a significant challenge in making the inverse design process functional. Ideally, our 

aggregated network will output a solution that is translatable to a fabricated surface 

morphology. This challenge is evident from the geometric results for the ideal heating case 

in Table 2; the aspect ratio of the ML predicted structure is ~ 400 (Zspan/Xspan), which is 

clearly an impractical microstructure. To address this, we take the output of the neural 

network and use a post-processing methodology to provide new solutions that fit within user 

set constraints. Though it is possible to constrain the neural network itself via methods such 

as custom activation functions on the output neurons, limiting the input dataset, or 

introducing limits in the input, we choose to post-process the neural network output to 

maintain a robust inverse solver. For this work, we focus on constraining the aspect ratio as 

it plays a key role in determining if a microstructure is manufacturable.  Other constraints, 

such as a material’s maximum temperature, thickness limitations, etc., are important and can 

be easily incorporated for more advanced design optimization.  

The post-processing methodology has several stages: inverse prediction, material matching, 

geometric adjustment, surrogate prediction, simulation, and finally output comparison. 

Precise details for all the stages of the post-processing method are provided in the methods 

section. The first stage is to take an optical spectrum, pass it through the inverse network, 

and output a set of geometric properties and spectral material information. From there, the  
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ML generated material data is compared to existing materials in the material library. We then 

adjust the ML generated geometry to align with the set maximum aspect ratio. Using the 

adjusted geometry, we randomly select new constrained/viable geometries and simulate 

them using the surrogate; the most optimal solutions are passed to FDTD. The post-

processing method then compares the “ground-truth” FDTD to both the surrogate output 

and the desired input. This process is performed for both the ML-generated material and 

“best-fit” library material and identifies a constrained geometry that is optimal for both the 

ML-generated material and selected library material.  

Figure 5(a-b) shows the post-processing method’s application to select a new viable 

solution for the ideal heating case discussed above. For this demonstration, we show 

solutions when the aspect ratio (Z/X) is limited to 10, 5, and 1. The new geometric solutions 

Figure 5-5 (a) Example of vertical and (b) horizontal reorientation of inverse ML output and 

subsequent generation of randomly distributed solution points about the adjusted geometric 

solution. Example shown is using an aspect ratio limitation of 5. These solutions are 

evaluated using both FDTD and the surrogate, the most optimal new solution is using a 

process described in the methods section. (c) The identified optimal point at each aspect 

ratio is shown for each aspect ratio. While the solution is not as optimal as the original ML 

generated geometry, the we can still identify geometric designs with exceptional 

performance. 

a.) b.) c.) 
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are simulated using the surrogate, and the results are compared to the predictions for the 

unconstrained ML generated geometry.  Compared to the desired input spectrum, the 

constrained cases have an LSE value of 1.229, 1.396, and 1.567 for AR = 10, 5, and 1 

respectively. It is evident that while the results decrease in adherence to the desired 

spectrum as the aspect ratio is limited, it is also evident from Figure 5(c) that the adjustments 

to the geometry to accommodate the limited aspect ratio constraint still yield highly optimal 

results. It is evident that these solutions deviate from the global maximum but are still highly 

effective when constrained. If the constrained solution is deemed to not be viable enough, 

additional materials can be included in the search, forming a more advanced material search 

algorithm than previously utilized[116], [146].  

5.3.5 Aggregated Neural Network 

By combining the individual components, we form the aggregated system loop 

visualized in Figure 1. The aggregated system is designed in a way that it can learn from 

previous mistakes and enhance its capabilities and accuracy over subsequent generations. 

Despite the accuracy of the image-based surrogate, especially for unseen materials, the time 

required to train and retrain the image-based convolutional network compared to the 

simpler deep neural network surrogate eliminates it as an option for the aggregate system. 

The geometric/wavelength simulation grid data generated for each material is passed into 

the DNN surrogate and the ensuing predictions are the basis of the inverse network training 

data. If changes are made to the surrogate or more materials are included in the library, the 

grid data will be regenerated. We then employ the broadband and narrowband test cases in 

Figures 3 and 4 to test the performance of the inverse network in making predictions. If 

either significant deviations between the desired result and actual result are encountered or 
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the surrogate prediction deviates significantly from the FDTD results, we perform additional 

simulations via our post-processing solution generation method. These results are 

incorporated in the training data for the surrogate, and the surrogate/inverse network are 

retrained. Post-processing, then, serves an additional function as a pseudo-adversarial 

checkpoint where the generated results are compared to true results and if there is an 

undesired outcome the network is retrained with new simulation information.  

5.4 Discussion 

A core challenge facing the design of microstructures is the time required to simulate 

and optimize a design. For the first component, in stark contrast to an FDTD solver, a neural 

network can make predictions comparatively instantaneously. The generation of the ~ 

40,000 FDTD simulations used to train, test, and evaluate our surrogate network required 

months of computational time, whereas the surrogate network can predict a 40,000-

simulation grid (4 million sets) in approximately 4 – 5 minutes. The DNN surrogate network 

can predict a 100-wavelength point simulation in approximately 6 ms, representing a 4 to 6 

order of magnitude speed increase compared to using the FDTD solver for the same task. 

Considering the demonstrated accuracy of the network across a library of materials, this 

method is highly effective in substantially reducing the need for complex optical solvers to 

estimate spectral optical properties across a large material library. As previously 

demonstrated, once the model has a connection to the physics of the problem, very few 

simulations are required to “calibrate” the model to new materials. Our DNN surrogate only 

requires an average of 5 – 20 FDTD simulations to be included in training per material to 

bring the prediction error for that material to near to the rest of the dataset.  
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The core advantage of the surrogate network compared to FDTD simulations – speed 

– is leveraged in this work to build a comprehensive dataset for training an inverse solver 

that aims to address key challenges in design optimization. In our previous publications, we 

addressed optimization using a thermal figure of merit and a “brute force” search 

optimization method. That is, we designed an objective function to describe a desired 

spectrum and use the FDTD or surrogate optical output to solve the thermal equations and 

then use the objective function to determine which spectrum most optimally matches the 

input. This method, clearly, is incredibly slow and cumbersome. Using a neural network to 

perform the inverse task – much like the forward solving network – is orders of magnitude 

faster than this approach. The speed difference relies on the fact that the inverse neural 

network can learn the pattern between the optical properties and material/geometric 

properties, and directly take in a spectrum and output a material/geometry that suits it. 

Rather than a roundabout methodology that relies on identifying the best spectrum using 

grids of surrogate generated data across multiple materials, the inverse network trains on 

those grids and provides a user with a nearly instantaneous output to a selected spectrum.  

This method also opens the door to non-intuitive solutions as we can potentially identify new 

materials that are not in the material library.  

Determining the appropriate surrogate method to generate the training data for the 

inverse data is an important consideration in the design of the aggregate system. Ultimately, 

due to the large grids of data used to generate the training data and the training/retraining 

process, the inverse network necessitates a fast surrogate. The DNN methodology, as 

compared to the CNN, is significantly faster in making predictions and in training. When 

trained on the full dataset, the image-based approach can require hundreds of hours to train 
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using our computational resources. Comparatively, the DNN can train on the entire dataset 

in approximately 25 – 50 hours. Additionally, the prediction time is significantly longer for 

the CDNN, making the generation of simulation data to train the inverse network far less 

efficient. While the CDNN method is more accurate, the incremental accuracy increase we 

observe does not justify the time cost in this case. We could reduce the size of the images 

used by the CDNN to speed up the network training and prediction times, but then we would 

lose spatial resolution and have to eliminate a greater quantity of simulations from 

consideration.  The efficacy of the CDNN will be more apparent in future work that relies on 

more complex structures. The images used as an input are not specifically bound to a single 

geometry, and a CDNN surrogate could be constructed that solves the optical properties of 

different geometries or even abstract shapes. This could also include multiple geometries, 

hierarchies, or even structures that include multiple materials such as coated structures or 

composite structures. In addition to these options, a CDNN could be also converted into a 

tandem inverse solver with a generative network. Ultimately, while the micropyramid 

geometry we show in the present work is relatively simple and does not necessitate the 

image-based surrogate to train the inverse network, potential future options for complex 

inverse neural networks based on an “image derived mesh” are boundless.  

The primary strength of the inverse neural network design – its ability to generate a 

unique set of spectral material properties – leads to significant design and implementation 

challenges. A core concern in the design of the network is determining how to balance a 

desire to remain physically bounded while also enabling the model to find ways to 

extrapolate in new and unique ways. A simple approach would have been to simply one-hot 

encode material classifications, thereby eliminating non-physical material outputs. This 
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approach is undesirable as it not only eliminates the ability to extrapolate new materials, but 

it also significantly reduces the ability to explore different materials in post-processing. As 

demonstrated, the model generated material properties can outperform the materials in the 

library. As the scope of the surrogate and inverse network continue to expand, more 

materials are added, and more simulations are performed, we expect that the inverse 

network will not only increasingly outperform existing materials but could be used to 

identify “effective” refractive indices and reverse engineer material combinations that match 

it. These strengths are lost with rigid material classification, and to maintain a robust solver 

we designed the network to accommodate material outputs that are only bounded by the 

arbitrary list of materials used to generate the training data.  

The design choice to allow the network to choose discrete material properties – as 

opposed to classification – does lead to significant challenges and necessitated design 

compromises. Early iterations of the inverse network design utilized a single DNN with a 

single vector (400 x 1) input, but we found that the output would often be non-physical or 

unrealistic. Thus, to ground the model from pure abstraction of material properties, we 

implemented a sequential method utilizing an RNN to ensure that the model could learn the 

forward and backward relationships of the material properties. This enables the model to 

have a certain level of physical insight into how materials usually look, so that when it 

generates the output the output should resemble, but hopefully surpass, the performance of 

microstructure made of the “best-match” material in the library. Additionally, our network’s 

early construction only considered the emissivity as an input. Over subsequent model 

iterations, however, we found that the inclusion of the two parameters that determine the 

emissivity – the reflectivity and transmission – enabled not only more control for the user, 
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but also additional reinforcement in the model’s ability to abstract physical relationships 

between the material properties and input spectrum.  

An important consideration is the impact that geometry has on the optical properties 

and thereby the thermal performance compared to an untextured surface. The materials 

generated and identified through the neural network process conform to physical intuition 

for each of the test inputs. While this intuition may be sufficient for a material search 

algorithm, the application of optimized texture further enhances absorption and improves 

the thermal and optical outcome for a system. This is particularly true for the Ideal heating 

input shown in Figure 3(a), where optimal texturing leads to a surface that can absorb over 

98% of incident solar radiation, compared to approximately 15% when the surface is 

untextured. While untextured (completely smooth) graphite of < 100 um thickness has an 

emission efficiency of ~ 33.5%, ML identified optimal texturing increases the emission 

efficiency to ~ 99.6%.  Texture has a more minimal impact on Si3N4, raising the emission 

efficiency from ~ 75.6% to 99.9%.  

Figure 5-6 Comparing untextured materials to the optimized counterparts. The absorption 

value is computed as the amount of solar radiation absorbed compared to the maximum solar 

radiation available. For both the ideal cooling and unity case, the emissivity is computed as ratio 

of the surface emission vs the maximum emission.  
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Absorption  
Efficiency 

Emission 
Efficiency 

Power  
Absorbed 

Power  
Emitted 

Emissivity Deviation  
from Input (MSE) 

Flat      
Graphite 0.8176 0.3356 817 93.57 0.3658 
Li  0.1438 0.0161 144 4.5 0.1256 
Si3N4 0.3069 0.7557 307 210.7 0.092 

      
Textured      
Graphite 0.9999 0.9943 1000 277.3 6.62E-05 
Li  0.964 0.0225 964 6.26 0.0155 
Si3N4 0.425 0.9969 425 277.98 0.0656 
 

Table 5-3  Comparing untextured materials to the optimized texturing demonstrated in 
the main text. Texturing has a significant impact in some cases, but the transformation is 
most apparent in the case of the reflective metal turned into a solar absorbing material (Li). 
Power is presented in terms of W/m^2.  

 

Several key issues arise from the selected network design. The first is in identifying 

and subsequently correcting any mistakes made by the inverse neural network. Due to the 

open-ended design of the material outputs and the large variability in the inputs, it is very 

easy for a user to specify a non-physical input that can result in the network making a valid 

approximation for much of the broadband spectrum but missing a key narrow portion of the 

spectrum. This is particularly apparent in the narrowband case shown in Figure 4 where a 

large broadband wavelength input is used in conjunction with a non-physically intuitive 

spectrum for a single material microsystem. This design challenge necessitated switching 

from only broadband wavelength inputs (0.3 – 16 um) in the training data to randomizing 

the wavelength/material vector passed into the surrogate. Still, results still demonstrate that 

the model will attempt to solve the problem but of course cannot correct a user’s input. It 
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should be acknowledged that the network is trained using physically bounded and 

sequential results, so abstracting a solution for what could be a non-physical desired 

spectrum should not be expected to have a high degree of accuracy. A second related 

challenge comes from the material data pathways and generation methods. The FDTD 

method relies on curve-fit data based on experimentally sampled measurements. Our 

network builds a cubic-spline fit model based on FDTD generated material data. When we 

want to simulate the neural network generated material properties, we need to pass it into 

FDTD in the same way physical measurements would be. This can lead to some fundamental 

challenges in curve-fitting and automation, as the FDTD curve fit for ML generated data may 

be completely incorrect and require manual intervention. This process also limits our 

options to use ML generated data in the aggregated system training loop. If the actual 

properties deviate from the inputs, incorporating the data could lead to significant 

prediction inaccuracies. For future modelling efforts with more advanced systems and multi-

material composites, very careful interpretation and interpolation of material properties will 

be required to properly represent and predict new materials.  

Another challenge is to constrain the output based on user set limits. Potentially 

applicable constraints are plentiful, but for this work we focused on constraining the aspect 

ratio as it is a crucial element in determining the manufacturability and scalability of a 

microstructure. We presented a solution to both key issues by introducing a post-processing 

module. This module is not a neural network, and it operates outside of the “black box” of 

neural network design and can be more easily adjusted to account for real scenarios using 

the optimal output provided by the inverse network. An apparent shortcoming to neural 

network design is in understanding the ever-increasing complexity of non-linear abstraction 
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that occurs inside of the “black-box” of the hidden layers. While we could introduce 

limitations on the network, add new variables, etc., to account for the constraints, this may 

not only reduce the robustness of the architecture but also could make it difficult to 

supplement or adjust the solution with physical insight.  

In effect, the post-processing module takes the role of a both an adversarial 

checkpoint as well as a local-minimum optimization method. If the imposed constraints are 

violated, the post-processing module infers new solutions and determines which of these are 

most optimal. Of course, this method could be used in the same “brute-force” manner that 

we utilized in previous publications[116], [146], [164] to determine a local minimum 

optimal solution from the surrogate, particularly if it was combined with a gradient-descent 

optimization method. However, this has the same issues as the previous approaches in that 

the result is not only likely to be a local minimum, but that we would be required to repeat 

the process for every material in the library. The aggregated system is designed to leverage 

all the modules to automatically learn and correct the networks if an incorrect prediction is 

made by either the surrogate or inverse network. By generating new solutions, simulating 

them, and then comparing and simulation results to the surrogate results and desired input, 

a decision can be automatically made to include the simulation data in a subsequent loop of 

data generation and model training. This process is directly transferable to any microsystem 

design, and for more advanced iterations that include additional limiting parameters such as 

temperature dependence and temperature dependent material properties. The unbounded 

nature of the entire loop also unlocks unique perspectives and solutions that would 

otherwise be infeasible.  
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5.5 Conclusion 

We have demonstrated a platform that can output discrete and unique material and 

geometric properties that will lead to an input optical spectrum. The models are not rigidly 

constrained by material classification, and the network can be used to identify the material 

properties that would best solve the problem. The inverse solver enables the design of a 

material search algorithm that can identify what materials are best suited to match a desired 

optical response based on user set constraints. Furthermore, the inverse network input is 

not limited to a preset input wavelength vector, enabling the dynamic exploration of narrow 

band and limited wavelength solutions in addition to more traditional broadband inverse 

optimization. As a part of the platform, the exhibited post-processing method takes the 

output of the inverse neural network, removes it from the black box of neural network 

processing, and allows for adjustments to the neural network output based on set 

constraints. The post-processing section also serves as an adversarial node to the combined 

system, connecting to the FDTD simulation source and introducing targeted simulation data 

to improve the neural network in subsequent generations. While we only use the deep-

neural network derived surrogate solver as a part of this process, the image-based method 

we developed could play a pivotal role in future iterations of inverse design networks for 

more complicated microstructures or multi-material systems that cannot be simply 

represented in a deep-neural network. Our methodology not only effectively replaces FDTD 

simulations for micropyramids, but it also enables near instantaneous inverse-design and 

optimization, allowing for near instantaneous complex and comprehensive design 

optimizations.  

  



 
 

129 
 

Chapter 6 – Nanometer-Thick Nickel Coatings for Increased Infrared 
Emission 
 

The anti-reflective properties induced by texturing the semiconductor surfaces based 

on the well-known semiconductor processing have been extensively investigated and widely 

applied for solar cell applications[27], [168], [169], where the textured Si, or black Si[24], 

[25], has demonstrated excellent anti-reflective performance. Similar textures can be 

patterned[170] into metals[16], [37], or polymers[38] to engineer the optical and thermal 

response for different wavelength spectra. Combining anti-reflective textured surfaces with 

a coating material – forming a “core-shell” structure – has been exhibited to significantly 

enhance the absorption characteristics[47] by means of plasmonic resonance[171], [172] 

and the introduction of new optical modes[173] including Fabry-Perot resonance similar to 

that of a resonant chamber[174]. More recently, the combination of a metal coating with 

textured Si has been shown to significantly improve visible (VIS)/near-infrared (NIR) light 

absorption[165], [175].  

The ability to engineer the absorption of light is fundamental to systems that depend 

on the absorption or emission of thermal radiation from the exposed surface. The optical 

properties of micro and nano-textured silicon, however, cannot be modified much by texture 

alone beyond the visible wavelength spectrum due to material properties of silicon in the 

infrared wavelengths. While some studies have shown that Si nanowire texturing can have 

an impact on infrared transmission[41], [45], the infrared transmission drop can be both 

small and difficult to precisely control. Silicon micropyramids with additional hierarchy[45] 
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and coatings[34], [165], [175]–[177] have also been shown to enhance anti-reflective 

behavior, but the enhancement is confined to the visible to near-infrared  spectrums.  

To design effective thermal management solutions for beyond-solar and high-

temperature applications such as thermophotovoltaics (TPVs)[7] and high-temperature 

cooling systems, the engineered surface must be tunable across the mid-infrared (MIR) 

spectrum as well as the VIS-NIR specturms[116].  Nickel nanopyramids can be used to 

enhance the absorption profile in the VIS/NIR but the metallic texture has a negligible impact 

on the mid-infrared optical properties of the surface[16], wavelengths that are essential for 

applications such as radiative cooling[38], thermal management[116], TPVs[7], and 

microbolometers[178]. Au coated Si micropyramid textures have been shown to enhance 

the absorption of photons up to the near-infrared[165], but the optical properties of Au are 

not conducive to enhancing the MIR optical properties, and thus Au coatings cannot offer the 

tunability required for most thermal applications.  

In this chapter, computational and experimental findings of wet-etched silicon wafers 

that have been coated with a nanoscale layer of nickel are shown. We first explore the optical 

tunability and rationale of nanometer thick nickel coated micropyramids using 3D Finite-

Difference Time Domain (FDTD) simulations. We then subsequently show our fabrication 

process, relying on potassium hydroxide (KOH) etching and metal-assisted chemical etching 

(MACE) processes to fabricate our microtextured and nanotextured surfaces. Finally, we 

demonstrate the infrared enhancement and optical tunability that is possible by combining 

nanoscale thick layers of Ni on microtextured (M-Si) and nanotextured micropyramid (N-M-

Si) silicon. Optical measurements establish that the combination of the nano-layer of nickel 
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with the silicon texture enables an absorptivity of 0.6 to 0.7 in the MIR for 20nm nickel coated 

on the nanotextured micropyramid silicon.  

6.2 Effects of Nano and Microtexturing in Si combined with a metal coating 

Figure 6-1 – (a) Schematic visualizing FDTD unit cell. We assume periodic boundary 

conditions to simplify the simulations.  We use (L, W, h) = (6, 6, 4.8) um with a 50 um Silicon 

substrate for our simulated unit cell. (b) Simulated Average Emissivity vs the Ni coating 

thickness for Ni coated micropyramid textured Si, the value plotted is the average 

emissivity (∫𝜖𝜖(𝜆𝜆)𝑑𝑑𝑑𝑑 
Δ𝜆𝜆

) from 2.4 – 16 um as computed by FDTD, where λ is the wavelength and 

ε is a function of the wavelength.(c-e) Comparison of FDTD Simulations for 20 nm (solid 

line) and 100 nm (dashed line) coated M-Si and N-M-Si. 
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 The texture proposed is represented schematically in Figure 6-1(a). We perform 

simulations using the periodic unit cell visualized in Figure 6-1(a) in Lumerical’s 

commercially available FDTD. Details on the simulation domain and process are found in 

previous chapters. A key assumption made in the simulations is that the random and 

aperiodic topography generated by the chemical etching process(es) can be simplified to a 

singular periodic unit cell in simulation. This simplification is justified by comparing large 

domain periodic simulations to a single pyramid unit cell as described previously. 

Additionally, a limitation is that our simulations are in 3D, so we can only simulate a limited 

thickness of the silicon substrate. This will lead to a deviation in the transmission of the 

sample from the measured transmissivity[45]. While the assumptions will lead to deviations 

in the magnitude of the simulated optical properties when compared to the measured 

properties, the trends observed with respect to the nickel thickness are consistent with 

experimental results. 

Based on our simulations, we exhibit in Figure 6-1(b) that there is a convex 

relationship between the thickness of the nanoscale nickel coating and the average infrared 

emissivity. The average emissivity is computed from simulations over the wavelength of λ = 

2.4 - 16 μm assuming Kirchhoff’s law is valid; that is, that the emissivity and absorptivity are 

interchangeable and α = ε = 1 – R – T. Due to the near zero extinction coefficient of Si in the 

infrared[69], transmission dominates the optical response of uncoated M-Si, resulting in an 

average IR emissivity of 0.11. By introducing a nickel coating transmission through the 

texture’s surface is significantly reduced, leading to an increase in the predicted absorption. 

The increase in the average IR emissivity continues until an inflection point near a nickel 

thickness of 15 nm. Beyond a thickness of 15 nm, the average emissivity is predicted to 
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decrease with the nickel thickness. This behavior is the result of an interplay between the 

thickness of the metallic layer and the semi-conductor substrate. For nickel coatings less 

than ~ 100 nm, there is a significant degree of partial electromagnetic penetration through 

the coating. The partial penetration of the radiation is combined with the geometrically 

induced anti-reflective properties of micropyramids, and results in additional optical modes 

beyond antireflective behavior. This simultaneously reduces both reflection and 

transmission and leads to an increase in absorption.  

Detailed electromagnetic field visualizations comparing microtextured silicon with 

20 nm and 100 nm nickel coatings are shown Figure 6-2. Primarily, from Figure 6-2(a,c) it is 

evident that the 20 nm of Ni allows  for a significant amount of the incident radiation to enter 

the micropryamid texture. This is opposed to the results from Figure 6-2(b,d) which show 

that 100 nm of Ni are effectively enough to deny most of the electromagnetic transmission 

through the texture. Comparing Figure 6-2(c) and 6-2(d), the intensity of the 

electromagnetic field is 2 – 3 orders less for the 100 nm Ni coated Si micropyramid when 

compared to the 20 nm Ni coated Si micropyramid. The effect of the partial transmission is 

to enable internal refraction and reflection of the electromagnetic field which leads to the 

demonstrated increase in the infrared absorption. The transmission into the 20nm M-Si 

continues throughout the infrared and matches the predicted increased absorption in this 

spectrum.  

Additionally, we observe that for a coating thickness greater than 100 nm, the optical 

properties resemble the optical properties of pure nickel micropyramids, indicating that 

fabricating completely metal micropyramids might not be necessary to achieve the same 
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optical properties. We can also conclude that coating additional material beyond 100 nm will 

not have a significant impact on the optical properties.  
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Figure 6-2 (a) Cross-sectional view of Micropyramid Si (M-Si) with 20 nm of Ni and (b) M-Si 

with 100 nm of Ni with a linear scale for the electric field (V/m). (c) M-Si + 20 nm Ni and (d) M-

Si + 100 nm Ni are plotted with a log-scale (V/m). The animation depicts the electric field from λ 

= 1 – 10 um. The electric field permeates the M-Si with 20 nm of nickel due to partial transmission 

through the Ni coating, and the electromagnetic interactions inside the pyramid lead to a 

significant increase in the absorption throughout the infrared spectrum.  
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To understand how additional nanotexture might influence the optical properties of 

the coated micropyramids, we compare simulations of the M-Si and N-M-Si in Figure 6-1(c-

e) for nickel coatings of 20 nm and 100 nm. The results indicate that additional nanoscale 

texturing can result in further emissivity enhancements in the infrared and significant 

tunability of the infrared optical properties. We model the nanotexture as periodic 

conformally coated cylindrical nanowires, so it is expected that the highly random and 

clustered nature of the textured hierarchy leads to significantly higher anti-reflective 

behavior than the model’s prediction. 

6.3 Experimental Process 

6.3.1 Sample Fabrication 

 The micropyramid textured Si samples were prepared with an alkaline wet etching 

process and fabricate the nanotextured Si samples by subjecting the micropyramid textured 

Figure 6-3 Schematic of major fabrication steps for micropyramids (M-Si) and nanotextured 
micropyramids (N-M-Si). A KOH wet etching process is used to develop the M-Si surfaces, and an 
additional Metal Assisted Chemical Etching process is used to generate the additional nanotexture 
on the M-Si. The nickel coating is applied to the surface with electron-beam deposition.  
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Si to an additional metal-assisted chemical etching process[52], [179], depicted in Figure 6-

3. Electron beam deposition was used to coat the textured silicon surfaces with a nanoscale 

layer of Ni. The electron beam deposition was performed at low deposition rates to ensure 

the film quality.  The deposition was performed at low deposition rates to ensure both the 

film quality and to minimize deposition temperature. The entire process is visualized in 

Figure 6-3. Specifically, the micro textures (i.e., randomly distributed micro pyramidal 

structures) were etched in an etchant composed of 3 wt% KOH, 10 vol% Isopropyl alcohol, 

and 500 ml deionized water at 70 °C for 60 minutes. As observed in Figure 6-4(a-d) the 

resulting aperiodic micropyramids have a base span that ranges from 2 to 14 um, with a 

height that is dependent upon the base length. The pyramids have a process determined 

fixed base angle of 54.7°. To pattern additional nanotexturing, the micropyramid textured Si 

was etched in hydrofluoric acid/AgNO3/DI water solution for 6 minutes at room 

temperature. Subsequently, the nano-textured micropryamid sample was transferred to 

Nitric acid to remove the Ag particle residual. The micro- and nano-textured micropyramid 

Si samples were then coated with 20 nm and 100 nm Nickel via electron beam deposition. 

The nickel deposition was performed using a Temescal CV-8 E-beam evaporator using a 

previously developed recipe[180], [181]. We coated Ni at a deposition rate of 0.4-0.8 

angstrom/s. For the first 10 nm, the deposition rate was kept at 0.4 angstrom/s, and beyond 

the first 10 nm it was kept at a rate of 0.8 angstrom/s. The low deposition rate ensures that 

the deposition power required is low and the resulting joule heating radiated from the 

source to the sample in the vacuum chamber is well controlled, the measured temperature 

during the deposition never exceeded 50 °C. A coating thickness of 20 nm is selected to 

approach the maximum predicted infrared enhancement while avoiding the sharp slope of 
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the curve to the left of the inflection point seen in Figure 6-1(b). Our simulation assumptions 

could also potentially influence the inflection point, so the thickness is selected close to but 

not at the simulation predicted inflection point. The SEM images in Figure 6-4a and Figure 

6-4c show the micropyramid texture silicon and nanotextured micropyramid Si surface 

respectively. The random nature of the textured silicon fabrication process results in an 

aperiodic surface texture, with the base span (L) ranging from ~ 2 to 14 um in length. The 

KOH etching process etches preferentially, resulting in a pyramid with a base angle that is 

54.7° from the substrate and 35.26° from the normal[182], leading to a fixed micropryamid 

aspect ratio (h/L) of ~ 0.8.  
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Figure 6-4 SEM Images of the fabricated (a) silicon micropyramids, (b) titled view of the 
micropyramids, (c) nano-textured silicon micropyramids, (d) cross-sectional view of the 
nanotextured micropyramids, (e) nickel coated nano-textured silicon micropyramids, and (f) 
cross-sectional view of the nickel coated nanotextured micropyramids. Our surfaces are over 99% 
covered with aperiodically arranged micropyramids, and the average base size of the pyramids 
ranges from 2 to 14 um. The base angle is process dependent at 54.7°, which results in fixed 
aspect ratio (height/base) and thereby a height that is dependent upon the base length 
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6.3.2 Sample Optical Characterization 

The optical properties of textured and Ni-coated textured Si samples were characterized by 

measuring the diffuse reflectivity (R) and transmittivity (T) spectra, based on which we 

deduced the emissivity (ε = 1 - R - T), where we assume Kirchhoff’s law holds and the 

emissivity and absorptivity are interchangeable[183]. This assumption holds given a 

thermal equilibrium with the environment and that α + R + T = 1. Given our measurement 

conditions, the sample is in thermal equilibrium with the environment. While metallic 

gratings and micropyramids can be used to induce asymmetric scattering and nullify this 

assumption[184], our experimental and computational setup are not designed to induce or 

utilize non-reciprocal behavior. The reflectance spectra of the textured surfaces with and 

without Ni coating were measured in the visible (VIS, 0.4-2.4 µm) to near-infrared (IR, 2.4-

16 µm) and mid-IR wavelengths using the Jasco V-670 UV-VIS spectrophotometer coupled 

with a 60 mm integrating sphere and Nicolet 6700 Fourier-transform infrared spectrometer 

respectively. The sample surface was oriented normal to the light source. For the UV-VIS 

measurement, the diffuse reflectivity and transmissivity measurements are calibrated with 

a standard white body. For the measurement of diffuse transmissivity, the samples were 

placed on the front port of the spectrometer allowing all transmitted light to reach the 

detector. The optical measurements have an inherent uncertainty of ±0.003 for the 

properties ranging from 0 to 1 and the wavelength uncertainty of the spectrometers is ±0.3 

nm at a standard room temperature of 25 °C. 
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6.3.3 Simulation Approach – Single vs Multi-unit Cell Simulations 

A key assumption that is made in the simulation work is that the randomly arranged non-

periodic Si microstructures can be presented with a periodic unit cell. To validate this 

assumption, a much larger domain consisting of many overlapping pyramids is simulated 

and the results are compared to the unit cell approach. In Figure 6-5, we plot a comparison 

between micropyramid silicon (M-Si) with 20 nm of Ni as a conformal coating for the single 

pyramid and multiple pyramid unit cells. Whereas the simulation results shown in the 

manuscript are based on a singular pyramid with a base span (xspan) of 5 um and a height of 

4 um (aspect ratio = 0.8, xspan2 = 25 um2), the “large-domain” simulations encapsulate a 20 x 

20 um space (400 um2), as visualized in Figure 6-5 (a). Each pyramid within the space is fixed 

Figure 6-5 (a) Simulation domain of the multi-pyramid simulations. Pyramids are overlap and 

have a base span ranging from 2 – 10 μm. All pyramids are fixed to an aspect ratio of 0.8. (b) 

Comparison of periodic single and multiple pyramid simulations and experimental micropyramid 

silicon (M-Si) with 20 nm of nickel coating. (c) Comparison of single pyramid, multi-pyramid, 

and experimental M-Si with a 100 nm nickel coating. While there are observed differences 

between the spectrums, with the randomly distributed large scale micropyramid simulations 

aligning more closely with the experimental results, there is not a significant variation.  
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to an aspect ratio of 0.8, but the xspan is fluctuated. Additionally, the pyramids overlap to 

mimic experimental conditions. Identical to the single pyramid simulations, we assume that 

there is a conformal layer of nickel across each pyramid. In total, there are 23 pyramids in 

the multi-pyramid large-domain simulation. While the computational results do not match 

up perfectly in magnitude with the experimental results, we can say that there is not a 

significant variation between the multiple pyramid and single pyramid simulation results. 

While both processes still utilize a “unit cell” and are not completely random in the same way 

a fabricated sample would be, it is evident that the simulation results are not very different 

when the simulation domain is expanded to more properly reflect the experimental 

conditions. Thus, while neither simulation perfectly represents the experimental conditions, 

the extra computational time demanded by the much larger simulation is not necessary as 

the single pyramid unit cell is a sufficient approximation of the optical properties.  

In Figure 6-6, the effect of the micropyramid base dimension on the optical properties for 

the single pyramid unit cell approach is shown. While there are variations in the predicted 

emissivity, the infrared spectrum averaged value is approximately equivalent. We note that 

the larger pyramids have a more noticeable impact on optical properties in the 8 – 16 um 

wavelengths.  The results shown align with those seen in the single pyramid vs. multi-

pyramid results shown in Figure 6-5(b).  
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Figure 6-6 FDTD Simulations comparing the role of pyramid base size (X) on the optical 

properties. While there are variations, particularly in the 8 – 16 um region, the results are 

generally equivalent. For the highest degree of accuracy, large multi-pyramid simulations 

like those shown in Figure 7-4 (a) should be used. This approach, however, is effective in 

predicting both the trend and does not differ substantially in magnitude from the multi-

pyramid approach. 
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6.3.4 Nickel Interface and Material Characterization  

Given the relative size of our conformal coating layer (20 – 100 nm) to the pyramidal 

texturing, the interface can play a substantial role in determining the optical properties. The 

precise role of the interface is unknown in the current study. More study is required to 

understand the interactions between the interface and the matter light interactions at the 

surface of the additional nanotexturing. An additional potential complication would be the 

formation of a nickel silicide at the interface between the metallic coating and the silicon 

texture. While we cannot be guaranteed that nickel silicide(s) are not present at the interface 

without more study, we are confident based on our process conditions and X-ray diffraction 

(XRD) characterization that there are no silicides at the interface. Our deposition process 

occurs at a low temperature (< 50 °C) due to the process conditions used in deposition. This 

is which is substantially lower than previously studied formation temperatures of silicide, 

which are known to be induced by high temperature fabrication (350 °C or higher) 

processes[185]. To provide further evidence that silicide formation has not occurred at the 

interface, we perform parallel-beam XRD to study the measured peaks and compare them to 

known nickel and nickel silicide patterns. We perform these measurements on the 

untextured silicon sample with a 20 nm layer of nickel. Based on the findings shown in Figure 

6-7, we are highly confident that our deposition process has not resulted in the formation of 

silicide at the interface.  
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Figure 6-7 Parallel beam XRD measurements for the untextured (bare) Si with a 20nm of Ni 

coating. The peaks for Ni (PDF: 01-071-4655), Ni3Si (PDF: 01-072-2549), and Ni2Si (PDF: 

00-050-0779) are shown for reference. Based on the location and intensity of the observed 

peaks, and the absence of notable peaks expected from silicides in other locations, we are 

confident that a nickel silicide has not formed in the sample. More study, however, will be 

required to definitively understand the role of the interface in determining the measured 

optical properties. 
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6.4 Experimental Measurements and Results 

The optical properties of textured and Ni-coated textured Si samples are 

characterized by measuring the diffuse reflectivity (R) and transmittivity (T) spectra using 

UV-Vis and FTIR spectroscopy.  We deduce the emissivity (ε = 1 - R - T) from these 

measurements assuming Kirchhoff’s law holds and the emissivity and absorptivity are 

interchangeable[183]. This equation assumes that the surface is in thermal equilibrium with 

the environment, which is valid for the spectroscopic measurement conditions. Figure 6-8 

shows the reflectivity, transmissivity, and the calculated emissivity for untextured Si and Si 

textured with micropyramids and nanotextured micropyramids. In Figure 6-8(a-c) uncoated 

and untextured Si are plotted for reference. In the VIS to near-IR wavelength, compared to 

bare Si, strong anti-reflective behavior can be observed for micropyramid textured Si (Figure 

6-8 (d)), nanotextured micropyramid textured Si (Figure 6-8 (g)) which has been well 

understood and documented in the literature[41], [173]. The optical properties from 400 nm 

to 1100nm are plotted in more detail in Figure 6-9. In the mid-IR range, the reflectivity of M-

Si and N-M-Si is lower than the bare Si towards longer wavelength, and the difference 

between the two spectra gradually vanishes because the nanowires are overlooked by 

longer-wavelength light. We observe slight antireflective behavior in the M-Si and N-M-Si 

uncoated samples near λ = 8 μm, potentially corresponding to the average measured base 

span of the micropyramid texture. Measured spectral properties of fabricated Si NWs in the 

same wavelength ranges and are shown in Figure 6-10.  

The nanotextured micropyramid silicon achieves higher emissivity and lower 

transmission between 0.4 to 6 µm, which, as has been previously explained in the literature, 

is due to enhanced coupling of light into the Si substrate by broadening the k-vector that light 
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is scattered[41], [45]. Due to the missing nanostructures in M-Si and dominant in-plane light 

scattering, M-Si achieves a slightly lower transmissivity than bare Si. Interestingly, for N-M-

Si, the transmissivity is slightly higher than that of M-Si up to 6 µm and then drops 

significantly possibly due to the presence of nanowires beyond 6 µm, which is consistent 

with the trend observed for Si NWs[41]. As a result, the mid-IR emissivity of N-M-Si is the 

highest, reaching 0.6 between 8 to 16 µm, whereas those of M-Si, Si NWs, and bare Si 

decrease across the same wavelengths.  

As discussed, Si micropyramid texturing has a small impact on the MIR and NIR 

optical properties due to mid-IR transmission of Si. We improve this aspect by adding a thin 

metallic coating on the top surface of the textured silicon. Using a previously developed deep-

neural network, we search a catalog of materials to identify metals that are best suited for 

enhancing the light absorption of the surface. Predicted thermal and optical performance for 

a catalog of materials generated by a neural network and details on the process discussed in 

previous chapters. Balancing practicality of deposition and application with material 

performance, we select nickel as the coating material. In Figure 6-8(d-f), we present the 

reflectivity, transmissivity, and the deduced emissivity of 20 and 100 nm Ni-coated M-Si 

compared to the uncoated M-Si.  

While many metals could be suitable for enhancing the infrared absorption 

properties, nickel has a relatively shallow increase in the refractive index with increasing 

wavelength[69]. Metals with high extinction coefficients in the infrared, such as Au, Ag, Pt, 

etc., are predicted to be not as effective with a significantly reduced tunability. Based on our 

findings, we expect that other metals can be used to induce similar or unique absorption 
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characteristics in the MIR. For this work, we demonstrate the effectiveness of nickel coatings, 

but future work will reveal unique optical properties obtainable from combining nano and 

microtextured silicon with different metal coatings.  

  

Figure 6-8  Measured optical properties over the VIS-NIR (0.4 – 2.4 μm) and Infrared (2.4-16 μm) 
regions measured by UV-VIS and FTIR spectroscopy respectively.  (a – c) Measured optical 
properties of untextured Si with no Ni coating, 20 nm Ni, and 100 nm Ni. (d – f) Measured optical 
properties of micropyramid (M-Si) textures with no Ni coating, 20 nm Ni and 100 nm Ni. (g – i) 
Optical properties of nanotextured micropyramid (N-M-Si) with no Ni, 20 nm Ni, and 100 nm Ni.  
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a) b) c) 

Figure 6-9 Measured UV-VIS and IR properties of untextured Si with no nickel coating, 20 nm of 

Ni, 100 nm of Ni, and Si with Si nanowires over the UV-Vis-NIR (0.4 – 2.4 μm) and Infrared (2.4-16 

μm). 

Figure 6-10 Measured Optical properties of untextured, M-Si, and N-M-Si surfaces in the Vis-

NIR region, measured from λ = 400 to 1100 nm. The results are in line with previous 

micropyramid Si references[24], [45], [52], and shows a substantial reduction in the reflectivity 

with the variation in texture. 
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 Based on transmissivities shown in Figure 6-5(e), the most notable immediate effect 

of the Ni coating is a reduction of the infrared transmission. Such a notable change is more 

obvious by comparing with the N-M-Si plotted in Figure 6-5(h). Spectral transmissivity is 

reduced to near zero in both cases. Next, for the reflectivity, we observe that Ni coated 

untextured Si and Ni coated M-Si yield higher reflectivity due to the high refractive index of 

Ni in mid-IR wavelengths. Interestingly, from 0.4 to 12 µm, 20 nm Ni-coated N-M-Si achieves 

a lower reflectivity than N-M-Si, indicating a combined effect of anti-reflective properties 

induced by nanowires and the high extinction coefficient of Ni in the wavelength range. 

Increasing the amount of Ni within the texture leads to an increase in the effective 

permittivity of the surface, resulting in reduced absorption at coating thicknesses beyond 

the inflection point, as seen in the 100 nm N-M-Si coated sample. The  

*Visible Reflectivity is an integrated average over 0.4 – 0.7 um wavelengths 
**Solar reflectivity is an integrated average over 0.4 – 2.4 um wavelengths. 
***Infrared properties an integrated average over 2.4 – 16 um wavelengths.  
 

Substrate 
Nickel 
Coating 

Visible* 
Reflectivity Solar** 

Reflectivity 
Infrared** 
Reflectivity 

Infrared** 
Transmissivit
y                     

Infrared** 
Absorptivit
y              

Bare Si None 0.46 0.42 0.43 0.53 0.04 
Bare Si 20 nm 0.72 0.70 0.86 0.05 0.11 
Bare Si 100 nm 0.68 0.79 0.98 0.01 0.01 
M-Si None 0.15 0.30 0.35 0.44 0.21 
M-Si 20 nm 0.25 0.27 0.52 0.02 0.46 
M-Si 100 nm 0.29 0.50 0.91 0.02 0.07 
N-M-Si None 0.04 0.28 0.33 0.30 0.37 
N-M-Si 20 nm 0.06 0.10 0.23 0.11 0.66 
N-M-Si 100 nm 0.15 0.23 0.45 0.02 0.53 

Table 6-1 Summary of experimental findings shown from Figure 2 for bare, micropyramid 
textured silicon (M-Si) and nanotextured micropyramid silicon (N-M-Si). All values are 
computed using the equation, (∫𝑋𝑋(𝜆𝜆)𝑑𝑑𝜆𝜆 

Δ𝜆𝜆
), where X is the optical property (α, R, or T) and is a 

function of the wavelength. 
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precise inflection points for either M-Si or N-M-Si are not currently known. More study is 

required to further illuminate the inflection relationship for both textures. Beyond 12 µm, 

the longer-wavelength light increasingly ignores the nanotexture, leading to comparable 

reflectivity of 20 nm Ni-coated M-Si to N-M-Si.  

The advantage of the thin Ni coating compared to the textured Si is further shown by 

the measured emissivity spectra, where 20 nm N-M-Si has a measured emissivity between 

0.6 to 0.7 over the entire NIR to mid-IR wavelengths. As expected[41], [45], the uncoated 

nanotextured silicon achieves a much higher emissivity in the MIR compared to the uncoated 

micropyramid textured Si due to the introduction of new optical modes as a result of the 

disordered nanotexture. The nanotexture, however, has a negligible influence on the 

measured transmission from λ = 1-7 um, which leads to the average IR emissivity of the M-

Si + 20 nm Ni to be much higher than the uncoated nanotextured silicon. To counteract the 

MIR transmission, coating 20 nm of Ni on the nanotextured micropyramid silicon negates 

the majority of the transmission and thus enhances the emission across the NIR to MIR 

spectrum. Due to the interplay between the reflection and transmission at the surface, N-M-

Si + 20 nm Ni has an even higher emissivity in the MIR than the uncoated N-M-Si sample. 

Selected averaged optical values (∫𝑋𝑋(𝜆𝜆)𝑑𝑑𝑑𝑑 
Δ𝜆𝜆

) are shown in Table 7-1, summarizing the 

measurements shown in Figure 6-1 and 7-5, where X represents an optical property (α, R, T) 

that is a function of wavelength λ.  

6.5 Simulation Comparison to Experimental Results and Other Materials 

Comparing our FDTD predictions to our experimental results, while the M-Si and N-

M-Si + 20 nm Ni predictions are accurate, we have a significant deviation for the N-M-Si + 



 
 

152 
 

100 nm Ni. The predicted emissivity is substantially lower than the measured N-M-Si + 100 

nm Ni results, as seen in Figure 6-5(i) and Figure 6-5(e). Comparing Figure 6-8(g) to Figure 

6-1(c) our models do not predict the anti-reflective properties of the 100 nm coated N-M-Si 

accurately. The highly disordered and random nature of the fabricated nanotexture is 

expected to substantially reduce the reflectivity, and this texture is not captured in the 

nanotexture simulation. Additionally, the role of conformity of the nickel on the nickel optical 

properties is currently undetermined. More study will be required to understand the precise 

matter-light interactions at the surface of the metal coated nanotextured micropyramid. In 

Figure 6-11 and 6-12, we show the comparison of the predicted simulation values to those 

that are measured. The experimental values are shown in dashed lines and the predicted 

(FDTD) values are shown in the solid lines. The largest difference comes in Figure 6-11, for 

the N-M-Si 100 nm prediction, which varies dramatically from the prediction. As discussed 

in the text, this indicates that we have incorrect assumptions for our N-M-Si simulations, and 

more work is required to understand the precise mechanisms that lead to this enhancement. 
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The role of the conformal coating, interface, randomized texture, etc., need to be explored in 

more detail in future work.  

 

 

Figure 6-12 Comparison of measured and predicted optical properties for 100 nm of Ni on 

M-Si and N-M-Si over the infrared spectrum (2.4 to 16 um). Experimental results are shown 

as dashed lines, FDTD results as solid lines. 

 

 

Figure 6-11 Comparison of measured and predicted optical properties for 20 nm of Ni on 

M-Si and N-M-Si over the infrared spectrum (2.4 to 16 um). Experimental results are shown 

as dashed lines, FDTD results as solid lines. 
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Control over the optical penetration of electromagnetic radiation through the coating 

is what leads to the absorption increases we observe. Coating different metals onto the Si 

surface will have similar effects to those shown for a nickel coating on textured Si. One 

material that has already been studied as a coating material for micropyramids is Au[165], 

[175], but a significant advantage that Ni micropyramids have compared to Au coated Si 

micropyramids is that the refractive index of Au rises much more quickly than Ni. As a result, 

the spectral range in which the partial transmission phenomenon that drives the infrared 

absorption enhancement is much more confined. From simulations shown in the Figure 7-7 

and 7-8, we can expect that for equal thicknesses of Au and Ni, Ni coatings will have a much 

greater enhancement in the infrared regime. While both are effective in enhancing VIS-NIR 

absorption, Au coated micropyramids have significantly less control over the MIR properties. 

It should be possible to approximate the nickel coating’s IR absorptivity increase by 

decreasing the Au thickness to have a comparable penetration depth as 15 – 30 nm Ni. 

However, such a thin layer of gold (< 5 nm) would be highly susceptible to fabrication 

uncertainty as small changes in the layer composition have a large influence on the optical 

properties, much more so than the Ni coating. It should be noted that while neither of these 

structures matches the UV-VIS absorption observed in materials such as nanotextured 

carbon[186] or plasmonic black gold[187], micropyramid based designs offer significant 

spectral manipulation over multiple wavelength spectrums as a function of easily modified 

fabrication parameters. The enhancement in the infrared is critical for thermal applications 

at high temperatures as well as for MIR emission. Beyond Au and Ni, the partial transmission 

into the Si combined with the anti-reflective behavior of the micropyramid texturing means 
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that combinations of varying geometry, metal, and metal thickness could lead to uniquely 

designed combinations for a broad range of thermal and optical applications.  

 

  

Figure 6-13 Comparison of 20 and 100 nm coated M-Si with Au and Ni. Due to the refractive 

index of Au, Au does not demonstrate comparable tunability for the same thickness(es). It is 

estimated that to approach the same optical penetration depth and the same optical properties that 

M-Si + Ni coatings bring, the thickness of Au would need to be decreased significantly 



 
 

156 
 

 

6.6 Conclusion 

In conclusion, coating nano and microtextured silicon with a nanoscale thick layer of 

nickel has a significant impact on the infrared optical properties of the textured surface. The 

optical properties are a result of an interplay between the thin-metal coating and 

subwavelength features of the silicon nano and or microtexture. We show that control over 

the penetration depth by varying thickness of the coating leads to significant infrared 

absorption enhancement and a large degree of tunability in the optical properties. Coating 

Silicon micropyramids with a nanometer thick layer of nickel (20nm) enables new optical 

modes and the partial penetration of light results in a significant increase in average infrared 

absorption from 0.21 to 0.46. Thicker metal coatings deny nearly all transmission into the 

underlying texture, thereby reducing absorption. At 100 nm of Ni thickness, we establish that 

Figure 6-14 FDTD simulation comparison for 20 nm of Ni and 20 nm Au coated on a L = 5 um 

and h = 4 um micropyramid. Reflection plays a much larger role in the resulting optical 

properties, driving the effective emission down. This can be explained through the material 

properties of Au compared to Ni, as Au has a significantly higher extinction coefficient in the 

infrared region compared to Ni. 
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the structure effectively denies transmission, and the optical properties emulate those of a 

comparably sized microstructure made entirely of Ni. We demonstrate that the infrared 

absorption can be further increased by introducing additional nanoscale texture on the 

micropyramids. Compared to the uncoated nano-textured silicon micropyramids, we 

increase the average infrared emissivity from 0.37 to 0.66 and to 0.57 with a 20 and 100 nm 

of coating of Ni respectively. Beyond the optical measurements shown, the findings of this 

work should motivate the use of metal coatings on textured silicon for spectral emission and 

absorption control and provide insight into the design of complex thermal and optical 

selective emitters based on metal coatings for thermal applications such as high temperature 

cooling systems and TPV emitters.  
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Chapter 7 – Conclusions and Suggestions 

7.1 Dissertation Summary 

This dissertation has described and demonstrated the analysis, design, optimization, 

and implementation of microstructures for thermal radiation control via selective emission. 

The role of geometric and material properties and the connection between the fundamentals 

of electromagnetics and thermal radiative transport are explored (Ch. 2). Depending upon 

the material spectral properties, anti-reflective behaviour can be selectively induced and 

optimized by controlling the aspect ratio, thickness, and base dimensions of micropyramid 

texturing. The traditional microstructural optimization methods demonstrated, however, 

are slow and lead to limited use case optimizations so deep-learning methods utilizing deep 

neural networks (DNNs, Ch.3) and convolutional deep neural networks (CDNNs, Ch.4) were 

developed to replace traditional optical simulations in the optimization process. The 

surrogate deep neural network methods were shown to accurately mimic complex 

microstructural optical simulations for a fraction of the cost and across a library of materials 

not included in the training data. The surrogate networks are used to generate massive 

amounts of data for training a reverse network (Ch. 5), enabling rapid and precise 

microtexture optimization for a desired optical spectrum. The inverse network and 

surrogate network are linked into a tandem configuration and combined with traditional 

simulations to form a self-learning loop that can identify better identify optimum geometric 

and material combinations with each learning loop. Finally, we use the deep neural network 

method(s) to identify materials that are best suited to enhancing thermal regulation and 

experimentally demonstrate how microtexturing and hierarchical texturing can be utilized 



 
 

159 
 

to enhance broadband emission.  

 

7.2 Suggestions for Future Work 

7.1.1 Advanced Machine Learning Micropyramid Optimization and Optical Simulation 
Emulation  

The micropyramid optical analysis and subsequent deep-learning study have allowed 

us to thoroughly explore the thermal design space of micropyramids made of an array of 

materials. We have been able to examine the roles of fundamental physics and emulate 

optical simulations to provide synthetic simulation results that allow us to rapidly optimize 

micropyramids made of materials beyond the scope of those used in training our deep 

learning networks.  A large limitation with our current methodology, however, is that the 

architecture of our network confines us to a strict definition of micropyramid geometries. 

This led to the development of the convolutional method, a method that potentially is not 

bound by rigid geometric constraints. While the CDNN was shown to be effective in 

replicating optical simulations as a surrogate (Ch. 4), it’s design was still limited to a single 

periodic micropyramid. A potential – and highly intriguing study – is to take the developed 

convolutional neural network methods and broaden their scope to include additional 

geometries. This could also include different materials as coatings, materials inclusions, or 

embedded materials in widely varying geometries. The goal would be to develop a method 

that could potentially completely replace FDTD simulations in optimization as a broad-

purpose multi-geometry simulation tool. Further, this tool could be developed into an 

inverse solving generative platform[144], [188], [189], potentially enabling a user to pass in 

a desired spectrum and the output could be material and geometric information encoded in 

a unit cell that would satisfy the desired response.  



 
 

160 
 

 

Ultimately, a model like this could be used to predict thermal, optical, acoustic, etc., 

properties for an image of a simulation domain. Another beneficial inclusion would be 

adding high temperature optical property modelling to our simulations and model such that 

we can capture unique temperature dependent behavior. Our current architecture enables 

us to capture temperature dependent behavior by simply predicting the optical properties 

a.)  

 

i.)  

 

Figure 7-1 Demonstration of a machine vision network that can accurately predict the 

optical properties of multiple geometries. The same network is used to predict both a and b 

and the predictions have a mean-absolute error (MAE) of 0.025 when compared to the 

ground truth emissivity values. 
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for the adjusted optical properties. The changes in optical properties with temperature can 

be estimated using ballistic-phonon informed Drude formations. Some materials, such as 

Carbon, have strong variations in the refractive index as a function temperature, and 

modelling their high temperature behavior will enable our model to have an extra level of 

complexity and accuracy in predicting the optical properties for a wide range of thermal 

properties. Such formulations could add significant levels of complexity and possibilities to 

the neural network methods.  

7.1.2 Multifunctional Materials and Hierarchical Structures 

To demonstrate the computational results, we developed silicon wafer molds. While 

we coated these wafer molds in a nanometer thick metallic coating, the molds can also be 

used in a template stripping process. Previous studies have demonstrated the use of 

template stripping for the fabrication of micropyramids made of metals, polymers, 

dielectrics, etc. and we will use the wafers we fabricate as the foundation of fabricating 

advanced multifunctional materials patterned with micropyramids. As a basis for the 

template stripping process (Figure 7.2), we have fabricated and characterized several 

template silicon wafers. To fabricate these wafers, we use a potassium hydroxide (KOH) 

based etching method. This method etches the silicon along the (111) plane, etching along a 

~ 54-degree angle. We are currently fabricating wafers without using a mask, leading to 

“random” pyramid surface texturing. This would enable extensive studies of complex 

materials that may not be compatible with deposition, or in creating microtextures from 

dynamic and reconfigurable materials such as NiTi (Nitinol)[190]. Potential future studies 

could focus on patterning and controlling geometric properties of a surface in conjunction 
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with reconfigurable mechanical properties for passive thermal-mechanical regulation.  

 

 

 

 

Figure 7-2 Flow-chart demonstrate of the fabrication of the silicon wafer mold(s) and 

the subsequent template stripping process to fabricate layers inverse-textured with the 

pattern. 
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7.1.3 Vanadium Dioxide and Textured Micropyramids 

Vanadium dioxide – a phase change material with a transition temperature near 68 

°C – holds tremendous promise for use in thermal control systems[191]–[195]. Methods 

such as doping or strain control [196]–[199] can be used to reduce the transition 

temperature, opening more possibilities for passive thermal management systems enabled 

by the phase-change material. Optically speaking, in the pre-transition insulation state, the 

material is optically transparent thereby resembling a lossy material[200]. After transition, 

in the metallic phase, the material closely resembles a conductive material. By combining 

this behavior with the anti-reflective properties of micropyramids we can design a system 

a.) 

 

b.) 

 

c.) 

 

Figure 7-3 FDTD predictions for the metallic phase of 200 nm of Vanadium Dioxide on a 4 x 4 um 

micropyramid. (b) FDTD predictions for the same geometric configuration for the insulation phase. (c) The 

high emissivity shown in (b) for the UV-Vis regions of the micropyramids with vanadium dioxide leads to 

large heating from incident solar radiation. When the phase change occurs, the increase in thermal emission 

results from the increase in the emissivity in the IR.  
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that is strongly absorbing in the optical wavelengths below the transition temperature – thus 

absorbing thermal radiation and heating – and strongly emitting in the IR wavelengths above 

the temperature, cooling the surface.  

The predictions in Figure 7-3 show that vanadium dioxide can be used to fabricate 

dynamic and multifunctional cooling surfaces that could partially self-regulate temperature 

completely passively. We have studied the influence of the thickness of the vanadium dioxide 

layer on the silicon wafer and are exploring incorporating hierarchical texture as a means of 

controlling both the optical response and the transition temperature. Optical measurements 

from preliminary results have shown that we can reduce the reflectivity and increase the 

absorption significantly as a function of the micropyramids and that we have a slight change 

in the emissivity as a function of temperature. the simulations and analytical understanding 

of optical transmission indicate that the combination of a at least 200 nm of vanadium 

dioxide in conjunction with a high uniformity/periodic micropyramid silicon base template 

is highly effective at passively regulating temperature. With additional updates to fabrication 

methods and precision control over geometry and fabricated vanadium coatings, highly 

tunable and self-regulating surfaces could be achieved.  

7.1.4 Surrogate Neural Networks for Microspheres 

While micropyramids have been demonstrated as effective candidates for thermal 

management, there are physical limits to how much a single material can be engineered to 

manipulate light via micropyramid geometry. As previously seen, the refractive index of a 

material creates windows for manipulation but precise control over an optical response can 

sometimes necessitate the use of additional materials or hierarchical structures. As 
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discussed in Chapter 2, materials such as polymers benefit from the inclusion of 

micropyramids in the infrared by decreasing the already small quantity of reflected light to 

a near zero value. It was evident, however, that due to the refractive index of a material such 

as PDMS in the UV-VIS wavelengths no degree of geometry will lead to a decrease in the UV-

VIS transmission.  

The core design of a radiative cooling structure[18], [20] is the reflection of light in 

the UV-VIS-NIR (0.2 – 2.4 um), and near perfect emission of light in the infrared. Radiative 

cooling materials could lead to significant energy savings for buildings [201], [202] and 

improve spacecraft thermal regulation methods[203], [204]. There have been multiple 

demonstrations of perfect reflection in the UV-VIS-NIR via dielectric materials[57], [205]–

[207], metallic reflectors[208], or Bragg-reflectors[10], [209]. These structures, however, 

are often limited by expensive and sophisticated fabrication methods or suffer from gaps in 

spectral performance. An inexpensive and easily scalable solution for achieving broadband 

near-perfect solar reflectors is to use dielectric particle-polymer composite structures[20], 

[110], [166] with either a porous polymer[51] or hollow microsphere[20], [166], [210]. 

Previous studies using Mie theory and 2D FDTD have indicated that hollow microspheres 

with a thin shell induce strong scattering, leading to near-perfect solar reflection[110], [166]. 

These composite structures combine the near perfect solar reflection with the polymer’s 

natively high infrared emissivity, resulting in a polymer composite material that is scalable, 

easy to manufacture, and highly efficient at radiative cooling. 

A DNN architecture for a preliminary microsphere composite surrogate network is 

visualized in Figure 7-4. Unlike the micropyramid deep-learning derived architectures, the 

microsphere composite system is far more geometrically complex. The micropyramid 
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domain has 3 geometric parameters, whereas the microspheres can be represented with no 

less than 5 (yspan, tratio, rmin, rmax, AF). Furthermore, while both microsystems are simulated 

as periodic unit cells, the random particle generation process will lead to variations in the 

predicted optical properties. Output variations will occur even for a fixed set of input 

parameters due to the random distribution of the scattering media in the composite. Thus, 

in addition to the geometric parameters, a neural network needs a way to interpret the role 

of the random particle distribution. To accommodate this issue, the network could be 

designed along two approaches. The first approach is to introduce two additional input 

parameters: an “effective” mean-free path and number of neighboring particles within a set 

radius. The second approach is to use an image-based convolutional neural network. The 

two approaches are not mutually exclusive, as the image-based approach can enhance the 

network’s interpretation of the particle’s distribution and the impact the distribution has on 
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the determination of the optical properties. Figure 7-5 plots the mean absolute error that 

results from the training process with and without calibration data for the Al2O3 (Figure 5-

7(a)) and CaCO3 (Figure 5-7(b)) datasets for both the DNN and CDNN methodology. When 

no data from these datasets is included in training, the model has an MAE between the 

prediction and simulation of 0.066 and 0.053 for the alumina and calcium carbonate 

microsphere simulations respectively using the DNN method. This value drops to 0.061 and 

0.046 for the CDNN method. As we begin to introduce simulation data into the neural 

networks to calibrate the model, this performance significantly improves, and the error 

continues to decrease. This result matches both our expectations as well as our previous  

Figure 7-4 Visualization of Microsphere DNN methodology. The architecture takes in the 

geometric, material, and wavelength information and outputs a reflectivity and 

transmissivity that correspond to the input wavelength, mimicking a FDTD simulation. 
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results for the micropyramid neural networks. Thus, additional exploration of this 

method has several potential routes of study. The first and most immediate is to mimic the 

micropyramid surrogate-reverse methodology for the design of micro-composite systems. A 

second potential – and subsequent –route would be to explore an image-based neural 

network that incorporates multiple geometries, tying the previous micropyramid work into 

the microsphere composite work.   

Figure 7-5 Mean absolute error between simulation results and neural network predicted 

results for Alumina (a) and CaCO3 (b) when 0 to 5 simulations are included in training the CDNN 

and DNN architectures. The test dataset performance is shown in the dashed line to provide a 

comparison between predictions for the “unseen” materials and materials that are in the 

training/validation process 
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Appendix A – Materials Included in the Neural Network Surrogate 

Original Surrogate Materials* Library Materials** 
Alumina (Al2O3)[125] Aluminum Nitride (AlN)[125] 
Aluminum (Al)[120] Boron Carbide (B4C)[127] 
Chromium (Cr)[69] Barium Fluoride (BaF2)[128] 
Copper (Cu)[69] Beryllium (Be)[129] 
Diamond[124] Carbon (Graphite)[130] 
Iron (Fe)[69] Carbon (Graphene)[211] 
Nickel (Ni)[120] Copper (Cu)[69] 
PDMS[62] Calcium Magnesium Carbonate (CaMg(CO3)2)[128] 
Silver (Ag)[119] Cesium Bromide (CsBr)[212] 
Silicon Carbide (SiC)[123] Gallium Arsenide (GaAs)[69]  
Silicon Dioxide (SiO2)[69] Germanium (Ge) [69] 
Tin (Sn)[69] Gold (Au)[126] 
Tantalum (Ta)[121] Indium (In)[131] 
Titanium (Ti)[69] Indium Arsenide (InAs)[132] 
Vanadium Dioxide (M)[122] Indium Phosphate (InP)[132] 
Vanadium Dioxide (I)[122] Lithium (Li)[133] 
Tungsten (W)[69] Lead (Pb)[128] 
 Magnesium (Mg)[134] 
 Molybdenum (Mo)[121] 
 Niobium (Nb)[135] 
 Osmium (Os)[136] 
 Potassium Chloride (KCl)[128] 
 Palladium (Pd)[69] 
 Platinum (Pt)[69] 
 Rhodium (Rh)[69] 
 Silicon (Si)[69] 
 Silicon Nitride (Si3N4)[125] 
 Titanium Dioxide (TiO2)[213] 
 Vanadium (V)[120] 
 Zinc (Zn)[128] 
 Zinc Oxide (ZnO)[128] 
 Zinc Sulfide (ZnS)[128] 
 Zinc Selenide (ZnSe) [128] 
 Zirconium (Zr)[128] 

 
* Each material in this category has at least 1000 simulations 
* Each material in this category has exactly 100 simulations included as baseline 
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Appendix B – GitHub Repositories 

GitHub Repository for Surrogate Neural Network 

https://github.com/jmsulliv/Optical-Prediction-Neural-Network.git 

 

GitHub Repository for Inverse Neural Network Architecture 

https://github.com/jmsulliv/Optical_Prediction_Reverse_Network 
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