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ABSTRACT OF THE DISSERTATION

Microstructure observations of mixing and turbulent heat fluxes in the western Arctic
Ocean

by

Elizabeth Coombs Fine

Doctor of Philosophy in Oceanography

University of California San Diego, 2019

Professor Matthew Alford, Co-Chair
Professor Jennifer MacKinnon, Co-Chair

The Arctic Ocean is characterized by a halocline rather than a thermocline, so that fresh

water is found at the surface, with saltier (and often warmer) water beneath. In the western Arctic,

the Pacific and Atlantic Oceans provide sources of oceanic heat. The year-round Pacific Summer

Water (PSW) temperature maximum is found 40-80 m beneath the sea surface, while Atlantic

Water (AW) is generally found deeper than 200 m. Both the Atlantic and Pacific source waters

are warming, and the heat content of PSW has nearly doubled over the last three decades.

The broad goals of this disseration are to identify the processes that regulate the release
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of heat out of these two water masses, to quantify the heat transported upwards where it may

affect sea ice, and to understand how these processes may evolve in a changing Arctic Ocean.

Microstructure data collected during the 2015 ArcticMix and 2018 Stratified Ocean Dynamics

of the Arctic (SODA) process cruises provide a unique opportunity to observe the small-scale

mixing associated with subsurface heat in the Canada Basin.

Multiple processes play a role in setting turbulence rates in the western Arctic. Widespread

double diffusive convection results in small upwards heat fluxes out of the AW. We investigate the

possible influence of observed wind-generated near-inertial internal waves on AW turbulent heat

fluxes and find that the impact is minimal, with AW heat fluxes consistently low due to a number

of factors inhibiting the creation and vertical propagation of internal waves. We additionally

investigate the relative importance of mixing processes associated with anomalously warm PSW

intrusions. We find double diffusive convection results in high upwards heat fluxes out of two

separate warm intrusions, one warm-core eddy observed in the 2015, and one slope current

intrusion observed in 2018. We document a relationship between the vertical complexity of warm

intrusions and the total heat flux out of them, with more complex vertical structure corresponding

to increased overall mixing. This relationship is supported by 12 microstructure surveys that

sampled PSW conducted across both 2015 and 2018.
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Chapter 1

Introduction

The Arctic Ocean differs from most of the global oceans for a number of reasons. The

Arctic Ocean is much colder and fresher than most of the global ocean, with most of its waters

within a few degrees of the freezing point. These two features result in a halocline stratification of

the Arctic Ocean, with fresh water found near the surface, rather than the more typical thermocline

stratification. The Arctic Ocean currently has a annually persistent ice cap, with seasonal variation

in its surface extent and volume. The Arctic Ocean is also relatively isolated from the rest of

the Global Ocean. It is a mediterranean sea, with two primary connections with the Pacific

and Atlantic oceans in the Bering and Fram Straits respectively. These two inflows represent

opportunities for relatively warm and salty water from the Atlantic and Pacific Oceans to flow into

the Arctic. The warm input from these inflows results in two distinct Arctic water masses: the

Atlantic Water (AW), which is found throughout the Arctic Ocean, and the Pacific Water (PW),

which is lesser in volume due to the shallowness of the Bering Strait, and is almost exclusively

found in the western Arctic. Due to the relative saltiness of each of these water masses and the

haline stratification of the Arctic, both subduct upon arrival into the Arctic basin and are found

at depth, with relatively fresh PW found between 30-200 m depth, and saltier AW found from

200-800 m in the western Arctic. Pacific Water has different characteristics that are set seasonally

1



prior to its subduction, with warmer and fresher Pacific Summer Water influenced by river runoff

and insolation, and Pacific Winter Water colder and saltier due to brine rejection in the Chukchi

sea and Beaufort Shelf. Although these water masses are formed seasonally, both are annually

persistent within the western Arctic. These subsurface water masses result in an unusual situation

in which turbulent mixing has a tendency to transport heat upwards from PSW and AW in much

of the western Arctic halocline. Along with unusual physical oceanography, the Arctic Ocean

supports both a unique ecosystem and the traditional lifestyles of local indigenous communities.

The Arctic Ocean has been dramatically affected by climate change. All available data

suggests a precipitous drop in both summer and winter sea ice surface area and volume, concurrent

with an increase in air temperatures and an increase in the heat transport through the Bering

and Fram Strait inflows. Heat fluxes from both the ocean and the atmosphere to sea ice vary

throughout the year, but only an additional 1 W m−2 of average heat flux to the ice is needed to

produce the observed sea ice declines (Carmack et al., 2015). Multiple climatological processes

may provide that heat, including ice albedo feedback, changes in cloud cover, and changes in

atmospheric temperatures, as well as changes in oceanic heat fluxes. The relative contributions of

each of these processes is not well-understood.

The present work is largely concerned with the oceanic processes that result in vertical

heat fluxes in the western Arctic, and how these processes may be influenced by a changing

climate. The first of these proccesses is internal wave-driven turbulent mixing. This type of ocean

mixing is generally the dominant mixing process away from continental shelves and topography

(MacKinnon et al., 2017). Energy is input into the ocean at relatively large spatial and temporal

scales, primarily by the winds and the tides. Due to wave-wave interactions, this energy is

transfered downscale to smaller and smaller length and time scales, until it reaches dissipative

scales, ultimately resulting in mixing. Both wind and tide energy input to the Arctic Ocean is

generally weaker than that at lower latitudes, and correspondingly the Arctic Ocean’s internal

wave field is approximately an order of magnitude less energetic than the typical midlatitude
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internal wave field (Morison et al., 1985). Turbulent kinetic energy dissipation rates are also

significantly lower over most of the Arctic ocean than at other latitudes (Fer, 2009). However, a

reduction in the Arctic’s sea ice cover provides more increased opportunity for wind energy to

enter the ocean interior, potentially resulting in increased mixing rates, and corresponding heat

fluxes.

The thermohaline stratification of the Arctic Ocean is also susceptible to a second type

of mixing, double diffusion. Double diffusion occurs due to the difference in the molecular

diffusivities of heat and salt. In particular, double diffusive convection, which occurs when cool

and fresh water lies above warm and salty water, provides a mechanism for the vertical transport

of heat even in the absence of background mixing. Double diffusion is frequently observed above

the Atlantic Water throughout the Arctic Ocean (Timmermans et al., 2008b; Shibley et al., 2017).

It is also less commonly observed above particularly warm PSW intrusions (Kawaguchi et al.,

2014; Timmermans and Jayne, 2016). The strength of a double diffusive instability is assessed by

considering the density ratio, defined here as

Rρ =
β∆S
α∆T

. (1.1)

in which ∆S and ∆T are the changes in salinity and temperature over a given length scale, and

α and β are the thermal expansion and haline contraction coefficients, respectively. Double

diffusive convection occurs above warm and salty intrusions, while salt-fingering occurs below

such intruions. As the temperature of both Atlantic and Pacific water inflows increase, temperature

gradients between warm inflow water and the winter water masses that are generally near the

freezing temperature sharpens, and the thermal expansion coefficient α increases. Both of these

factors result in lower (and hence increasingly unstable) density ratios, indicating that as inflows

warm double diffusion may become an increasingly important process in setting vertical heat

fluxes.
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The data used in this dissertation were collected during two western Arctic process cruises,

the ArcticMix cruise conducted in September 2015 and the Stratified Ocean Dynamics of the

Arctic (SODA) process cruise conducted in September 2018. Both cruises were conducted over a

similar region of the Chukchi shelf and Beaufort sea, and both included microstructure sampling

that allows for the direct calculation of turbulent diffusivities and fluxes.

In Chapter 2, we investigate the hypothesis that a decline in sea ice may result in more

efficient energy transfer from the wind to the ocean interior, resulting in increased vertical heat

fluxes out of the Atlantic Water. A wind event occurred at the beginning of the ArcticMix cruise

and a nine-day moored profiler record documented wind generated near-inertial internal waves in

response. Two microstructure surveys, one taken just after the event and the other nine days after

the event allow us to investigate the effect this internal wave response had on turbulent heat fluxes

and mixing. We find that while near-inertial internal waves were observed following the wind

event, the rate of turbulent dissipation of kinetic energy (ε) was only slightly elevated above 150

m, and was unchanged below that depth. We estimate the energy flux from the wind to the ocean

with the use of a slab model and estimate the vertical energy flux in the internal wave field from

the mooring observations. Atlantic Water heat fluxes were minimal.

During the ArcticMix cruise, a warm-core intrahalocline eddy was observed in the vicinity

of Barrow Canyon. This eddy is described in detail in Chapter 3 (Fine et al., 2018). Its core

consisted of Pacific Summer Water in anticyclonic rotation. Using microstructure measurements,

we estimate both vertical and lateral heat fluxes out of the eddy, as well as the total heat transport

in each direction. We find that distinct processes determine the heat flux in each direction, with

double diffusive convection resulting in an upwards heat flux of 5 W m−2 out the eddy’s top,

thermohaline intrusions resulting in lateral heat fluxes of 2000 W m−2 out of its sides, and

shear-driven turbulence resulting in downwards heat fluxes of 0.5 W m−2 from the eddy’s bottom.

The overall lifetime of the eddy is estimated to be 1-2 years and is set by the large lateral heat

fluxes.
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In Chapter 4, we consider the relationship between lateral stirring of Pacific Summer

Water and the vertical processes that contribute to small-scale mixing. A survey of a Pacific

Summer Water intrusion in the Chukchi slope current during the SODA cruise emphasizes the

interdependency of these processes, with lateral stirring setting up a complex structure of strong

thermohaline gradients. When sharp enough, these gradients become double diffusively unstable,

resulting in elevated ε along strong temperature gradients. Examining all microstructure surveys

taken during both the ArcticMix and SODA cruises shows a correlation between the variance of

thermal gradients and the total heat transported from PSW intrusions into the background cool

water. Multiple factors conspire to facilitate this heat transfer, with lateral stirring resulting in

sharpened gradients and increased surface area between the water masses, sharpened gradients

resulting in elevated double diffusive fluxes, and all three factors leading to increased heat fluxes.

All three chapters contribute to a growing body of literature detailing the distribution

of heat in the Arctic Ocean, the processes that control this distribution, and the impact of this

increased heat on both regional and global climate. Our hope is that an improved understanding

of these processes will support better understanding, prediction, and ulimately mitigation of rapid

climate change in one of the most unique places on the planet.
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Chapter 2

Near-inertial waves and microstructure

mixing observations in the Beaufort Sea

2.1 Introduction

The Arctic Ocean is currently facing a rapidly changing climate. The minimum summer

sea ice extent has declined dramatically in the last decades, and this trend is predicted to continue

in coming years. As sea ice retreats, areas of the upper ocean over which sea ice previously

mediated atmospheric forcing become subject to direct momentum and buoyancy fluxes. Sea ice

retreat has been particularly rapid in the western Arctic, and especially over the Beaufort Sea

(Carmack et al., 2015).

The western Arctic Ocean is characterized by a double halocline with substantial amounts

of sub-surface heat. At the surface, there is a layer of cool and fresh water associated with sea ice.

Beneath the surface, Pacific Summer Water is formed due to summertime subduction of relatively

warm Pacific-origin water and is found from approximately 30-100 m deep. This water mass is

separated from the deeper Alantic Water by colder and saltier Pacific Winter Water that forms in

the shelf seas surrounding the western Arctic. The Atlantic Layer, which in the western Arctic is
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found between 200-800 m depth, contains enough heat to melt the entirety of the Arctic ice cap

many times over if it were transported directly to the surface (Rudels et al., 2004).

Due to the heat contained in the interior Arctic ocean, the rate of vertical turbulent mixing

plays a crucial role in setting upwards heat fluxes that may affect sea ice at the surface. Compared

to mid-latitude oceans, mixing rates tend to be low in the western Arctic, minimizing the impact

of heat found at 200 m and deeper on near-surface heat content and ocean-ice heat fluxes (Padman

and Dillon, 1987; Rainville and Winsor, 2008; Fer, 2009; Shaw et al., 2009; Toole et al., 2010;

Jackson et al., 2010; Lincoln et al., 2016).

Most mixing in the stratified ocean interior is driven by breaking internal waves, which are

primarily forced by the wind and the tides (Munk and Wunsch, 1998). Wave-wave interactions

transfer energy to increasingly high wavenumbers, leading to instabilities that result in turbulent

mixing. The degree of mixing from breaking internal waves has been found to be related to the

spectral level of the wave field. While regional features of the internal wave field vary, throughout

much of the global ocean the empirical Garrett and Munk spectrum is a reasonable approximation

of both the overall internal wave energy and its frequency and wave number distribution (Garrett

and Munk, 1972, 1975; Cairns and Williams, 1976; Polzin et al., 2014). However, in the western

Arctic the energy content of the internal wave field has historically been an order of magnitude

smaller than the Garrett and Munk spectrum (Levine et al., 1985). The presence of sea ice and

weak Arctic tides have already been mentioned as factors that tend to limit the energy available to

the Arctic internal wave field. The Arctic Ocean is additionally well north of the mid-latitude

storm track that is a hot-spot of wind input to the internal wave field (Alford, 2001). The internal

waves that do form may also tend to dissipate in the ice-ocean boundary layer after a single

reflection off the ocean bottom (Pinkel, 2005).

Retreating sea ice and a corresponding increase of wind-driven momentum transfer into

the western Arctic Ocean has been hypothesized to have significant implications for stratification

and vertical heat transport (Rainville and Woodgate, 2009; Dosser and Rainville, 2016). If a

7



reduction in summer sea ice were to substantially increase the transfer of energy from the wind

into the interior Arctic ocean, this could result in increased dissipation at depth and more mixing

of the deep ocean. Such mixing could transport heat from Atlantic Water upwards, potentially

creating a feedback loop as increasing vertical heat fluxes accelerate sea ice melt.

Some observations suggest an increase in internal wave energy in response to wind forcing

in regions with reduced summer sea ice. Energetic internal waves have been observed in mooring

data from July through September, when sea ice is near its seasonal minimum (Rainville and

Woodgate, 2009). An upward trend in near-inertial internal wave amplitudes has been identified in

ITP records from 2005-2014 (Dosser and Rainville, 2016). Comparisons between ITPs in lower

and higher ice concentrations demonstrate that more internal wave energy is found surrounding

the ITPs in low sea-ice concentration regions (Cole et al., 2018), and the same effect has been

observed by moorings on the Beaufort slope (Martini et al., 2014). As the summer Arctic becomes

increasingly ice-free, wind-forced near-inertial internal waves provide a pathway for energy to

enter the interior of the western Arctic.

In spite of observations of increased internal wave energy in response to surface forc-

ing, observations in the western Arctic have not found a corresponding increase in the rate of

dissipation of TKE (ε) in the ocean interior in response to surface forcing. Indirect estimates

of ε compared across the last decades have not identified substantial increases in recent years

(Guthrie et al., 2013; Lique et al., 2014). In a summer of 2012 study, Lincoln et al. (2016) directly

measured microstructure following a storm that occurred over ice-free waters. While near-inertial

internal waves were observed, ε and heat fluxes out of the Atlantic water were not elevated beyond

typical background rates. These observations suggest that even during large storms, wind energy

tranfer into the interior ocean may not cause a significant increase in local ε and corresponding

mixing in the Arctic Ocean’s Atlantic halocline.

Shipbased sampling in the Arctic is seasonally constrained, and in situ microstructure

measurements are scarce, making it difficult to determine whether mixing rates are changing on
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decadal timescales. There is a large impetus to develop and test methods such as finescale parame-

terizations that infer mixing estimates from widely available (often autonomously collected) data.

Finescale parameterizations infer dissipation from larger scale measurements by assuming that the

ocean’s internal wave field is locally in steady state, and that energy cascades from large vertical

scales to dissipative scales via internal waves (Polzin et al., 2014). Provided these assumptions

hold, ε can be inferred from observations of the internal wave field at scales much larger than the

scales of dissipation. The large-scale observations may be based on either shear or strain (Kunze

et al., 2006). Finescale parameterizations have been applied to both CTD and velocity data in the

global ocean (e.g. Whalen et al. (2012, 2015); Kunze (2003); Kunze et al. (2006); Waterhouse

et al. (2014); Polzin et al. (2014)). Generally, agreement between finescale parameterizations

and direct microstructure measurements are robust to within a factor of two to three (Whalen

et al., 2015), although they may diverge in regions where mixing occurs due to processes other

than a downscale energy cascade in internal waves (e.g., topographic mixing, convection, double

diffusive convection–see Polzin et al. (2014) and Waterman et al. (2014)). In the Arctic Ocean,

finescale parameterizations are generally in good agreement with microstructure measurements

(Guthrie et al., 2013; Lique et al., 2014; Chanona et al., 2018). However, to our knowledge

there have been no direct comparisons between finescale parameterizations and microstructure

measurements using data obtained simulaneously in the Arctic Ocean. Such comparisons are

necessary both to understand the opportunities afforded by existing autonomous sampling systems

to estimate mixing rates over climatological time scales, and to be aware of limitations that may

arise in applying finescale parameterizations in an environment that is quite different from the

low to mid-latitude oceans.

In the current study, we present observations collected by a mooring deployed in the

Beaufort Sea in September of 2015 that captured the near-inertial internal wave (NIW) response

to a wind forcing event in conjunction with concurrent microstructure observations made in the

same region. Our analysis focuses on three main questions:
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1. Are there differences in the wind-driven generation of NIWs in the Arctic as com-

pared to at lower latitudes that result in lower Arctic internal wave energy even in

the absence of sea ice? How do the unusual aspects of the Arctic environment affect NIW

generation?

2. Do NIWs substantially increase vertical eddy diffusivity and corresponding heat fluxes?

What diffusivities and heat fluxes are observed in this study region? Does NIW forcing

contribute to vertical heat fluxes out of the Atlantic Water?

3. Do finescale parameterizations applied in the western Arctic provide accurate mix-

ing estimates? Do these estimates at the mooring site agree with direct microstructure

measurements collected during the same time frame?

Section 2 describes the methods used for data collection and analysis. Results from mooring and

microstructure data, as well as a finescale parameterization are presented in section 3. Discussion

and conclusions are shared in section 4.

2.2 Methods

2.2.1 Observations

Data were collected during a cruise onboard the R/V Sikuliaq from August 30th to

September 26th of 2015. A mooring instrumented with four ADCPs and two McLane profilers

was deployed at 72◦ 35.646’ N, 145◦ 1.002’ W from August 31st to September 19th 2015

(yeardays 242 to 262) (Fig. 2.1). During this time period, five microstructure surveys were made

in the Beaufort Sea using a custom-built microstructure profiler. Due to instrument failure, the

current study focuses on data collected during the first 9 days of the deployment, yeardays 242 to

251, and the two microstructure profiler surveys taken during this time frame (Fig. 2.1). Data for
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the first microstructure survey were collected 85 km from the mooring on yearday 244, while

data for the second were collected 102 km from the mooring on yearday 250.

The instruments deployed on the mooring consist of an upward-looking 300kHz ADCP

and a downward-looking 75 kHz ADCP both mounted at 42 m depth, a McLane Moored Profiler

that sampled from 42 m to 946 m, and an upward-looking 300 kHZ ADCP mounted at 957 m

depth. Unfortunately the profiler stopped profiling on yearday 251, 9 days into the deployment.

An additional profiler that was intended to sample from 983-2031 m deep and a fourth ADCP

mounted at 2732 m both failed to collect any data. The profiler collected hourly profiles of CTD

data and velocity data with a noise floor of ∼ 3 cm s−1.

Microstructure measurements were collected using a Modular Microstructure Profiler

(MMP), developed by M. C. Gregg at the Applied Physics Laboratory of the University of

Washington and currently operated by our group at the Scripps Institution of Oceanography. The

MMP is a loosely-tethered profiler that falls at nominally 0.6 m s−1. It carries two custom-built

shear probes used to infer the turbulent kinetic energy dissipation rate (ε), an FP07 thermistor

used to infer the rate of dissipation of thermal variance (χ), a Seabird CTD, and an altimeter for

near-bottom sampling. The turbulent kinetic energy dissipation rate (ε = (15/2)ν∂u/∂ z)2) is

calculated by iteratively fitting a Panchev curve to shear spectra measured by the shear probes

and calculated over 2.5 second (1-2 m) windows, and is then binned to 0.25 m bins to match the

scale of the CTD data.

2.2.2 Data products

Inverse model tidal velocities from the Arctic Ocean 5 km Inverse Model (AOTIM-5) are

compared with mooring velocities to examine whether tidal forcing plays a significant role in the

observations (Padman and Erofeeva, 2004).

Hourly 10 m winds from the NCEP CFSv2 (Saha et al., 2010) are used to force a slab

model. These winds generate an Arctic surface wavefield that agrees reasonably well with
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available buoy data (Stopa et al., 2016). However, comparing CFSv2 winds to measurements

taken at Point Barrow (not shown) suggests that the reanalysis winds have lower variance around

the inertial frequency by about a factor of 2.

2.2.3 Analysis

Finescale parameterization

Following previous studies, the rate of TKE dissipation is calculated as

ε = ε0
N2

N2
0

〈U2
z 〉2

〈U2
zGM〉2

h1(Rω)L( f ,N). (2.1)

Here, ε0 = 6.73×10−10 W kg−1, N2
0 = 3 cph, Uz is finescale vertical shear, and 〈U2

zGM〉 represents

the variance of vertical shear from the Garret and Munk 1976 model. The function h1 is defined

as

h1(Rω) =
3(Rω +1)

2
√

2Rω

√
Rω −1

(2.2)

and Rω is the ratio of the variance of shear to strain,

Rω =
〈U2

z 〉
N2〈ζ 2

z 〉
(2.3)

in which ζ represents isopycnal displacement. Strain is calculated as

ζz =
N2−N2

f it

N2
(2.4)

in which N2(z) is the local buoyancy frequency squared, N2
f it is a polynomial fit over a given

depth range to N2, and N2 is the mean N2 over that depth range (Gregg, 1989; Polzin et al., 1995;
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Kunze et al., 2006; Whalen et al., 2015). The function L( f ,N) is defined as

L( f ,N) =
f cosh−1(N

f )

f30 cosh−1( N0
f30
)

(2.5)

in which f is the Coriolis frequency and f30 is the Coriolis frequency at 30◦, and represents the

latitudinal dependence of the internal wavefield (Gregg et al., 2003).

The profiler measured both density and velocity, allowing for direct calculation of the

shear-to-strain ratio Rω . To apply a finescale parameterization, we bin the data into overlapping

depth windows. The shallowest depth used for the analysis was 75 m, as above this depth the

stratification varied too rapidly with depth. Below 300 m, the signal in strain is dominated by

double diffusive layering, so we limit our analysis to the 75-300 m depth range. The top window

used for the finescale parameterization has a height of 75 m, while the other windows are 100 m

tall (see Table 2.1). This is also the depth range over which we have concurrent microstructure

measurements.

For the calculation of shear, we follow Kunze et al. (2006) and multiply velocity spectra

by N0/N where N is buoyancy frequency averaged in each depth range over the entire time series

and N0 = 3. We detrend and window the scaled velocity using a cosine tapered window. A Fourier

transform is applied to find velocity coefficients, and these are used to estimate velocity spectra.

These are corrected by a sinc2 function to account for the McLane profiler 2 m binning (Polzin

et al., 2002). Averaging spectra together and then integrating up to a cutoff wavenumber allows

us to estimate the relevant variance. We use 0.04 cpm as the high wavenumber cutoff to retain

sufficient wavenumber range for the integration while avoiding small scales where white noise in

velocity causes the shear spectra to rise linearly. Strain is processed similarly, but is not scaled or

corrected. The same 0.04 cpm cutoff wavenumber is used.
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Slab model

The near-inertial mixed layer response to wind forcing can be described through the use of

a damped slab model (Pollard and Millard, 1970). Details of this model are described in D’Asaro

(1985). In this analysis, the mixed layer depth H is inferred from the ADCP velocity record to be

15 m, while the artificial damping term r = 0.05 f is chosen to maximize correlation between the

magnitude of slab model and observed velocities.

2.3 Results

2.3.1 Temperature, salinity, and density

Stratification in the western Arctic is almost entirely controlled by variations in salinity

(Fig. 2.2). The mean stratification profile over the duration of the mooring deployment is

characterized by relatively high stratification from 50 to 70 m (N2 = 6×10−4 rad2 s−2) , which

decays rapidly to about 150 m depth. This region is characterized by relatively cool and fresh

water, with a local temperature maximum at ∼50 m that is characteristic of Pacific Summer Water

and a local minimum at ∼100 m indicating the Pacific Winter Water. A second local maximum in

stratification occurs between 150 and 250 m, with N2 reaching values of about 2×10−4 rad2 s−2

(or 0.1 cph). This secondary peak is associated with the top of the Atlantic Water. Beneath 250 m,

the stratification rapidly decays, with N2 reaching a value of 1.8 ×10−6 rad 2 s−2 at 750 m.

From about 200 to 450 m, the stratification is unstable to double diffusive convection.

This is seen from the Turner Angle (Fig. 2.2c), defined as

Tu = arctan
(
−α∆θ

β∆S

)
−45◦ (2.6)

in which α and β are the thermal expansion and haline contraction coefficients, and ∆T and ∆S

are vertical gradients of temperature and salinity calculated as first differences over 2 m bins, then
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smoothed over 8 m. A Turner angle between -90◦ and -45◦ indicates double diffusive convective

instability, with -90◦ < Tu < −51◦ indicating strong instability (generally Tu must be in this

range for diffusive convective layering to be present). Strong instabilities are present from about

225-450 m.

2.3.2 Velocity and isopycnal displacement

The velocity signal is dominated by near-inertial internal waves (Fig. 2.3b,c). The

observed upward phase propagation corresponds to downwards energy propagation, consistent

with surface generation (Gill, 1982). The mooring was deployed immediately following a wind

event that appears to have generated the observed near-inertial waves. Hourly surface winds

from the NCEP CFSv2 wind reanalysis product show a wind event occuring two days before the

mooring deployment (Fig. 2.3a).

At the latitude of our observations, the inertial frequency ( f = 1.387× 10−4 rad s−1)

is quite close to the M2 tidal frequency (1.406 ×10−4 rad s−1). Consequently we are unable

to distinguish these two frequency bands over the mooring record. Tides are quite weak in

the western Arctic (Fig. 2.3a; maximum modeled barotropic tidal velocities are approximately

0.2 cm/s). The appearance of near-inertial waves does not seem to be related to the barotropic

spring/neap cycle.

Isopycnal displacement (η) is calculated from the 2 m gridded temperature and salinity

measurements (Fig. 4.3d). The gridded density data are sorted in depth to create stably stratified

profiles prior to calculating η . As in the velocity record, η is dominated by the signal of a

downward-propagating NIW packet (Fig. 2.3b-d).

Upwards phase/downward energy propagation from the surface to depths of about 200 m

is also apparent in horizontal kinetic energy density (HKE) (Fig. 2.4). A second pulse of energy

centered around 175 m depth is also apparent.
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2.3.3 Shear, N2, and Richardson Number

The inverse Richardson number over 20 m vertical scales (Ri−1
20m ≡ U2

z20m/N2
20m), in

which U2
z20m = u2

z20m + v2
z20m is the vertical shear of horizontal currents and N20m is the local

buoyancy frequency, provides an indication as to where horizontal flow is susceptible to finescale

shear instabilities (Fig. 2.3f, Miles (1961); Howard (1961)). Shear instabilities are possible

where Ri−1 > 4. A 20 m scale for first-differencing is chosen to minimize the influence of

high-wavenumber noise.

Shear (U2
z20m) is calculated by first differencing velocity over 20 m (Fig. 2.3g). It is

elevated near the surface, and decays with depth around 200 m. The buoyancy frequency N2
20m is

also calculated as a first difference over 20 m, and is elevated near the surface and around 200 m.

Beneath 400 m, N2
20m shows a distinct pattern due to double diffusive layers. These layers

are found at the top of the Atlantic Water in the central basin, which is susceptible to a double

diffusive convective instability (e.g., Padman and Dillon (1987); Shibley et al. (2017)). In this

record, layers are always apparent below 400 m. On yearday 248, layers appear between 200-400

m (Fig. 2.3g). Their appearance appears to be due to the advection of a front past the mooring,

with shallower layers existing on the northern side of the front; this event will be addressed in a

future publication. These layers are not visible in the shear and velocity records as their vertical

extent is smaller than the ADCP’s vertical resolution. However, they are clearly visible in N2
20m

as alternating bands of high and low stratification.

We limit our analysis to depths above 400 m, as below this range noise in shear and double

diffusive structure of N2
20m dominates the signal. In this region, Ri−1

20m is less than 1, indicating

stable flow at vertical scales of 20 m (although Ri may be critical at smaller scales).
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2.3.4 Microstructure observations

Direct measurements of ε from the MMP were made during two surveys within 100 km

of the mooring (Fig. 4.1). The first of these consisted of 53 profiles taken over 14.5 hours on

yearday 244, while the second consisted of 11 profiles taken over 3 hours on yearday 251 (Fig.

2.6). In these surveys, we see that ε is generally quite low (ε < 3×10−10 W kg−1) below 50

m. However, above 150 m dissipation was elevated by a factor of 2-3 in the survey that took

place on yearday 244 during the NIW event, relative to the survey undertaken on yearday 251.

This suggests the NIW event was associated with measurablely increased dissipation in the upper

water column. The maximum value of ε = 6×10−10 W kg−1 was found at 30 m depth during

the survey on yearday 244.

One potential concern is that the observed values of ε are fairly near the 10−10 W kg−1

noise floor of the MMP. Histograms over both surveys show peaks at the instrument noise floor,

implying that the true value of ε does often fall below 10−10 W kg−1. However, both survey

distributions have primary peaks around 2× 10−10 m2 s−3, with a slightly higher peak in the

earlier survey (Fig. 2.8). This suggests that averages calculated from the data are physically

meaningful, if subject to overestimation. The buoyancy Reynolds number Reν = ε/(νN2)

(Fig. 2.6d) calculated during each survey suggests that even during the more energetic survey,

dissipation rates were not strong enough to result in fully developed isotropic turbulence, defined

where Reν is greater than 25 (Rohr et al., 1988). This is another factor that may result in

overestimation of ε .

2.3.5 Finescale parameterization

Finescale parameterization estimates of ε were calculated in four depth bins. The shal-

lowest bin spanned from 75 to 150 m depth centered at 112.5 m, and the next three were 100 m

bins centered at 150 m, 200 m, and 250 m (Table 2.1). Mean shear and strain spectra in each of
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these bins were approximately an order of magnitude less energetic than Garrett and Munk 76

levels (Fig. 2.7a-d).

Ratio of shear to strain

The ratio of shear to strain variance features prominently in the finescale parameterization

as the nondimensional number Rω . Many studies assume a set value for Rω based on typical

dynamics. However, the concurrent shear and strain measurements from the moored profiler

permits the calculation of the ratio of normalized shear variance to strain variance Rω directly

from observations. This is done using 12-hour averaged vertical spectra of shear and strain over

the profiler record (Fig. 2.7e-g). Rω varies substantially in both time and in depth, with an average

value of 5.3. There is substantial structure of Rω in depth, with Rω elevated in the uppermost

depth bins due to the predominance of near-inertial waves (Chinn et al., 2016).

ε f s estimates

Calculating a finescale estimate of ε (ε f s) using Rω calculated from the observed shear

and strain results in estimates that are within a factor of three of the observed microstructure

measurements in the top two depth bins; however, the deeper finescale estimates are an order

of magnitude less than microstructure observations (Fig. 2.6c, 2.7). Estimates in the top two

bins vary substantially in time and with Rω , while the deeper estimates for ε f s are approximately

constant. In general, ε f s varies with shear, which is mostly dominated by the near-inertial signal.

This is consistent with the hypothesis that NIWs generate local mixing, and with microstructure

observations showing elevated ε above 150 m during the survey on yearday 244 following the

wind event.

Estimating ε f s using a time-averaged vertical profile for Rω rather than allowing for Rω

to vary in time does not affect results substantially, and although Rω varies dramatically in depth,

using a constant Rω = 3 only results in a factor of two change in ε f s estimates (Fig. 2.6).
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2.3.6 Mixing and heat fluxes

For a given ε , an upper bound for density diffusivity Kρ may be calculated following

Osborn 1980

Kρ ≤
Γε

N2 (2.7)

in which Γ is a mixing efficiency generally taken to be 0.2 and N2 is time-averaged buoyancy

frequency. Thermal diffusivity is estimated assuming Kρ = KT , which allows for the calculation

of a vertical heat flux FH =−ρCPKT θz, with upward heat flux defined as positive. Upper bounds

for diffusivities and heat fluxes for MMP surveys 1 and 2 and for the ε f s estimates from finescale

parameterization are quite low, with diffusivities 5-10 times the molecular diffusivity and all heat

fluxes less than 0.05 W m−2. As Reν is also quite low (Fig. 2.6d), these results should be treated

as upper bounds, as turbulence is likely not isotropic.

2.4 Discussion

2.4.1 NIW energy input and loss

One of the primary motivations for this study was to understand why numerous observa-

tions have not seen an increase in ε and vertical turbulent Atlantic Water heat fluxes associated

with the decline of sea ice and increased wind forcing. Wind forcing stimulates inertial oscillations

within the ocean mixed layer. Convergences and divergences due to the horizontal variability of

these oscillations drive NIWs, which propagate within the ocean interior. NIWs tranfer energies

to small scales due to instabilities and wave-wave interactions, ultimately leading to dissipation.

If wind forcing increases on decadal time scales with no corresponding increase in ε at depth, it

seems there must be a “weak link" along this chain where energy is dissipated before reaching

Atlantic Water. In this section we consider each step in turn based on the observations we have

available. Because tides are extremely weak in this region and the observed waves propagated
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downwards, we assume the near-inertial wave field is driven by the wind. Energy fluxes and

dissipation rates estimated from each section are summarized in Table 2.3.

Energy flux from wind forcing to the mixed layer

Using a slab model and the NCEP CFSv2 hourly time series as described in section 2, we

estimate the power input from the wind into the ocean’s mixed layer during the storm.

When running a slab model, there is one free parameter r, which represents energy loss

in the mixed layer either due to local turbulence or due to the radiation of internal waves. The

parameter r is constrained to be larger than 0, and r << f is required for stability. There is

additionally the reference depth of the mixed layer, Hre f , which is determined from observations.

As we have mixed layer velocity measurements available, we use these to tune r and H (within

a range consistent with the observed mixed layer depth) to optimize agreement between the

magnitudes of the slab model velocities and the near-inertial filtered observations. We find that

using H = 15 m and r = 0.05 f is consistent with the observed data (R2 = 0.7 with a two-hour

phase shift). This is a lower ratio of r/ f than the frequently used r = 0.15 f (Alford, 2001, 2003).

Using these parameters, we run a slab model and compare the results to the observed

velocity (Fig. 2.5). Over the large wind event from yearday 240 to 242, the average wind stress

is 0.1 N m−2 (Fig. 2.5a). Modeled mixed layer velocities during this period agree well with

observations from the uplooking 300 kHz ADCP from the period when the mooring was deployed

(Fig. 2.5 b and c, ADCP observations shown as dashed lines). During the same period, the

average energy flux from the wind into the ocean is estimated as τ ·umodel = 0.01 W m2, in which

τ is the wind stress calculated from the reanalysis winds (Fig. 2.5d).

The wind energy input into the ocean can also be estimated using the observed mixed

layer velocities along with the reanalysis τ to calculate τ ·uobs. Observed velocities are only

available starting on yearday 243 when the mooring was deployed. Using the CFSv2 winds with

uobs, the average energy flux from yearday 243 to 247 is 4 ×10−3 W m−2. Over the same period,
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calculating energy flux using umod results in a smaller flux of 3 ×10−3 W m−2. This suggests

that the total wind energy input into the ocean may be larger than the slab model estimate, which

is consistent with observed mixed layer velocities that are slightly larger than modeled velocities

(Fig. 2.5b and c). Comparing CFSv2 winds for the Point Barrow region to measurements taken

at Point Barrow (not shown) suggests that the reanalysis winds have lower variance around the

inertial frequency by about a factor of 2. If the clockwise rotating inertial frequency component

of the wind forcing at the mooring location is underestimated by the reanalysis product, using the

reanalysis winds likely would result in an underestimation of the wind-to-ocean energy flux.

NIW energy flux

The vertical energy flux in the internal wave field is F = Ecgz, in which E is energy density

(estimated throughout as horizontal energy density, due to the very small observed displacements)

and cgz is the vertical group velocity of the internal wave. We estimate the maximum energy

density in the IW field as 0.006 J kg−1 or 6 J m−3 (Fig. 2.4). Robustly estimating cgz is somewhat

more complicated. We use three different approaches to bound this quantity. An estimate can be

made directly from the horizontal kinetic energy figure (2.4c). Between yeardays 245 to 249, the

pulse of HKE travels from approximately 70 to 140 m deep. This corresponds to a vertical group

velocity of approximately 17 meters per day, or 2×10−4 m s−1.

The group velocity can also be estimated from internal wave properties. The vertical

group velocity cgz is a function of the intrinsic frequency ω , vertical wavenumber m, and the

effective inertial frequency fe f f :

cgz =
ω2− f 2

e f f

mω
. (2.8)

We do not have the spatial data necessary to determine relative vorticity, but assume that

this is small so that fe f f ≈ f . The intrinsic frequency ω can be estimated by applying a harmonic

fit to the WKB stretched and scaled velocities. First, u and v velocities are stretched and scaled
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following Sanford (1991) by dividing by smoothed N, filtered following Sanford (1991), and put

onto a stretched coordinate

z∗ =
1

N0

∫
N(z)dz (2.9)

(see Fig. 2.2d and e). These quantities are lowpass filtered (Fig. 2.9a,c). A rotary filter is applied

to isolate downward propagating energy (Fig. 2.9b,d).

For much of the record, the harmonic fit varies substantially in both depth and time,

suggesting a multiwave environment. However, a window can be isolated in which the velocity

signal is dominated by a single near-inertial wave, from stretched depth 165 to 220 and yearday

244.5 to 247. Within this window, the fit is relatively stable around an intrinsic frequency

ω = 1.42× 10−4 rad s−1 = 1.02 f . Using a vertical wavelength of 150 m estimated from the

velocity data, this corresponds to a group velocity of 1.5 ×10−4 m s−1 = 1.07 f , or 13 m day−1.

The frequency of the observed wave can also be determined from the polarization equation:

v =− i f
ω

u (2.10)

For a given wave packet, we can estimate the intrinsic frequency as

ω = f

√
< u2 >

< v2 >
(2.11)

This allows us to use a second method to determine the intrinsic frequency ω . At each depth an

ellipse is fit to the filtered data, and ω is calculated based on the u and v velocites inferred from

that fit. We again use the reduced window in which one NIW clearly dominates the signal. In this

case, ω is 1.5×10−4 rad s−1. This corresponds to a group velocity of 4 ×10−4 m s−1, or 36 m

day−1.

Using cgz ∼ 2×10−4 m s−1 or 18 m day−1 (consistent with the observed propagation and

between the two estimates from explicit fitting), we estimate a vertical internal wave energy flux
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of ∼ 10−3 W m−2. For comparison, the estimated lower bound for energy flux from the large

wind event into inertial oscillations in the mixed layer is ten times this (0.01 W m−2), so that the

vertical energy flux estimated in the observed high-wavenumber NIW is about 10% of the energy

flux from the wind into the mixed layer.

Energy loss from NIWs to dissipation

Energy dissipates as the wave travels due to instabilities and wave-wave interactions.

Assuming that the wave frequency doesn’t change, local dissipation can be estimated from the

wave energy equation

∂E
∂ t

+(u ·∇)E = ∇ · cgE +Q++Q− (2.12)

in which E represents energy, u background velocity (larger length and slower time scales than

the internal wave), cg the wave group velocity (including both horizontal and vertical component),

and Q+ and Q− represent local sources and sinks of energy. Making the further simplifying

but unrealistic assumptions that there is no local energy input, no net advection of wave energy,

and that the only local energy sink is dissipation (no downscale transfer of energy to higher

frequencies and wavenumbers), this equation simplifies to

∂E
∂ t
∼ ∇ · cgE + ε (2.13)

There are two different routes we can take to estimate local dissipation from equation 2.13. First,

averaging in depth from 30 to 300 m (the range of the microstructure profiler) and assuming there

is no net energy flux in or out of that range we have the balance

∆〈E〉
∆t
≥ ε (2.14)
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We assume that this is an upper bound on ε as it neglects downscale energy transfer via wave-

wave interactions and the advection and radiation of energy. Between yearday 243 and 250, the

depth-averaged energy density from 30-300m decreased from approximately 3×10−3 m2 s−2 to

1×10−3 m2 s−2 (Fig. 2.4a). With ∆E = 0.002 m2 s−2 and ∆t = 7 days = 6.048×105 s, we find

an upper bound ε ≤ 4×10−9 W kg−1.

As a second approach, we can use equation 2.12 and consider it over a time range when

energy is approximately in steady state. This results in an approximate balance between the

energy flux divergence and local dissipation,

−∇ · cgE ∼ ε (2.15)

We make the further assumptions that the vertical group velocity is constant with depth in the

WKB stetched and scaled frame, and that the wave only propagates in the vertical (Kunze and

Sanford, 1984). With these assumptions, this balance simplifies to

ε ≤ cgz
∂E
∂ z

(2.16)

We again treat this as an upper bound on ε , as there are in fact other sources of energy loss that

have been neglected in the assumptions.

In section 4.a.2. we calculated three different estimates of the vertical group velocity

cgz. For the first of these, we estimated vertical group velocity directly from HKE. Between 70

and 170 m HKE density decreased from 0.006 m2 s−2 to 0.002 m2 s−2 (Fig. 2.4b), and with

an estimated vertical group velocity of 2×10−4 m s−1 this implies ε ≤ 8×10−9 W kg−1. The

time-averaged quantity cgz
dE
dz is generally significantly higher than observed dissipation (Fig.

2.10).

We also used two methods to calculate group velocity within an isolated window in which

the intrinsic frequency was approximately constant. Corresponding upper bounds for ε can
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be estimated by multiplying these group velocities by ∆EWKB/∆z∗ within the WKB-stretched

window. Within this window, HKE decreases from 0.02 to 0.01 m2 s−2, for a ∆E
∆z∗ of 1.8 ×10−4

m s−2. Multiplying by cgz for the harmonic fit results in an upper bound ε ≤ 3×10−8 W kg−1,

while using cgz from the ellipse fit results in ε ≤ 7×10−8 W kg−1. These are higher bounds than

determined from the decay of HKE over the whole time/depth range.

The highest value of ε measured during the MMP survey was 6×10−10 W kg−1 (30 m

depth). This is lower than the upper bounds discussed above by a factor of 3 to 16.

The dispersion relationship can be used to estimate the horizontal wavenumber κH and

group velocity cgH for these waves. From the dispersion relation,

κ
2
H =

m2(ω2− f 2)

N2−ω2 (2.17)

and in terms of this wavenumber, the horizontal group velocity is

cgH =
N2κH

m2( f 2 +
N2κ2

H
m2 )1/2

. (2.18)

Using a frequency ω = 1.43× 10−4 rad s−1 (consistent with a vertical group velocity cgz =

2× 10−4 m s−1), the horizontal wavelength is approximately 50 km, with a horizontal group

velocity of about 6 km day−1. The difference in scales between the vertical and horizontal

group velocities emphasizes that the ε estimates discussed above are upper bounds as horizontal

propagation cannot realistically be neglected.

2.4.2 Comparison to lower latitude studies

We observed an event with significant winds and corresponding wind stresses up to 0.25

N m−2. At other latitudes, events of similar magnitude have been observed to both contribute

significantly to the internal wave field and to result in elevated local ε (e.g. Alford and Gregg

(2001)). Such events are likely to become more common as the Arctic ocean is increasingly

25



exposed to wind forcing in the summer and early fall. It has been hypothesized that such forcing

may cause a feedback effect in which increasing wind energy is transmitted into the deep ocean,

increasing background diffusivities and causing a net upwards transport of Atlantic-origin heat.

Historically, sea ice and the associated ice-ocean boundary layer were thought to be the

primary factors that limit energy transfer from wind to internal waves in the Arctic. However,

observations suggest that in spite of a storm occurring over the ice-free ocean, ε wasn’t appreciably

elevated below 150 m where it could potentially impact Atlantic Water vertical turbulent heat

fluxes. At shallower depths, ε was a factor of 2-3 larger in the survey taken soon after the storm

compared to the later survey. There are a number of factors which may make the transfer of

wind energy into the deeper stratified ocean especially inefficient in the Arctic relative to lower

latitudes even in the absence of persistent sea ice. In this section, we compare each step of the

chain of energy transfer from the wind to ocean dissipation and mixing with other latitudes to

try to identify the factors that insulate the Atlantic Water from wind-driven mixing even in the

absence of sea ice cover.

Energy flux from the wind to the mixed layer

A higher Coriolis frequency f results in relatively smaller near-inertial mixed-layer

responses at high latitudes. In general, wind spectra are red, so that keeping the wind spectrum

constant while increasing f results in less energy resonant at inertial frequencies (e.g. Mickett

et al. (2010)). Using the same mixed layer depth H = 15 and damping r = 0.005 f , as well as the

same winds, running a slab model at 45 ◦N rather than 72 ◦N results in twice as much power

input into the mixed layer (Table 2.2). This effect is even more pronounced if the same model is

applied at 4 ◦N. This is an unrealistic comparison, as wind fields, mixed layer depth, and local

dissipation are not independent of latitude. However, it conceptually isolates the effect of latitude

on the slab model from these other factors.

There are a number of other factors which may affect the efficiency of energy transfer
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from the wind to the mixed layer. Chief among these is the frequency distribution of storm-driven

wind forcing. In the northern hemisphere, it is the clockwise near-inertial component of the wind

forcing that stimulates the mixed layer response. An analysis of how the projection of wind

forcing onto the inertial frequency varies with latitude is made complicated by scare high latitude

measurements, and is beyond the scope of this paper. However, it is possible that the spatial and

temporal scales of Arctic storms are less resonant with the local inertial frequency than their

lower latitude counterparts.

Energy flux in the NIW field

Based on slab model estimates of the energy flux from the wind to the ocean and estimates

for the energy flux within the observed high mode NIW field, we estimate the vertical energy flux

within the NIW field only accounts for 10% of the modeled energy flux from the wind into the

mixed layer. Other studies estimate 12-33% of the wind energy that excites inertial oscillations

in the mixed layer penetrates the stratified ocean as NIWs (Furuichi et al., 2008; Alford et al.,

2012). These studies are not exactly comparable to the current analysis, as the Alford et al. (2012)

figure is an estimate of the NIW energy that penetrates to 800 m at Station Papa over the course

of a year (excluding low mode internal waves that cannot be detected from mooring data), while

the Furuichi et al. (2008) estimate is derived from a model and examines the portion of energy

that propagates below 150 m. Given the uncertainties associated with the slab model, the NIW

energy flux estimates, and the relatively short data record, our 10% estimate is not necessarily

inconsistent with these previous studies. However, the actual energy flux from the wind to the

ocean is likely higher, as the slab model estimates from the NCEP CFSv2 wind product are biased

low due to the lack of near-inertial variability in the reanalysis product.

What happens to energy that enters the mixed layer but doesn’t appear in the observed

NIW field? There are many options. Mixed layer energy is quickly transferred to potential energy

in the form of hydrostatic pressure perturbations as a result of convergence and divergence within
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the mixed layer. These pertubations drive deep velocities that cannot be observed by the mooring

instruments. Energy also radiates horizontally from the forcing site, and can dissipate locally in

the mixed layer or be converted to potential energy as a result of mixing that deepens the mixed

layer. In the Arctic ocean, there are multiple effects that may conspire to limit the energy carried

by the high-mode NIWs that have the potential to access the Atlantic Water halocline.

NIWs are generated when mixed layer inertial oscillations result in zones of convergence

and divergence. These zones exist due either to the spatial scales and translation speeds of

wind events, the spatial scales of oceanic surface eddy kinetic energy, or to the length scale

set by the rate of variation of the Coriolis frequency f (Gill, 1984; D’Asaro, 1989). The rate

of varation of f = 2Ωsin(θ) ≈ f0 +βy with latitude (that is, β ) is low towards the poles. At

72 ◦ N, β = 7.04× 10−12 rad m−1 s−1, compared to 1.61× 10−11 rad m−1 s−1 at 45 ◦ N and

2.27×10−11 rad m−1 s−1 at 4 ◦ N. This corresponds to less convergence and divergence due to

wind-driven inertial oscillations, resulting in small horizontal wavenumbers and shallow energy

ray paths. This has the effect of inhibiting downward propagation of energy.

The spatial scales of both the wind and surface eddy kinetic energy fields may also be

quite different in the Arctic than at lower latitudes. The Rossby radius of deformation in the

Arctic is much smaller than at midlatitudes [O(10 km)] and ice patchiness can contribute to

spatial variability. Both of these effects may tend to counteract the larger length scales set by β ,

but the relative importance of these factors is not well understood.

Another factor that may play a role in limiting energy flux into the NIW field, particularly

during the ice-free summer, are shallow mixed layers with sharp stratification. The depth of the

mixed layer determines the modes into which energy is transfered. A deeper mixed layer results

in energy transfer to lower modes with lower vertical wavenumbers, while a shallower mixed

layer transfers energy to higher modes and higher vertical wavenumbers (Gill, 1984). Group

velocity scales inversely with vertical wavenumber, so that NIWs waves with higher vertical wave

numbers travel more slowly. This slower group velocity may result in more dissipation before
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NIWs have the opportunity to propagate appreciable distances into the stratified ocean below.

The combination of a relatively shallow ray path induced by low β and high stratification

at the base of the mixed layer and slow group velocity due to shallow mixed layers may result in

energy propagation that is largely horizontal rather than vertical, so that NIWs are may either

dissipate at shallow depths or reach continental slopes rather than propagate into the Atlantic

Water. Experiments performed by running a version of the Gill (1984) near-inertial wave model at

75 ◦N suggests that both the low value of β and the effects of shallow mixed layers contribute to

reducing the vertical propagation of energy carried in wind generated NIWs (J. Guthrie, personal

communication 2019).

Energy transfer from internal waves to dissipation

The finescale parameterization estimates ε based on large scale shear and strain due to

the internal wave field. In the global ocean, it is generally successful to within a factor of 2-3

(Whalen et al., 2015). In the next section, we compare observed ε with finescale parameterization

estimates and discuss possible explanations for observed discrepancies.

2.4.3 Agreement and discrepancies between microstructure measurements

and finescale parameterizations

Above 200 m, the time-averaged finescale parameterization estimates of ε are within

a factor of two of the time-averaged observed values within each microstructure survey over

the corresponding depth ranges. However, at 200 m and deeper, finescale parameterizations

underestimate observed rates of ε by approximately a factor of 10. In the 200 m bin, the shear

spectrum is only 40% as energetic as in the 150 m bin. In general, ε varies as S4 (Gregg, 1989),

so this weak shear explains the order of magnitude reduction in ε f s between the 150 m and 200 m

bin. However, ε inferred from microstructure measurements does not drop off to the same degree
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in this depth range. At 200 m, the density ratio becomes unstable to double diffusive convection

as the Atlantic Water halocline begins (Fig. 2.2c). Although double diffusive convection results

in different small-scale physics than shear-driven turbulence, fitting Panchev spectra to shear

variance still effectively calculates ε (Inoue et al., 2007; St. Laurent and Schmitt, 1999). However,

it is uncertain whether the assumptions that go into the finescale parameterization hold in regimes

that are unstable to double diffusion. The internal wave field still carries some energy, but it is

weak below 200 m and the mechanics of its downscale transfer may be quite different than in

regions with doubly stable stratification. This discrepancy between the finescale parameterization

and observed values occurs even in the absence of characteristic double diffusive staircases,

indicating that caution must be used applying finescale parameterizations in double diffusive

regimes even when apparent staircases are not present.

Although this parameterization used measurements of both shear and strain, assuming a

constant Rω = 3 only results in factor of two changes in ε f s, suggesting that measuring just one of

these quantities would be largely sufficient to characterize dissipation due to internal waves. This

is true even for the high Rω values associated with the presence of NIWs.

2.4.4 Observed ε , vertical heat fluxes, and significance

Observations suggest dissipation rates of ∼ 3× 10−10 W kg−1 between 50 and 150 m

during the period that the NIW passed by, with maximum rates at 30 m of ∼ 6×10−10 W kg−1.

In the survey during the NIW event, ε was elevated by a factor of 2-3 in this depth range relative to

the survey after the NIW event. These values are consistent with the upper bounds on ε estimated

from features of the wave field [O(10−9 m2 s−3)]. An internal wave with initial energy density

of 0.0025 m2 s−2 exposed to dissipation rates of 6×10−10 W kg−1 for the two weeks it would

take to propagate to 200 m depth loses 30 % of its energy. This suggests that significant internal

wave energy dissipates above the heat stored in the Atlantic Water mass. Observations show a

very weak wave field below ∼ 150 m, consistent with the hypothesis that most of the energy that
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propagates out of the mixed layer dissipates well above the Atlantic Water. These results are also

consistent with studies by Lincoln et al. (2016), Guthrie et al. (2013), and Lique et al. (2014), all

of which found that a decline in sea ice cover has not been associated with elevated mixing at the

intermediate depths where Atlantic Water is found in the western Arctic ocean.

Even immediately following a wind event and ensuing NIWs, observed heat fluxes out of

the Atlantic water were minimal (less than 0.05 W m−2). For reference, vertical heat fluxes due

to double diffusive convection above the Atlantic Water generally range from 0.05-0.3 W m−2

(Timmermans et al., 2008b). Diffusivities and heat fluxes were slightly elevated in the upper ocean

(<100 m depth) following the NIW event compared to the later survey. The vertical gradient

of temperature varied rapidly in this region due to filaments of PSW. However, the average

temperature profile was warmer at the top and cooler at the bottom, resulting in downwards net

heat fluxes rather than upwards.

There is significant variability in the mean thermal gradients above 200 m in the western

Arctic, and NIW forcing may cause epsiodic upwards heat fluxes above NSTM or warm PSW

filaments under certain conditions. The Arctic is also undergoing rapid climate change. Significant

alteration to the Arctic Ocean stratification could allow more efficient transfer of energy into

the deep (>200 m) ocean. For instance, a longer ice-free season with more ice-free sea surface

increases the fetch that drives surface waves during late summer and autumn storms (Thomson

and Rogers, 2014). Larger surface waves may act to deepen the mixed layer, resulting in more

efficient NIW energy transfer into the water column.

Rapid climate change in the Arctic Ocean has resulted in temporally prolonged and

spatially expanded seasonally ice-free regions. Currently, many factors conspire to preserve low

mixing rates even in ice-free conditions, insulating the heat stored in the deep Atlantic Water.

However, these factors themselves may be altered as the climate continues to change, and many

questions remain.
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Table 2.1: Results of a finescale parameterization using moored profiler shear and strain data.
The range within a standard deviation of the mean is given in parentheses. Means of ε are
calulated geometrically.

Depth range (m) 〈Rω〉 〈ε〉 (W kg−1)

75-150 10 (0.1 to 20) 1 ×10−10 (3×10−11 to 4×10−10)
100-200 19 (12 to 26) 2 ×10−10 (2×10−10 to 4×10−10)
150-250 3 (1 to 4) 5 ×10−11 (2×10−11 to 1×10−10)
200-300 3 (2 to 4) 6 ×10−11 (3×10−11 to 1×10−10)
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Table 2.2: Slab model output using CFSv2 wind forcing from the mooring location on yeardays
240-242, H = 15, and r = 0.05f at varying latitudes. Standard deviations of mean quantities are
given in parentheses.

Latitude (◦ N) |Wind Stress| (N m−2) Energy Flux (W m−2)
72 0.1 (0.05) 0.01 (0.007)
45 0.1 (0.05) 0.02 (0.01)
4 0.1 (0.05) 0.3 (0.2)

Table 2.3: Summary of energy flux and ε estimates

Flux from wind to ocean mixed layer 10−2 (3×10−3 to 2×10−2) W m−2

NIW field energy flux 10−3 (9×10−4 to 2×10−3) W m−2

NIW field ε from
............microstructure measurements (30 m) 6×10−10 (3×10−10 to 1×10−9) W kg−1

............microstructure measurements (75-150 m) 3×10−10 (2×10−10 to 6×10−10) W kg−1

............finescale parameterization (75-150 m) 1×10−10 (3×10−11 to 4×10−10)

............∆E
∆t ≤ 4×10−9 W kg−1

............∂E
∂ z cgz ≤ 8×10−9 W kg−1
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Figure 2.1: Map of the study region. Colors show the maximum energy flux from the wind
to the ocean mixed layer calculated from a slab model using 10 m CFSv2 winds on between
yearday 240-243 in mW m−2. a) Regional map, study area is highlighted in black box b) Study
area. Mooring is shown as a star. First and second microstructure survey locations are shown as
blue and red lines, respectively.
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Figure 2.2: Average profiles over the profiler record duration of a) Potential temperature (red),
salinity (blue) b) σθ (black) and N2 (gray) c) |U |2 (cyan, with NIW filtered |UNI|2 dashed) and
Turner angle (green). The Turner angle is calculated using gradients of temperature and salinity
calculated as first differences over 2 m bins, then smoothed over 8 m. The dashed green line
indicates Tu = -45◦, the boundary between double diffusive convective instability and doubly
stable stratification. WKB stretched and scaled quantities averaged over the profiler record: d)
N2

WKB and e) |UWKB|2 (with NIW filtered |UWKB,NI|2 dashed).
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Figure 2.3: a) 10 m wind velocity from CFSv2 reanalysis product (black; east-west solid, north-
south dotted) and barotropic tidal velocity from Arctic Ocean 5 km Inverse Model (AOTIM-5)
(red; east-west solid, north-south dotted), with the timing of the two MMP surveys shaded in
gray, b) u velocity (m s−1), c) v velocity (m s−1), d) isopycnal displacement η (m), e) |Uz20m|2
(s−2), f) N2

20m (rad s−2), g) Ri−1
20m from |Uz20m|2 and N2

20m. Ri−1
20m is masked below 400 m as noise

in shear and variations in N2 due to double diffusive layers dominate the signal below this depth.
All observations made by the mooring profiler.
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Figure 2.4: a) Depth-averaged from 30 to 300 m and b) Time-averaged over the profiler record
c) horizontal kinetic energy calculated from profiler velocities. The period used to determine an
upper bound on ε due to the dissipation of the NIW is highlighted in red in a)

Figure 2.5: a) Wind stress input for slab model, based on CFSv2 10 m winds and assuming
no ocean velocity. Blue and red represent east-west and north-south stress, respectively. b)
East-west mixed layer velocity from slab model. Dashed line represents measured 15 m velocity
filtered at the near-inertial frequency. c) As in b, but for north-south mixed layer velocity. d)
Power input from the slab model calculated as τ ·u The dashed line represents τ ·uobs, where
uobs is the observed 15 m velocity filtered at the near-intertial frequency, and τ is calculated
from reanalysis winds.
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Figure 2.6: Quantities averaged over MMP surveys one (red) and two (blue), and averaged over
the profiler record using finescale parameterization (black): a) Potential temperature, b) N2, c)
ε , d) Reb, e) KT , and f) heat flux. Black stars represent finescale estimates calculated using both
shear and strain profiler measurements to calculate Rω in situ, while gray stars are calculated
using Rω = 3.

Figure 2.7: Top: Average normalized shear (blue) and strain (red) spectra for depth bins a)
75-150 m b) 100-200 m c) 150-250 m and d) 200-300 m. Light blue and red lines are the Garret-
Munk 1976 shear and strain spectra for each depth bin. Normalized shear spectra uncorrected for
roll-off are shown as dotted lines. The wavenumber cutoff kc = 0.04 m−1 used for integration
is shown as a dotted black line. Bottom: Time-series plots for 12 hour finescale estimates
of e) normalized shear, f) strain, g) in situ Rω , and log10(ε f s) for all depth bins. Line style
indicates depth bins, with the 75-150 m depth bin solid, 100-200 m dashed, 150-250 m dotted,
and 200-300 m dash-dot.
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Figure 2.8: Histograms of ε measured during MMP surveys 1 (red) and 2 (blue). The instrument
noise floor is 1×10−10 W kg−1, and values are capped there. In both surveys there are peaks
in the distribution between 1 and 3 ×10−10 W kg−1, suggesting that observed patterns are
physically meaningful, if subject to overestimation.
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Figure 2.9: WKB stretched, scaled, and lowpass filtered 1a) time-averaged u amplitude (m2 s−2),
1b) u velocity (m s−1), 2a) time-averaged rotary-filtered downward propagating velocity am-
plitude (m2 s−2), 2b) rotary-filtered downward propagating velocity (m s−1) 3a) time-averaged
isopycnal displacement amplitude η2 (m), 3b) η (m), 4a) depth-averaged rotary-filtered down-
ward propagating horizontal kinetic energy density (u2+v2), and 4b) rotary-filtered downward
propagating horizontal kinetic energy density (u2+v2). The segment used for fitting to find the
internal wave frequency from yearday 244.5 to 247 and scaled depth 165 to 220 m is shown in a
red box in each hovmoller plot. The red line in 4a) is the time-average of downward propagating
HKE density within that segment.
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Figure 2.10: The time-averaged vertical derivative of energy flux, calculated as cgz
dE
dz , with

cgz = 2× 10−4 m s−1 and dE
dz smoothed over 100 m. The quantity cgz

dE
dz is calculated in

WKB coordinates, then put onto scaled coordinates (Fz is invariant under the WKB transform).
Observed values of ε averaged over the MMP survey on yearday 244 are plotted for reference.
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Chapter 3

Microstructure Observations of Turbulent

Heat Fluxes in a Warm-Core Canada

Basin Eddy

3.1 Introduction

In the last decades Arctic sea ice has declined at an alarming rate, and this loss is expected

to continue in the coming years (Carmack et al., 2015; Overland and Wang, 2013). Ocean heat

fluxes have been known to contribute to the growth/melt cycle of Arctic sea ice since the 1970s

(Maykut and Untersteiner, 1971); however, the pathways by which oceanic heat reaches Arctic

sea ice are complex and our knowledge is constrained by a lack of in situ observations (Carmack

et al., 2015). Global climate model predictions have historically underestimated the rate of sea-ice

melt (Eisenman et al., 2011); better knowledge of the processes that bring oceanic heat into

contact with sea ice is needed to improve both regional and global model predictions.

Heat can be stored in subsurface water masses in the Arctic Ocean because salinity is

much more influential than heat in setting the density of water near the freezing temperature. In
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the western Arctic, the relatively warm Pacific Summer Water (PSW) and Atlantic Water (AW)

masses are found between 40-100 m and 200-400 m depth, respectively. PSW originates with

flows through the Bering Strait, driven by the pressure gradient associated with the higher sea

level in the Pacific than in the Arctic. In the summer, these flows are further modified in the

Chukchi Sea, developing into two varieties of PSW (Rudels, 2001). These are the relatively warm

fresh Alaskan Coastal Water (ACW) and somewhat colder and saltier summer Bering Sea Water

(sBSW) (Shimada et al., 2001; Pickart et al., 2005; Timmermans et al., 2014). ACW is modified

by inflow from Alaskan rivers and is identified by a temperature maximum in a salinity range of

29-32.2, while sBSW is modified in the Bering Sea and identified by a temperature maximum in

the salinity range of 32.2-33 (Timmermans et al., 2014). The lateral distribution of PSW is thought

to play a role in regulating the extent of sea ice (Shimada et al., 2001, 2006; Steele et al., 2004;

Pickart, 2004; Woodgate et al., 2010; Watanabe, 2011) although the mechanism for heat flux from

PSW to the surface is unclear in the Canada Basin, where PSW is generally found more than 50

m from the surface and is usually separated from the mixed layer by strong haloclines (Toole

et al., 2010). Prior studies suggest that while Atlantic-origin water contains more subsurface

heat than PSW, stratification allows only very modest heat fluxes out of the Atlantic Layer in the

western Arctic (Padman and Dillon, 1987; Timmermans et al., 2008a; Sirevaag and Fer, 2012;

Lincoln et al., 2016).

Eddies are ubiquitous in the Arctic and are frequently observed by both ships and drifting

platforms (Hunkins, 1974; Newton et al., 1974; Manley and Hunkins, 1985; D’Asaro, 1988b; Pad-

man et al., 1990; Plueddemann et al., 1998; Münchow et al., 2000; Muench et al., 2000; Krishfield

et al., 2002; Halle, 2003; Pickart et al., 2005; Pickart and Stossmeister, 2008; Timmermans et al.,

2008b; Kadko et al., 2008; Kawaguchi et al., 2012; Zhao et al., 2014; Bebieva and Timmermans,

2015; Pisareva et al., 2015; Kawaguchi et al., 2016). Intrahalocline eddies in the western Arctic

are thought to form due to instabilities at the mouth of Barrow Canyon (D’Asaro, 1988a; Shaw

and Chao, 2003; Watanabe, 2011) and along the Beaufort and Chukchi slope currents (Hunkins,
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1974; Manley and Hunkins, 1985; Muench et al., 2000; Chao and Shaw, 2003; Pickart, 2004;

Pickart et al., 2005; Spall et al., 2008; Watanabe, 2011). As they make their way into the Canada

Basin, such eddies may play an important role in the transport and modification of Pacific-origin

Arctic water masses (D’Asaro, 1988a; Steele et al., 2004; Pickart, 2004; Pickart et al., 2005;

Pickart and Stossmeister, 2008; Spall et al., 2008; Watanabe, 2011).

In this paper, we describe an anomalously warm anticyclonic eddy observed on the

Chukchi slope in September of 2015 (Fig.3.1 and 3.2). The core of this eddy was quite warm (6

◦C) and close to the surface (40 m). This is significantly warmer than most previously described

Arctic eddies (Manley and Hunkins, 1985), although Kawaguchi et al. (2012) observed an eddy

with similar properties in 2010. The core of the warm eddy had similar temperature-salinity

properties to ACW (see section 3). Warm ACW enters the central Canada Basin via Barrow

Canyon (D’Asaro, 1988b; Münchow and Carmack, 1997; Steele et al., 2004; Shroyer, 2012),

where it divides into the baroclinically unstable Beaufort shelfbreak jet (Rudels, 2001; Steele

et al., 2004; Pickart, 2004; Nikolopoulos et al., 2009; von Appen and Pickart, 2012) and Chukchi

slope current (Corlett and Pickart, 2017). Warm-core eddies likely form due to instabilities

either at Barrow Canyon or along the topographically trapped currents. These warm and salty

Chukchi slope eddies are somewhat analogous to the small warm and salty Mediterranean eddies

(“meddies”), which have been described since the 1980s (Armi and Zenk, 1984; Armi et al., 1989;

Ruddick, 1992; Ruddick et al., 2010). Warm ACW eddies could play a significant role in the

transport of Pacific-origin freshwater, nutrients, and heat into the Arctic Basin, which could play a

role in setting stratification, affect biological productivity, and impact the growth/melt of sea ice.

In the following analysis we focus primarily on the processes that remove heat from

the eddy’s core. Our goal is twofold: to identify the processes that cause heat flux out of the

eddy observed in September 2015, and to quantify the net heat flux due to these processes. Our

analysis indicates that the following three processes act to extract heat from the eddy (in order

of increasing importance): (1) shear-driven mixing; (2) double diffusive layering; and (3) net
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lateral heat fluxes along the flanks of eddies. Here we briefly introduce the candidate processes.

In section 3.b.1 we present the evidence that these processes are active in the eddy, and in section

3.b.2 we consider their respective contributions to heat flux.

Shear-driven mixing When the shear within a flow is high relative to local stratification,

instabilities may occur, resulting in overturns and turbulent mixing. Shear is elevated above

and below the core of an eddy due to its rotation. Smaller-scale variation in shear may be due

to the effects of internal waves, which are primarily driven by winds and tides. Mixing due to

shear-driven turbulence has been observed to play an important role in setting heat fluxes in the

Eurasian Arctic (Fer et al., 2010; Peterson et al., 2017; Meyer et al., 2017); however shear is

generally low in the western Arctic due to weak tides and modest wind-forced near-inertial waves

(D’Asaro and Morehead, 1991; D’Asaro and Morison, 1992; Pinkel, 2005; Fer, 2009).

Double diffusive convection (DDC) DDC is a common phenomenon in the Arctic Ocean

(Neshyba et al., 1971; Melling et al., 1984; Padman and Dillon, 1987, 1988, 1989, 1991; Kelley

et al., 2003; Sundfjord et al., 2007; Lenn et al., 2009; Timmermans et al., 2008a; Polyakov et al.,

2012; Sirevaag and Fer, 2012; Kawaguchi et al., 2012, 2014; Bebieva and Timmermans, 2015;

Guthrie et al., 2015; Bebieva and Timmermans, 2017) and has previously been observed above

warm-core Arctic eddies (Padman and Dillon, 1991; Padman, 1994; Bebieva and Timmermans,

2015; Kawaguchi et al., 2012) and PSW intrusions (Kawaguchi et al., 2014). DDC occurs when

gravitationally stable cold and fresh water overlies a warm and salty layer. At a molecular level,

heat diffuses upwards faster than salt, leading to rising buoyant parcels. As a parcel rises, heat

diffuses out of it faster than salt, so that its buoyancy decreases. The parcel may initially overshoot

its neutral density due to inertia, resulting in damped oscillatory behavior. Over time, this process

results in well-defined convecting cells which are separated by thin interfaces where the cells meet.

Fluxes of both heat and salt are generally continuous through layers and interfaces, but within the

convecting layers both temperature and salinity are relatively uniform while across the interfaces

there are sharp gradients in both temperature and salinity. This results in a characteristic staircase
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apparent in vertical profiles of temperature, salinity, and density. DDC steps are ubiquitous in the

Canada Basin above the Atlantic Layer, but estimates of heat flux through them are fairly low,

with an estimated range of 0.05-0.3 W m−2 (Timmermans et al., 2008a).

Lateral heat fluxes Thermohaline intrusions occur where warm and salty water lies

laterally next to cold and fresh water and are observed frequently throughout the world’s oceans.

These intrusions result in a net flux of heat and salt from the warm salty side of the front (Turner,

1978; Ruddick and Richards, 2003). Thermohaline intrusions have been observed at the edges of

warm and salty Mediterranean eddies (meddies), where they dominate the decay of meddies’ heat

signature and density anomaly (Armi et al., 1989; Ruddick, 1992; Ruddick et al., 2010). Similar

intrusions have frequently been observed in the Arctic Ocean (see Ruddick and Richards (2003)

for a review).

All three of these processes are known to occur in the Arctic, and the warm-core in-

trahalocline eddy described below contained regions in which each of them dominated local

heat fluxes. However, the relative importance of these processes in the overall decay of warm

intrahalocline eddies (or, more generally, subducted PSW) is not well understood, nor are the

heat fluxes associated with each process. In the sections that follow, we describe the methods

used to observe the eddy and outline the eddy’s observed structure and properties. We describe

the features that indicate the presence of different mixing processes and quantify the heat flux

from the eddy’s core due to each. Finally we compare the relative importance of these processes

and quantify the net heat transport out of the eddy’s top, bottom, and sides.

3.2 Methods

The observations discussed in this paper were taken aboard the R/V Sikuliaq on the

Chukchi slope in September of 2015. The survey was conducted just north of the mouth of

Barrow Canyon at 72◦ 23.17’ N, 154◦ 10.80’ W. The first survey consisted of four Shallow Water
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Integrated Mapping System (SWIMS) transects, shown as solid lines in Fig. 3.1, and two Modular

Microstructure Profiler (MMP) lines, shown as dashed lines in Fig. 3.1. Intermittent gaps in the

MMP profiling occurred due to the MMP cable freezing to its reel. The number of profiles and

speed during each transect are given in Table 3.1.

The observations discussed herein were obtained using two instruments both built by M.

C. Gregg at APL/UW and modernized and currently operated by our group at SIO: the Shallow

Water Integrated Mapping System (SWIMS) and the Modular Microstructure Profiler (MMP)

(Gregg and Pratt, 2010; Wesson and Gregg, 1994). SWIMS is a profiler that is towed behind a

ship. It is rapidly winched up and down, making a tight sawtooth pattern. During the portions of

this survey conducted using SWIMS, the ship maintained a speed of approximately 2 m s−1, or 4

kts, over ground. Profiles (both up- and down-casts) were made to 150 m depth roughly every

100 seconds, corresponding to a horizontal resolution of ∼200 m. SWIMS carries a Seabird 9plus

CTD, upward- and downward-looking 300 kHz RDI workhorse ADCPs, an optical backscatter

sensor, an oxygen sensor, a fluorometer, and an altimeter for work near the sea floor. Only CTD

and ADCP data were used in the present study. Velocities were converted from relative to absolute

values by vertically integrating shear and referencing the resulting velocities to a hull-mounted

shipboard sonar. The CTD dataset used in this analysis was vertically gridded to 0.5 m bins,

while the velocity dataset was gridded into 2 m bins. Velocities were determined to be unreliable

within 20 m of the surface, due to the ship wake and reflection from the surface; values in these

depth bins are not reported.

MMP is a loosely tethered microstructure profiler. It falls at ∼0.6 m s−1 and has two

custom-built shear probes, an FP07 thermistor, CTD, and altimeter. The turbulent kinetic energy

(TKE) dissipation rate (ε) was calculated from microscale shear measurements using an iterative

process to fit a Panchev curve to the shear spectra, assuming isotropic turbulence (see Wesson and

Gregg (1994)). The dissipation rate of thermal variance (χ) was inferred from the FP07 assuming

isotropic turbulence. Both ε and χ were windowed into 2.5 second segments (corresponding
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to 1-2 m in depth) prior to spectral analysis. Generally, χ = 6κT < θ 2
z >, in which κT is the

molecular diffusivity of heat, and < θ 2
z > is the variance of the thermal gradient. The fall rate

of the MMP is too high to fully resolve the Batchelor spectra of the microstructure temperature

gradients, so χ was inferred iteratively (Luketina and Imberger, 2001). In each window, an

initial estimate of χ was calculated by integrating the spectrum of θz. Maximum likelihood

estimation (MLE) was used with this χ estimate to determine the Batchelor wavenumber (kB)

(Ruddick et al., 2000). A revised estimate of χ was calculated from this kB, and the process

iterated until subsequent χ estimates were within 20% of the previous value. Due to the presence

of sub-meter-scale structure in temperature, χ is very sensitive to the method of selection of

spectral windows, with poorly selected windows introducing factor of 1000 errors into calculated

χ . The procedure used to window χ is discussed in more detail in Appendix A. The nominal

noise floors for ε and χ are 10−10 W kg−1 and 10−10 ◦C2 s−1, respectively. All MMP data were

gridded to 0.25 m depth bins except where otherwise noted. For flux calculations, all quantities

were smoothed in the vertical to 1 m. Bulk lateral thermal gradients were additionally smoothed

laterally over 1 km.

Due to the lognormal distribution of ε and χ (e.g., Gregg et al. (1993)), sampling errors

in both directly measured quantities and calculated fluxes were determined using a bootstrapping

procedure. The sampling errors in ε and χ were the largest source of quantifiable error in our

calculated heat fluxes, and were generally within 50% of the measured values. However, we

cannot quantify errors due to instrument bias or violations of the assumptions inherent in the

methods used to calculate heat flux, which likely have a bigger contribution to the uncertainties in

mean quantities (e.g., Peters et al. (1988) report uncertainties of a factor of 2-3 in measured ε

and χ). All reported values are only accurate within a factor of 2-3, and for this reason, only one

significant figure is reported for heat flux calculations.
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3.3 Results

3.3.1 Eddy structure

CTD and ADCP data collected during the SWIMS transects indicate the eddy was an

anticyclonic warm-core intrahalocline eddy, with core temperatures of 6 ◦C (Fig. 3.1, 3.2, 3.3).

This is an exceptionally warm eddy for the Canada Basin, as most observed warm-core eddies

reach temperatures of 1-2 ◦C (Manley and Hunkins, 1985; Pickart and Stossmeister, 2008; Zhao

et al., 2014). The eddy is warmest between 30-50 m depth, with a warm anomaly observed as

deep as 95 m (Fig. 3.2).

Temperature and salinity measured in transects T1-T4 show a warm salty core (30-50 m)

that was fairly homogeneous, although each transect captured different sections of this core (Fig.

3.3). Beneath this core, temperature decreased slowly, with the 3 ◦C isotherm extending as deep

as 75 m. In T3 and T4, a secondary warm anomaly appeared next to the eddy, likely part of an

arm that extends off the eddy core. The salinity in the core of the eddy ranged from 31 to 31.5,

which is within the salinity range for Alaskan Coastal Water (ACW) (Timmermans et al., 2014).

The velocities measured are consistent with anticyclonic rotation (keeping in mind that most

transects did not bisect the center of the eddy). The rotation of the eddy was apparent far beneath

its warm core, with velocity signals extending as deep as 250 m, the deepest measurement (not

shown). However, the warm core of the eddy from 30 to 50 m showed intensified velocities that

were laterally offset from the rotation in the deeper portion of the water column.

Composite eddy features were determined by binning each measurement into overlapping

500 m bins based on radial distance from the eddy’s center. To determine the eddy’s center, all

measurements were backtracked based on the average barotropic velocity during the survey of 4

cm s−1 N and 6 cm s−1 W. With the assumption that all points experienced this average velocity

over the course of the survey, each point along the survey was backtracked to its position at the

start of the survey. Using these new position coordinates for each measurement, the center was
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determined by least-squares fitting to the location that minimized radial velocity (Fig. 3.1). The

binned measurements were reflected about zero to create a composite transect through the eddy;

Fig. 3.4 shows depth-averaged quantities for this composite transect.

Heat content anomaly per azimuthal meter relative to 0 ◦C (Fig. 3.4a) was calculated in

500 m radial bins, and was concentrated in the homogeneous warm core of the eddy. At the edges

of the eddy, the heat anomaly tapered off. The total heat content anomaly of the eddy relative to 0

◦C of 7×1016 J was calculated by assuming azimuthal symmetry so that the heat calculated in

each radial bin was integrated over a ring of equal distance from the eddy center.

Composite azimuthal velocity (Vθ ) in each bin (Fig. 3.4b, black) was calculated by

applying coordinate transforms to each measured Cartesian velocity prior to binning these values.

Geostrophic velocity (Vθg, Fig. 3.4b, blue) was determined by integrating the thermal wind

equation

∂Vθg

∂ z
=− g

ρ0 f
∂ρ

∂ r
, (3.1)

in which g is acceleration due to gravity (9.8 m s−2), r is the distance from a given bin to the

eddy’s center, f is 1.37×10−4 s−1, and ρ is the binned potential density. We assumed completely

geostrophic velocities at 140 m (the deepest we consistently sampled density). Vθg explained

about 90% of the eddy’s velocity, with cyclostrophic velocity (Vθc =
√

grρr/ρ , Fig. 3.4b, red)

accounting for the remaining 10%.

The average relative vorticity (ζ = r−1∂ (rVθ )/∂ r) across the full extent of the eddy (Fig.

3.4c) was -3×10−5 s−1. Taking the eddy Rossby number to be Ro = |ζ |/ f gives an eddy Rossby

number of 0.2. Based on the Zhao et al. (2014) study of Arctic eddies identified from ice-tethered

profiler (ITP) data, this is well within the range of eddies typically observed in the Arctic. Within

the eddy’s central core, the relative vorticity almost perfectly offsets planetary vorticity. This is

similar to the eddy described by D’Asaro (1988b), in which the potential vorticity at the eddy

core was nearly zero due to the opposing influences of relative and planetary vorticity.
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3.3.2 Turbulence and heat fluxes

Observations collected along transects T5 and T6 included microstructure shear and

temperature measurements. All quantities were binned to 0.25 m bins with χ treated as discussed

in Appendix A. The lateral temperature gradient was smoothed over 1 km in the horizontal.

The TKE dissipation rate (Fig. 3.5a) was high [O(10−6) W kg−1] near the surface (extending

to 15-20 m depth) due to ship wake and surface boundary layer processes (e.g., MacKinnon

et al. (2016)), and generally low beneath this layer. However, ε was elevated [O(10−8) W kg−1]

compared to background noise [O(10−10) W kg−1] in a relatively thin layer surrounding the

eddy’s thermohaline core. Within the core, ε was generally not detectable above the instrument

noise level. Similarly, χ (Fig. 3.5, top right) was high near the surface and elevated at the edges

of the eddy.

Elevated ε and high temperature gradients surrounding the eddy core (Fig. 3.5, Fig. 3.3)

suggest that heat may have been mixing from the eddy’s core into the surrounding water. In

the following section, we describe the observations that indicate the presence of three distinct

processes: shear-driven mixing, DDC, and lateral heat fluxes due to thermohaline intrusions.

This discussion is followed by a quantitative analysis of the heat fluxes and transport due to each

process.

Observations indicating the presence of each process

Shear-driven mixing

We calculated shear at a 4 m scale (Uz4m =
√

uz + vz) by interpolating velocity to a

regularly spaced 0.2 km grid, smoothing to 4 m bins in the vertical and 1 km bins in the horizontal,

and taking 4 m first differences. Above and below the eddy core, Uz4m was elevated (Fig. 3.6a).

The general pattern of Uz4m was consistent with a core in solid-body rotation; however, there

were smaller anomalies in shear that could be due to small-scale processes. Prior studies suggest

that internal waves may interact with the potential vorticity of eddies, leading to effects that can
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induce refraction or wave breaking at the edge of eddies via various mechanisms (Kunze, 1985,

1986), and such effects have been observed in previous studies of Arctic eddies (Halle, 2003;

Kawaguchi et al., 2016). The anomalies we observed in shear are suggestive of internal waves,

although frequency information cannot be determined from this survey.

The buoyancy frequency squared (N2
4m, Fig. 3.6b), similarly calculated by interpolating

density to the same grid as velocity, smoothing, and taking first differences over 4 m, was also

high above the eddy. The inverse Richardson number (Ri−1
4m = Uz4m

2/N2
4m) is used to characterize

the propensity for shear instability, with growing instabilities expected for Ri−1 > 4. In these

measurements, Ri−1
4m is generally low, but is elevated below the eddy core, suggesting possible

susceptibility to shear instabilities (Fig. 3.6c). Shear instabilities may also occur at vertical

scales smaller than the 4 m smoothing used to calculate Ri−1
4m . The rate of turbulent dissipation

ε , measured on T5 using the MMP, was elevated above and beneath the eddy’s core and on the

flanks of the eddy (Fig. 3.6d). Beneath the eddy core, elevated ε may be explained by shear

instabilities that occur due to geostrophic shear. However, the elevated ε above the eddy and on

its flanks is primarily due to other smaller-scale processes.

Double diffusive convection (DDC) The vertical temperature gradient just above the

eddy’s core was quite strong [O(1) ◦C m−1] (Figs. 3.2a, 3.3). Both temperature and salinity

increased with depth above the eddy, creating favorable conditions for the formation of diffusive

layers. These layers were apparent in individual profiles of both temperature and salinity (Fig.

3.7, a, b) as well-mixed homogeneous layers separated by sharp interfaces with high gradients in

both temperature and salinity.

The density ratio Rρ = (β∆S)/(α∆T ), in which α is the thermal expansion coefficient, β

is the saline contraction coefficient, ∆T is the vertical difference in temperature over a given depth

range, and ∆S is the vertical difference in salinity across the same range, indicates susceptibility

to double diffusion (Turner, 1974; Huppert and Turner, 1981). The Turner angle (Fig. 3.5c)

Tu = tan−1[(α∆T )/(β∆S)]−45◦ maps the density ratio onto the polar plane. In this formulation,
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−90◦ < Tu <−45◦ corresponds to DDC instabilities, −45◦ < Tu < 45◦ corresponds to stable

stratification, 45◦ < Tu < 90◦ indicates salt fingering instabilities, and Tu > 90◦ and Tu <−90◦

both correspond to gravitational instabilities. The Turner angle indicates that the region above

the eddy is subject to DDC, while the region within the eddy core is double diffusively stable

(Fig. 3.5c), consistent with the observed staircase structure at the top of the eddy (Fig. 3.7, a).

The average density ratio in this region is Rρ = 2.6±1.0. Additional DDC characteristics are

given in Table 3.2. Based on the presence of stair-steps, shear that is weak relative to the local

stratification, and the local Turner angle, we assume the elevated values of ε observed at the top of

the eddy (Fig. 3.6, Fig. 3.5) were associated primarily with DDC. There was a small region below

the eddy’s core that was weakly susceptible to salt fingering instabilities (75-80 m); however,

since this region was quite small we conclude that shear-driven mixing was dominant beneath the

eddy core. Salt fingering may have played a more significant role within the eddy core between

55 to 60 m depth; however as this process moves heat within the eddy’s core rather than removing

it from the eddy we have not treated it in our analysis.

Lateral intrusions

Lateral temperature gradients (Fig. 3.5d) and salinity gradients (not shown) were fairly

strong along the sides of the eddy, with temperature gradients of O(10−3) ◦C m−1. This promotes

another double diffusive phenomenon: thermohaline intrusions. These intrusions appeared as

alternating layers of cold-fresh and warm-salty water which were coherent across multiple profiles

at the sides of the eddy (Fig. 3.7, a, c). Double-diffusive intrusions can occur due to the presence

of warm salty water lying next to cold fresh water (Stern, 1967; Ruddick and Turner, 1979), and

May and Kelley (1997) describe how a density-compensated thermohaline gradient, combined

with lateral shear, can also trigger a baroclinic instability, leading to lateral mixing. The analysis

that follows depends on the assumption that the intrusions were approximately in steady state

balance on timescales that are short relative to the eddy decay time; that is, that the timescale

for the evolution of intrusions was significantly longer than the timescales associated with the
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observed turbulence (but short enough that the eddy did not decay substantially during this

timescale). Intrusions generally evolve over timescales of days to months (e.g., Gregg (1980);

Armi et al. (1989)), supporting this assumption.

A single vertical profile through the intrusive region shows the layered cold-fresh/warm-

salty structure (Fig. 3.8a; this structure is more pronounced in temperature than salinity due to

higher resolution in temperature and its weaker influence on density). The Turner angle calculated

along the profile shows both the top and bottom of warm-salty intrusions are susceptible to double

diffusion, with DDC instability above intrusions and susceptibility to salt fingering beneath

intrusions (Fig. 3.8b). We see evidence of DDC at the top of warm-salty regions, where small

steps in both temperature and salinity indicate the presence of DDC (Fig. 3.8a). The rate

of dissipation of both TKE and thermal variance was generally modest along intrusions, with

intermittent spikes in both ε and χ apparent in diffusive convective regions (e.g., 60 m depth, Fig.

3.8c and d).

As intrusions develop along the flanks of an eddy, they act like the ribs on a radiator,

increasing the surface area over which heat can exit the eddy. Along each warm-salty intrusion,

strong thermal gradients above and below the intrusion drive double diffusion and allow heat

to mix vertically out of the intrusion. If the intrusions remain in approximate steady state on

timescales short compared to the eddy decay time, the total flux of heat out the top and bottom

of each intrusion must be balanced by the lateral advective flux of heat along the warm-salty

intrusion (just as the heat that radiates out of the ribs of a radiator must be balanced by heat that

enters through the radiator’s pipe if the radiator’s temperature remains constant). This model has

been used by Gregg (1980) and Ruddick et al. (2010) to infer the net lateral heat flux through

intrusions by matching it to the small-scale turbulent heat fluxes through the edges of individual

intrusions. This is the approach we take here as well.
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Heat fluxes due to each process

In the following analysis, each process is considered separately in the region of the eddy

in which it dominates:

1. Shear-driven turbulence beneath the eddy’s core (horizontal coordinate 8 km < s <

16 km and 27 km < s < 35 km, where s is kilometers along ship track from the start of the

microstructure survey and within isopycnals 24.8 < σθ < 25.5; green contour in Fig. 3.5);

2. DDC, (8 km < s < 16 km and 27 km < s < 35 km, where x is kilometers along

ship track from the start of the microstructure survey, and within isopycnals 24.8 < σθ < 25.5;

red contour in Fig. 3.5); and

3. Lateral mixing at the edges of the eddy (s < 8 km, 16 km < s < 27 km, and s >

35 km, within isopycnals 23.6 < σθ < 25, and where the lateral thermal gradient magnitude is at

least 5×10−4 ◦C m−1; cyan contour in Fig. 3.5).

Shear-driven turbulence beneath the eddy core

Density diffusivity due to shear-driven turbulence at the bottom of the eddy (Kbottom
ρ ) is

calculated using Osborn’s 1980 equation, Kbottom
ρ ≤ Γ〈ε〉/〈N2〉, in which Γ is a mixing efficiency

and N2 is the buoyancy frequency (Osborn, 1980), and angled brackets indicate averages taken

over all bins within the region. Γ is generally taken to be 0.2 (e.g., Gregg et al. (2018)). In

fully-developed turbulence, heat and density both diffuse at the same eddy diffusivity, and Kbottom
ρ

is identical to the thermal diffusivity Kbottom
T . We assume this equivalence holds throughout the

analysis.

Beneath the eddy’s core, 〈ε〉 was 1.1×10−9 W kg−1 and 〈N2〉 was 5.6×10−4 s−1 (Fig.

3.9iii). This results in an upper bound for Kbottom
T of 4×10−7 m2 s−1 (about 2.5 times the

molecular value for heat). The average Tz found beneath the eddy’s core was -0.3 ◦C m−1. The
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average heat flux Fbottom
H =−ρCpKbottom

T Tz out of the bottom of the eddy was estimated as -0.5

W m−2 (Fig. 3.10c). The eddy’s lifetime may be estimated by considering the integrated area flux

of 4 ×107 W removing the eddy’s heat anomaly of 7 ×1016 J. This results in a decay timescale

of 60 years.

Double diffusive convection above the eddy core

Multiple methods have been used to estimate heat fluxes due to DDC. The Osborn-Cox

equation, KOC
T = 0.5〈χ〉/〈θz〉2 (Osborn and Cox, 1972), in which angled brackets represent

averaged values of χ and N2 on isothermal surfaces, applies in the double diffusive regime (see

Winters and D’Asaro (1996)). Care must be taken when calculating χ , which it is generally

determined via Fourier analysis over windows of approximately 1 m. Diffusive interfaces are

much smaller than these windows, so a spectral window which includes an interface will give

an erroneously high value for χ , due to contamination from the sharp change in background

temperature gradient. It has been empirically demonstrated that the Osborn equation (Osborn,

1980) also gives fairly reliable estimates for the effective diffusivity within diffusive layers

provided that Γ is taken to be 1, rather than the conventional 0.2 (in a perfectly convecting cell,

each convection cycle converts all kinetic energy to potential energy, and vice versa) (St. Laurent

and Schmitt, 1999; Inoue et al., 2007). Additionally, a variety of flux laws have been developed

based on laboratory studies that relate heat flux to the temperature difference δθ across adjacent

steps (e.g., Turner (1973); Kelley (1984, 1990) and others). These laws have the advantage that

fluxes may be computed without microstructure measurements of temperature or shear. Such

flux laws have been applied to oceanic DDC and appear to agree well with microstructure results

(Padman and Dillon, 1989; Sundfjord et al., 2007; Polyakov et al., 2012; Guthrie et al., 2015).

For the purpose of this analysis, four distinct methods were used to calculate the heat

flux due to diffusive convection. First, for ease of comparison with the other processes, the

Osborn-Cox equation was used with 0.25 m binned data with averages taken over the entire

diffusive convective region (Fig. 3.9, top), so that flux derived from χ (Fχ ) was estimated as
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Fχ = ρCpKOC
T Tz. In the region at the top of the eddy’s core, 〈χ〉 was 1.6×10−6 ◦C2 s−1 and

〈Tz〉 was 1.0 ◦C m−1. This method led to an effective diffusivity KOC
T of 8×10−7 m2 s−1 and an

estimated heat flux of 3 W m−2.

For a more robust analysis, we followed the methods of Padman and Dillon (1989), who

calculated diffusive convective fluxes within each layer of a diffusive staircase (see Fig. 3.11). In

this analysis, windows containing only the well-mixed diffusive layers were hand-selected for

each profile. While these fluxes should ideally be calculated based on values averaged horizontally

along a single diffusive layer, we found it difficult to trace single layers over multiple adjacent

profiles, likely due to the short height of layers and the high-shear background environment that

may result in intermittent disruptions to layers. For this reason, fluxes were calculated from

values determined within each layer for each profile. The reported results are an average of such

fluxes. Both the Osborn-Cox and the Osborn equation with Γ = 1 were used to calculate fluxes

within each layer. The calculated fluxes over the diffusive convective region were 6 W m−2, using

Fχlayers = ρCpKOC
Tlayers

Tz and 4 W m−2, using Fεlayers = ρCpKO
Tlayers

Tz, in which KO
Tlayers

was calculated

with Γ = 1.

Because empirical flux laws are frequently used when microstructure measurements are

not available, we also compared these results to those found using the flux law described by

Kelley (1990) and verified by Guthrie et al. (2015):

F4/3 = 0.0032exp
( 4.8

R0.72
ρ

)
ρCp

(
αgκ

Pr

)1/3
δθ

4/3, (3.2)

In Eq. (2), Rρ is the density ratio as defined above and averaged over a profile, ρ = 1025 kg m−3

is density, Cp = 4000 J K−1 kg−1 is the heat capacity of salt water, κ = 1.4×10−7 m2 s−1 is the

molecular diffusivity of heat, Pr =
ν

κ
is the dimensionless Prandtl number (with the kinematic

viscosity ν = 1.8× 10−6 m2 s−1), and δθ is the difference in potential temperature between

adjacent layers. In general, F4/3 is higher than that derived from both Fχlayers and Fεlayers , with an
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average value of 12 W m−2.

Although agreement between all methods is fair, the two estimates of flux derived from χ

and ε within layers (Fχlayers and Fεlayers) incorporate all available information (both the microstruc-

ture data and the boundaries of layers), and we suspect these are the most accurate methods.

Averaging these estimates together, the total heat flux over the top of the eddy core is an estimated

F top
H = 5 W m−2. With a vertical temperature gradient of 1.0 ◦C m−1, this corresponds to an

approximate thermal diffusivity Ktop
T of 1.2 ×10−6 m2 s−1. Taking the area-integrated heat flux

as 4 ×108 W and the eddy’s heat anomaly of 7 ×1016 J suggests a decay timescale of 6 years.

Lateral intrusions on the sides of the eddy

Assuming that the intrusions are in approximate steady state, all vertical production of

temperature variance must be balanced by large scale horizontal production of variance. The

effective isopycnal thermal diffusivity due to advection along intrusions (Ksides
TI

) can be calculated

from diapycnal diffusivity (Ksides
TD

) as Ksides
TI

= Ksides
TD

T 2
z /Tx

2 (Ruddick et al., 2010), in which

Tx represents the bulk lateral gradient and Ksides
TD

T 2
z is averaged over the entire intrusive region.

Ruddick et al. (2010) obtained this result by equating the horizontal production of thermal

gradient variance to the vertical production averaged over all the intrusive surfaces, which is in

turn equated to the average χ .

The simplest way to calculate Ksides
TD

within the intrusive region is by taking the Osborn-

Cox equation Ksides
TD

= 0.5〈χ〉/〈θz〉2 and using this to calculate Ksides
TI

from the averaged χ and Tx

within the intrusive region. We found 〈χ〉 in this region was 1.09×10−6 ◦C2 s−1 and 〈Tx〉 was

1.2×10−3 ◦C m−1 (Fig. 3.9). This results in an estimated Ksides
TI

of 0.4 m2 s−1. The lateral heat

flux Fsides
H is 2000 W m−2 (Fig. 3.10), and the corresponding lifetime taking area-integrated heat

flux of 2 ×109 W and assuming this removes the eddy’s heat anomaly of 7 ×1016 J suggests a

decay timescale of 1 year.

Within the intrusive region, accurately calculating χ is somewhat challenging as intrusions

can occur on very small scales and are difficult to distinguish from turbulent features (see
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Appendix A). Therefore, we additionally use measured ε to bound the lateral flux as follows.

There are two distinct processes that can result in elevated ε: (1) shear-driven turbulent

mixing can occur along intrusions, either as the large scale azimuthal velocity of the eddy is

converted to intrusion-scale shear or due to other sources of shear, and (2) DDC can occur above

warm/salty intrusions. While characteristic diffusive layers are apparent above intrusions in some

profiles, these are not coherent across multiple profiles, suggesting that there is sufficient shear

to disrupt DDC cells, and that both DDC and shear-driven turbulence could contribute to the

observed ε . We treat the two extreme cases of pure shear-driven turbulence and pure DDC using

Osborn’s equation Ksides
TD

= Γ〈ε〉/〈N2〉. For shear-driven turbulence, the mixing efficiency Γ is set

to 0.2, while for DDC Γ can be taken to be 1 (St. Laurent and Schmitt, 1999; Inoue et al., 2007).

Thus, assuming that the observed ε is entirely due to shear-driven turbulence (DDC) results in a

lower (upper) bound on the effective lateral diffusivity and resulting heat flux.

To bound heat flux, we set Ksides
TD

=Γ〈ε〉/〈N2〉 and proceed to calculate Ksides
TI

=Ksides
TD
〈T 2

z 〉/〈Tx〉2.

With 〈ε〉 = 2.0×10−9 W kg−1, 〈N2〉 = 7.1×10−4 s−2, 〈|Tx|〉 = 1.2×10−3 ◦C m−1, and 〈T 2
z 〉 =

0.44 ◦C2 m−2, the resulting bounds on Ksides
TI

are 0.2-0.8 m2 s−1 (for Γ in the range 0.2-1; Fig.

3.9). The corresponding range of heat flux is 800-4000 W m−2.

Both upper and lower bounds are within a factor of 3 of the original estimate of Fsides
H =

2000 W m−2 from χ , and are thus within the instrument error associated with measurements of χ

and ε . Although we lack the horizontal resolution to fully verify the Ruddick et al. (2010) method

for calculating Ksides
TI

, we can use the assertion that the total vertical transport of heat out of the

eddy along intrusions must be balanced by an advective flux along intrusions to assess whether

the model is physically realistic. Considering the average vertical heat flux in the intrusive region,

ρCpKsides
TD
|Tz| = 3 W m−2 and the horizontal heat flux ρCpKsides

TI
|Tx| = 2000 W m−2, we see

that these differ by a factor of 700. The net heat transport through the vertical surfaces above

and below isopycnals must match the horizontal heat transport. Assuming that both lateral and

vertical heat fluxes occur over the same radial distance, this factor of 700 must represent the
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ratio of the vertical height of the eddy core (corresponding to the distance over which lateral heat

flux occurs) to the path length along intrusions (corresponding to the distance over which the

vertical heat flux occurs). Taking the height of the intrusive region to be 30 m, this implies an

along-intrusion path length of 20 km. The intrusive region extends about 2-3 km. Individual

intrusions extend up to 2 km, so that a total path length of 20 km due to four or five intrusions is

plausible.

3.4 Total heat loss implications

Putting together the results of the last section, a picture emerges of a warm eddy losing

heat from its top, bottom, and sides (Fig. 3.12). Using the results from the last section and

modeling the eddy as a cylinder with a height of 40 m and a radius of 5 km, we can calculate

the total heat transport out of the eddy due to each of the identified processes: (1) shear-driven

turbulence acting at the bottom of the eddy transports 0.04 GW (0.01 to 0.1 GW); (2) DDC acting

at the top of the eddy transports 0.5 GW (0.2 to 1.5 GW); and (3) lateral intrusions acting along

the sides of the eddy transport 2 GW (1 to 6 GW). Our measurements show a net heat flux out of

the eddy at this time of 2.5 GW; if this were simplistically extrapolated into the future it suggests

a decay timescale of about a year. Complete results are given in Table 3.3.

3.5 Summary and discussion

The structure and dynamics of a warm-core intrahalocline anticyclonic eddy observed on

the Chukchi shelf in September of 2015 have been described. With core temperatures around

6 ◦C, this eddy was extremely warm compared to most prior observations of Arctic eddies,

although the eddy described by Kawaguchi et al. (2012) was similarly warm. A 6 ◦C intrusion

was also observed in the Canada Basin at approximately 50 m depth by an Ice-Tethered-Profiler
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in 2010 (Timmermans and Jayne, 2016). The recent appearance of these warm subsurface

features suggests that either modern sampling schemes are capturing intermittent features that

were previously unobserved, or that temperature anomalies of 6 ◦C in the western Arctic are

a relatively new phenomenon. Such structures may play an important role in the transport of

Pacific-origin heat and freshwater in the Canada Basin, and may have biological effects as well.

Microstructure measurements through the eddy core determined that while ε was generally

weak beneath the mixed layer, ε was elevated surrounding the eddy core [O(10−8) W kg−1]

as a result of three different processes: shear-driven overturns below the eddy core, diffusive

convection above the core, and lateral mixing due to intrusions along the sides of the eddy. The

eddy lost heat at a rate of 2.5 GW, with lateral mixing responsible for approximately 80% of

this heat loss and DDC accounting for the remaining 20%. Heat loss by shear turbulence at the

bottom of the eddy was negligible.

These estimates are subject to many sources of error. Inferring ε and χ from microstructure

shear and temperature measurements is subject to errors of up to a factor of 3. Our windowing

procedure for calculating χ (Appendix A) is subjective and subject to error, particularly in intrusive

regions as distinguishing between turbulent mixing and small scale thermohaline intrusions is

extremely difficult. The validity of the Ruddick et al. (2010) formulation for the decay of an eddy

to thermohaline intrusions has not been established outside of the meddy Sharon; in the Arctic

Ocean the thermal expansion coefficient α is quite small and varies strongly with temperature,

which may affect the results. Additionally, we assume the turbulence is isotropic even though this

is a low shear environment in which this assumption may not hold at all times. We use canonical

values for Γ of 0.2 in shear-driven turbulence and 1 in DDC turbulence although the accuracy of

these values is an area of active research. We have also extrapolated heat fluxes for the entire eddy

based on a pair of transects, neither of which bisected the eddy’s center. However, the lifetime

we estimate for the eddy of approximately a year is in line both with other observations of small

Arctic eddies (e. g., D’Asaro (1988a), Zhao et al. (2014)) and with the observed decay of the
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meddy Sharon, which also decayed due to thermohaline intrusions (Armi et al., 1989; Ruddick

et al., 2010).

The 5 W m−2 DDC flux present above the eddy is notable in contrast to the relatively

weak effect of the ubiquitous diffusive layers at the top of the Atlantic Water, which are thought

to be associated with maximal heat fluxes of 0.3 W m−2 in the Canada Basin (Timmermans et al.,

2008a). The larger DDC fluxes observed above the eddy are more similar in magnitude to those

observed in the Eurasian basin (Padman and Dillon, 1991; Polyakov et al., 2012), and occur

due to the significant temperature gradient [O(1) ◦C m−1] and unstable density ratio above the

eddy. The relatively high-shear environment may also play a role in increasing fluxes through

the diffusive staircase as the ambient shear injects energy and creates instabilities between the

convecting cells and interfaces that separate them (Padman, 1994; Stamp et al., 1998; Smyth and

Kimura, 2007). The fluxes calculated in the above analysis are lower than the average fluxes of

20 W m−2 that Kawaguchi et al. (2012) observed above a similar warm-core eddy. This may be

partially explained because Kawaguchi et al. (2012) observed extremely elevated values of χ in a

few regions, which they attributed to intense double-diffusive mixing. However, their very high

χ values may also be overestimates that result from taking spectral windows over the discrete

steps within a DDC staircase; such steps contaminate the Fourier transform at all scales and are

inconsistent with the turbulence theory underlying this analysis technique (see Appendix A for

details).

Existing literature suggests eddies are generated both in Barrow Canyon and along the

Beaufort and Chukchi shelf breaks (D’Asaro, 1988a; Pickart et al., 2005; Spall et al., 2008).

While most studies have focused on cold-core eddies, eddies such as the one described in this

study could play an important role in transporting warm coastal water into the interior of the

Arctic basin. We estimate the observed eddy has a lifetime of ∼1 year; assuming it continued

to travel at a rate of 8 cm/s into the basin, this would allow it to penetrate ∼1500 km into the

basin, carrying heat, salt, and nutrients with it. However, this assumes that the eddy dynamics
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remain constant in time, which may not be the case. During the fall and winter as the mixed layer

deepens, shear-driven mixing may play an increasingly important role in extracting heat from

the eddy. Profiles collected in the Beaufort Sea of October of 2015 in similar regions suggest

the mixed layer can deepen to 25 or 30 m as early as October (Toole et al. (2010); Timmermans

(2015), Jim Thomson, personal communication 2017). If the eddy were to persist at the same

depth into the autumn and encountered such conditions, its dynamics would rapidly change, likely

resulting in its dissolution and the release of its heat to the mixed layer. Assuming the eddy

survived 40 days after observation and continued to drift at 8 cm/s, it would penetrate about 300

km into the Canada Basin during this timeframe.

Brugler et al. (2014) suggest that summer heat transport in the Alaskan Coastal Current

(ACC) at the base of Barrow Canyon averages around 3 TW, while Corlett and Pickart (2017)

estimate 1.4 TW of heat are advected west along the Chukchi slope in a baroclinically unstable

current (known as the Chukchi slope current) from July to October. These pathways account for

approximately 3 × 1019 J of heat each year. The ultimate fate of this heat is unclear. Some of it is

likely lost to the atmosphere, some may be used to melt local sea ice, and some makes its way

into the Canada Basin, where it persists as a year-round subsurface temperature maximum. If all

of the heat were dispersed into the basin in eddies like the one described in this study, this would

correspond to the formation of ∼400 eddies each year. However, most PSW is not contained in

such eddies, but is distributed throughout the Beaufort Sea in interleaving filaments and intrusions

(e.g., Timmermans et al. (2014); Kawaguchi et al. (2014); Timmermans and Jayne (2016)). Such

structures may also be susceptible to processes that mix heat both vertically and laterally, but the

net heat fluxes and the relative importance of each process may be quite different.

Thermohaline intrusions may act directly on currents carrying ACW. If thermohaline

intrusions similar to those along the eddy flanks exist along both the Beaufort shelfbreak jet

and the Chukchi slope current, the total distance susceptible to intrusions would be 1300 km.

Assuming a current depth of 50 m for both currents gives a total surface area of 6.5 ×107 m2
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facing into the basin for these currents. A lateral flux of 2000 W m−2 along this area would result

in a total lateral heat transport of 0.2 TW. This is another pathway that could allow heat to enter

the Canada Basin from these topographically trapped currents.

Within a rapidly changing Arctic, oceanic heat may play a crucial role in the growth/melt

cycle of sea ice and in setting local stratification. Improving our understanding of the pathways

heat takes into the basin interior and the processes that drive both vertical and lateral oceanic heat

fluxes are necessary steps towards developing better models of the Arctic climate. Warm-core

eddies may represent an important pathway for Pacific-origin heat into the central basin. However,

the frequency of formation of such eddies and their response to seasonal deepening of the mixed

layer is unknown at this time, and many questions remain to be answered.
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3.7 Appendix: χ in double diffusive environments

χ is usually understood in the context of Osborn-Cox-style analysis, in which the small-

scale variance of the thermal gradient is used to estimate thermal diffusivity. In using maximum

likelihood estimation to fit Batchelor spectra to the spectra of microstructure measurements of the

thermal gradients, 1 to 2 m windows are generally used. When this spectral analysis is used to

infer thermal diffusivity, there is an implicit assumption that the background thermal gradient

varies slowly over such length scales, so that the spectra of thermal variance relate directly to the

microscale mixing associated with fully-developed isotropic turbulence.

In the Arctic Ocean, the temperature gradient at length scales of 1 to 2 m can vary

rapidly in the presence of diffusive layers or thermohaline intrusions, as shown in Fig. 3.13

(see also e.g. Guthrie et al. (2015)). If spectra are calculated over windows that span such

larger-scale variation, the high wavenumber portion of the temperature gradient will consist of

both small temperature anomalies that relate to thermal diffusivity in a traditional Osborn-Cox

sense, and of the high-wavenumber signatures of larger scale intrusions or diffusive steps. When

double diffusive interfaces or intrusions occur on length scales similar to those seen in isotropic

turbulence, this leads to overestimation of the thermal diffusivity and heat flux calculated from

χ , since the measured high-wavenumber thermal variance is only partially due to microscale

mixing. Spectra taken over such windows deviate from a Batchelor curve as a spike in the thermal

gradient contaminates all wavenumbers longer than the width of the spike in spectral space.

In general, when spectra deviate too far from a Batchelor spectra the MLE analysis will
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Table 3.1: Description of each transect of the eddy survey undertaken using the Shallow Water
Integrated Mapping System (SWIMS) and the Modular Microstructure Profiler (MMP). SWIMS
is a towed profiler that carries both CTDs and ADCPs, while MMP has fast-response shear and
temperature sensors to collect microstructure data. Transects are shown in Fig. 3.1.

Transect Name Instrument Transect Length (km) Number of Profiles Ship Speed (ms−1)
T1 SWIMS 7.2 34 2.1
T2 SWIMS 13.8 48 2.5
T3 SWIMS 16.3 97 1.7
T4 SWIMS 19.5 81 2.3
T5 MMP 15.1 40 0.5
T6 MMP 23.1 59 0.5

not converge in a given window. In windows where this occurred, microstructure temperature

was examined by eye. When possible, the window was broken down into regions in which

the background thermal gradient varied slowly, and the bin estimate for χ was computed as a

weighted average of these sub-binned values. Fig. 3.13 shows one such window, the spectra

calculated over this window, and the subwindows that were used for the final gridded χ product as

well as the spectra for a representative subwindow. While the MLE analysis would not converge

over the original window, simply summing the variance beneath a cutoff wavenumber gives an

estimated χ of 4×10−4 ◦C2 s−1. Taking a weighted average over the MLE estimates within each

subwindow produces 5×10−7 ◦C2 s−1 for the gridded χ value for this window. In this case there

is a factor of 1000 difference between simple integration of the spectrum of thermal variance and

careful MLE fitting within hand-selected subwindows.

This method is subject to some uncertainties. The MLE estimate may converge in windows

that include some variation of background chi that is not due to turbulent mixing, biasing estimates

high. We lack a rigorous method to distinguish between small-scale thermal variations due to

mixing versus those due to small-scale interleaving. For this reason, all estimates of physical

quantities based on measured χ are compared to estimates based on measured ε ; generally these

two methods show good agreement.
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Table 3.2: Properties of DDC staircases. Means are taken over each step included in analysis.
The 95% confidence intervals assuming statistically independent measurements are given in
parentheses.

Property Mean Value (95% confidence interval)
Rρ 2.6 (1.6, 3.6)

Layer Height 0.96 m (0.88 m, 1.03 m)
Interface Height 0.079 m (0.075 m, 0.083 m)

∆T Across Interfaces 0.29 ◦C (0.27 ◦C, 0.31 ◦C)

Table 3.3: Heat fluxes, areas, transports, diffusivity, and estimated lifetimes for each edge of
the eddy core. Error bounds are given for heat flux based on the spread of alternate methods
for calculating heat flux (Section 3.b.2; only one method was used to calculate heat flux out of
the bottom of the eddy so quantitative error bounds cannot be determined as systemic error is
likely much larger than sampling error (Fig. 3.10). Errors in the range of factors of 2 to 3 are
frequently associated with this type of turbulence measurement (Peters et al., 1988).)

Region Flux (W/m2 ) Area (m2) Transport (GW) K (m2/s) Lifetime (years)
Above eddy core 5 (3, 12) 8×107 0.4 3 ×10−6 6 years

Eddy flanks 2000 (800, 4000) 1×106 2 0.4 1 year
Beneath eddy core -0.5 8×107 -0.04 4 ×10−7 60 years
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Temperature	(°C)

Figure 3.1: Survey details. Left: Map of the Chukchi shelf slope. Color represents temperature
at 50 m depth, as determined by a global HYCOM model (Metzger et al., 2014). Barrow Canyon
is just to the north west of Alaska. The eddy survey region is enclosed in a black box. Right:
Eddy survey pattern. SWIMS sections are shown as solid lines, MMP as dashed. The average
velocity relative to the eddy center in the 30-50 m depth range is shown for SWIMS sections.
The red star indicates the inferred position of the eddy’s center when the survey began. Bottom:
Temperature measured in SWIMS survey along lines T1-T4.
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a) b) c)

Figure 3.2: (a) Potential density, (b) temperature, and (c) salinity within the eddy core (solid)
and at a point outside of the eddy (dashed).

69



Figure 3.3: SWIMS sections of (a) temperature, (b) salinity, (c) eastward, and (d) northward
velocity plotted against along-track distance. In (a), isopycnals are contoured in white. In (b),
(c), and (d), the 3 ◦C isotherm is contoured in black.
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Figure 3.4: Composite eddy (a) heat content anomaly relative to 0 ◦C per azimuthal meter, (b)
total (black), geostrophic (blue), and cyclostrophic (red) azimuthal velocity, and (c) vorticity,
averaged within the core of the eddy (30 - 50 m depth). Heat per meter (a) is integrated vertically
and radially, so that integrating azimuthally results in total eddy heat. All plots are symmetric
about the center of the eddy.
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Figure 3.5: (a) ε , (b) χ , (c) vertical Turner angle (Tu), (d) horizontal temperature gradient, and
(e) θ measured in T5. The x-axis represents distance from the start of the transect in km. The 3
◦C isotherm is contoured in black; the zones referred to as the “top”, “bottom”, and “sides” of
the eddy are contoured in red, cyan, and green, respectively in (e).
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Figure 3.6: (a) Magnitude-squared of shear4m, (b) N2
4m, and (c) inverse Ri4m from T2; (d) ε

from T5. The 3 ◦C isotherm is contoured in black in all panels. The x-axis represents distance
along each transect; in (d) the axis is flipped because T5 was undertaken in the opposite direction
from T2. Although T2 and T5 do not spatially overlap (Fig. 3.1), the shape of the 3 ◦C contour
was similar in both transects due in part to the eddy’s translational motion during the survey.
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a)	

b)	

c)	

Figure 3.7: Temperature and salinity profiles. (a) All temperature profiles taken on T5 of the
eddy. The red box highlights a region with diffusive layers; the blue box highlights a region with
thermohaline intrusions. (b) Salinity and temperature profiles at the top of the eddy. Distinctive
steps are apparent, with well-mixed layers separated by sharp interfaces. The salinity profiles
show some salinity spiking due to the abruptness of the interfaces. (c) Salinity and temperature
profiles at the side of the eddy. Alternating layers of cold/fresh and warm/salty water indicate
the presence of lateral intrusions.
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Figure 3.8: A single profile in the intrusive region showing: a) high-resolution thermistor
temperature, CTD salinity and density; b) Turner angle; c) ε and d) χ .
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a)	 b)	 c)	 d)	 e)	
i)	

ii)	

iii)	

Figure 3.9: Raw data and average profiles of (a) ε , (b) χ , (c)N2, (d) ∂T
∂ z , and (e) ∂T

∂x in boxes at
the (i) top, (ii) sides, and (iii) bottom of the eddy. The lateral thermal gradient is never less than
5×10−4 ◦C m−1 in the lateral region due to the definition of the lateral mixing region. Density
ranges approximately correspond to 25-40 m (top), 30-70 m (sides), and 60-90 m (bottom).
Bootstrapped 95% confidence intervals for each isopycnal bin are shaded. The lateral thermal
gradient is smoothed laterally, so that results between profiles are correlated, reducing calculated
sampling error.
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a.	 b.	 c.	

Figure 3.10: Heat fluxes calculated from averaged quantities shown in Fig. 3.9 for the (a) top,
(b) sides, and (c) bottom edges of the eddy. Density ranges approximately correspond to 25-40
m (top), 30-70 m (sides), and 60-90 m (bottom). Bootstrapped 95% confidence intervals are
shaded; note that these intervals are generally within the factor of 2-3 uncertainty associated
with measurements of ε and χ .

a)	 b)	 c)	 d)	

Figure 3.11: Quantities averaged within diffusive layers at the top of the eddy. (a) ε calculated
within layers, (b) χ calculated within layers, (c) ∂T

∂ z within layers (used along with ε and χ

within layers to calculate heat fluxes within each layer) (d) Fε (black), Fχ (red), and F4/3 (blue).
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Shear-Driven	Turbulence	
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Figure 3.12: Schematic diagram of the eddy, indicating diffusive convection at its top, lateral
intrusions at its sides, and shear-driven turbulence at its bottom. Estimated heat fluxes and
transports due to each process are noted.
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Figure 3.13: A1: Example window in which estimates of χ did not converge due to the sharp
step within the sampled window. The left hand panel shows the thermistor temperature over
the full window (blue), while the red sections represent the region in which χ was recalculated
using handpicked windows. The original spectrum (blue) and the spectrum taken over the upper
subwindow (red) are shown on the right, along with the MLE fit to the latter (red, dashed).
The MLE method does not converge for the spectrum taken over the entire original window.
Integrating under the spectrum over the full original window results in an estimate for χ that is
two orders of magnitude higher than that obtained by taking the weighted average of the hand
selected windows.
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Chapter 4

Mixing of Pacific Summer Water

intrusions, eddies, and filaments in the

Beaufort Sea

4.1 Introduction

Pacific Water enters the Chukchi Sea via the Bering Strait at an annual mean rate of

approximately 0.8 Sv. From there, about 0.5 Sv enters the Canada Basin via Barrow Canyon

(Itoh et al., 2013; Corlett and Pickart, 2017). During the summer and autumn months, significant

quantities of heat are transported into the Canada Basin along this route–Itoh et al. (2013) estimate

annual averages from 2000 to 2008 of 1-3 TW, with substantial interannual variability. Much

of this heat is carried in two boundary currents, the Beaufort Shelfbreak Jet and the Chukchi

Slope Current (von Appen and Pickart, 2012; Brugler et al., 2014; Corlett and Pickart, 2017).

These inflows feed into the upper halocline layer of the Canada Basin, forming Pacific Summer

Water, generally characterized by salinities from 30 to 33. This water mass lies above the cold

halocline Pacific Winter Water, beneath which sits the warm Atlantic Water, forming a deeper
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warm halocline. From 1987-2017, the heat content within the 31 to 33 salinity range has nearly

doubled (Timmermans et al., 2018).

While the implications of this increased heat are not fully understood, there is spatial

correlation between regions that are now ice free in the summer and increased temperatures in the

warm halocline, implying that warm PSW may play a role in melting Arctic sea ice (Timmermans

et al., 2018). Shimada et al. (2006) proposed a feedback mechanism in which warmer PSW in

the spring results in earlier melting of landfast sea ice on the north coast of Alaska. This opens

the Beaufort sea to wind forcing, which tends to draw more PSW into the basin. However, the

mechanism by which PSW influences sea ice is not obvious. While significant heat is stored in

PSW, mixing rates in the stratified western Arctic are generally quite low, and shallow mixed

layers with strong haloclines limit vertical heat fluxes from the deeper PSW (Fer, 2009; Toole

et al., 2010; Jackson et al., 2010).

Sparse observations have captured episodic intrusions of PSW into the Canada Basin that

result in substantial upward heat fluxes. These include warm anticylonic eddies (Kawaguchi

et al., 2012; Fine et al., 2018) and less organized filaments or intrusions (Kawaguchi et al., 2014;

Timmermans and Jayne, 2016). In these events, double diffusive heat fluxes are significant

[O(1-10 W m−2)]. In 2018, the most significant such event yet documented resulted in upwards

heat fluxes of ∼ 100 W m−2 (MacKinnon et al., 2019). All of these events contained Alaskan

Coastal Water (ACW), the warmest and freshest variety of PSW, which forms along the coast of

Alaska in the summer. These events demonstrate that under the right conditions, Pacific-origin

heat may be carried into the mixed layer and potentially affect sea ice. However, as these events

generally have very weak surface expression and are transient in nature, it is challenging to

assess the frequency with which they occur and their ultimate impact on vertical heat transport.

Given that the strong double diffusion associated with substantial heat fluxes is only expected

to occur over intrusions with substantial thermohaline gradients (e.g., Kelley et al. (2003)), a

crucial question is how the stirring proccesses that distribute PSW heat laterally and set these
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initial gradients interact with double diffusion and other vertical mixing processes to mediate

vertical heat transport rates.

In the current study, we use the most expansive microstructure dataset in the western

Arctic to date to specifically address the interplay between lateral stirring and vertical mixing

processes in PSW intrusions. We begin with an examination of these processes in a particularly

well-resolved ACW intrusion actively undergoing both lateral stirring and vertical mixing. Using

insight developed from this analysis, we return to the entire dataset to expand and extrapolate on

the relationship between lateral and vertical processes.

4.2 Methods

Observations were made onboard the R/V Sikuliaq during the September 2015 NSF-

funded ArcticMix and the September 2018 ONR-funded Stratified Ocean Dynamics of the Arctic

(SODA) process cruises. Fifteen microstructure surveys were conducted in the Canada Basin

over the two cruises (Fig. 4.1a).

Microstructure measurements were made using the Modular Microstructure Profiler

(MMP). The MMP is a loosely-tethered free-falling turbulence profiler developed by M. C. Gregg

at the Applied Physics Laboratory of the University of Washington. The MMP falls at nominally

0.6 m s−1, and carries two custom-built shear probes, an FP07 thermistor, a Seabird CTD, and an

altimeter. The TKE dissipation rate (ε) is calculated by iteratively fitting a Panchev curve to shear

spectra calculated over 2.5 second (1-2 m) windows.

We will focus particularly on a warm intrusion observed on the 26th of September 2018

during a transect traveling westwards from the Canada Basin toward the Chukchi slope (Fig. 4.1a

inset). The survey was conducted at 73.37 ◦ N, 158.63 ◦W over 6.5 hours.
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4.3 Results

4.3.1 Temperature, Salinity, water masses

The 2015 ArcticMix cruise and the 2018 SODA cruise both collected microstructure

profiles over similar areas of the western Arctic (Fig. 4.1a). In T-S space, some patterns across

both years emerge (Fig. 4.1b and c). In both years, the transition from warm PSW to the cold

PWW halocline occurred between salinities of 32 to 33, while the transition from cold PWW to

the warmer AW occurred at salinities of 33 to 34. Peaks of the warmest PSW were found around

30.5 psu. In 2018 this temperature peak was warmer and spanned a larger range of isohalines,

partially due to a large warm intrusion described in MacKinnon et al. (2019), while in 2015 this

temperature peak was made up of samples collected from a warm-core eddy (Fine et al., 2018).

In the ArcticMix data, there is a clear distinction between a near surface temperature maximum

(Jackson et al., 2010; Timmermans et al., 2014) containing water fresher than 28.5 and saltier

PSW, while in the SODA data this distinction is blurry. We identify twelve surveys over the

two cruises that contained PSW, which we define here as water warmer than 0 ◦C with salinity

between 28.5 to 32. This cutoff is determined from the T-S plots which show no temperatures

above 0 ◦C in the 32 to 33 salinity range.

Along the same isopycnals as the T-S peak formed by the ACW temperature maximum,

there are many data points with intermediate T-S characteristics between the very warm ACW and

the coldest waters on the these isopycnals that were observed in these surveys. This is true over

both the ArcticMix and SODA data sets. This suggests that in both cases, the warmest waters

observed were in the process of stirring and mixing with the resident basin water. The aim of this

study is to use the available data to build understanding of the processes that control these mixing

rates and how these processes may be affected by increasingly warm PSW. To this end, we begin

with an analysis of the thermohaline structure and associated mixing in an intrusion observed in

the Chukchi Slope Current (CSC) in September 2018.
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4.3.2 Intrusion Temperature, Salinity, water masses

The CSC intrusion contained water reaching temperatures of 7 ◦C, with a salinity of

approximately 30.5 (Fig. 4.2a and b), consistent with the T-S properties of ACW. Significant fine

structure was associated with this temperature maximum, with complicated layering between

warm ACW and cool background Arctic water. While some of this structure was reflected in

isopycnal displacement, to a large degree the T-S structure was density compensated. Relatively

warm and salty coherent structures crossed isopycnals (Fig. 4.2a and b).

The complex thermohaline structure resulted in double diffusive instabilites. These

instabilities can be identified using the density ratio

Rρ =
β∆S
α∆T

(4.1)

in which α and β are the thermal expansion and haline contraction coefficients, and ∆S/∆T is

the ratio of the vertical gradient of salinity to the vertical gradient of temperature (Fig. 4.2c). In

this analysis gradients are calculated over 0.25 m depth bins and smoothed in the vertical by 2 m.

Double diffusive instabilities may occur where Rρ > 0, that is, when both temperature and salinity

either increase or decrease in depth (Rρ < 0 indicates either double stability or gravitational

instability). A vertical profile is unstable to double diffusive convection where Rρ > 1, and is

unstable to salt fingering where 0 < Rρ < 1. Strong double diffusive convection occurs where

1 < Rρ < 10, while strong salt fingering occur where 1/2 < Rρ < 1. Coherent double diffusive

staircases are usually only found in regions of strong instability (Kelley et al., 2003; Bebieva and

Timmermans, 2015).

Over the intrusion, Rρ has complex small-scale structure, with regions of strong salt

fingering and strong double diffusive convection occurring on scales as small as 1 m. Double

diffusive convective/salt fingering instabilities occur above/below local temperature maxima. The

small scale layers in Rρ highlight the complexity of vertical gradients in both temperature and
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salinity associated with the largely density-compensated structure of the intrusion.

4.3.3 Velocity/dynamics

The study region is at the transition from the Canada Basin onto the Chukchi slope (Fig.

1a). The CSC is a surface-intensified current that runs through this region to the northwest,

consistent with strong cross-track velocity (Fig. 4.1a inset and 4.3a and b, (Corlett and Pickart,

2017)). Flow is intensified towards the surface, consistent with other CSC observations. Vertical

shear is intensified in a layer from 10 to 30 m beneath the surface (Fig. 4.3c and d). Beneath 20 m,

the northwest flow is somewhat relaxed. However, it picks up around 80 m, with a corresponding

deeper shear layer. Geostrophic crosstrack shear shows qualitative similarities, although the

geostrophic shear is about three times weaker than measured shear (fig. 4.3e).

4.3.4 Turbulence and Mixing

The Richardson number Ri = N2/|Uz|2 indicates susceptibility to shear instabilities. We

interpolate CTD and microstructure data onto the same grid as velocity and smooth all quantities

over 4 m in the vertical and 0.5 km in the horizontal to compare these data. Total vertical shear

|Uz|2 = U2
z +V2

z was elevated along the intrusion (Fig. 4.4a). The buoyancy frequency N2 showed

structure similar to shear (Fig. 4.4b), while low Ri (high Ri−1) highlights areas of shear instability

along the top edge of the intrusion (Fig. 4.4c).

The intrusion was characterized by elevated rates of turbulent kinetic energy dissipation

(ε). The intricate T-S structure was reflected in ε , with elevated ε along thermohaline gradients

and in double diffusively unstable regions (Fig. 4.2d). The burst of high inverse Richardson

number around 20 m deep at 7 km is also characterized by high ε (Fig. 4.4d).

In T-S space, a primary temperature peak appears at 7 ◦C and 30 salinity, with a slightly

fresher peak at 5.5 ◦C (Fig. 4.5). An additional cooler and saltier peak occurs at 2 ◦C and 31
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salinity. This cooler peak has a salinity just over 31, and indicates the presence of a second PSW

water mass, summer Bering Sea Water (sBSW, (Timmermans et al., 2014)). Turbulent dissipation

rates are relatively high above T-S peaks (Fig. 4.5a). The inverse Richardson number is rarely

unstable in these areas, with most instability at the top and base of the intrusion (Fig. 4.5b).

However, double diffusive convective instabilities are common in the regions of high ε (Fig. 4.5c).

Mixing is generally low where the water column is double-diffusively stable, except at salinities

less than 28 where mixed layer dynamics are present.

4.4 Discussion

4.4.1 Mixing processes

Observed Rρ (Fig. 4.2c) and Ri (Fig. 4.4c) indicate that both shear instabitilies and double

diffusive instabilities occur along the intrusion. In this section we will argue that both types of

instability cause elevated ε and corresponding mixing. We examine the effect of each process by

binning ε based on stability criteria and considering the resulting distributions.

Shear instability

High ε values where Ri−1 is high (Fig. 4.4c and d) suggest that shear instability plays

a role in generating mixing. We bin ε values based on Ri, defining Ri ≤ (≥)3 as “small (big)

Ri”, and calculate probability density functions (PDFs) and histograms based on log10(ε) for all

measurement bins between 15 m and 75 m. The probability density functions indicate slightly

higher ε associated with low Ri, as expected (Fig. 4.6i.a). The histograms emphasize that shear

instability was relatively rare throughout the survey, with shear-stable bins making up a majority

of measurements (Fig. 4.6ii.a).
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Double diffusive instability

There are two distinct types of double diffusive instability, double diffusive convection

(DDC) and salt fingering (SF), which form above and below warm salty intrusions respectively.

Each of these instabilities can be either strong or weak, with coherent staircase formations

generally only occurring in regions with strong instabilities. Binning log10(ε) values based on

double diffusive stability criteria (i.e., Fig. 4.2c) reveals a relationship between ε and double

diffusive stabilitiy. Double stability and weak DDC are both associated with lower ε , while strong

DDC is associated with higher ε (Fig. 4.6i.b). Both weak and strong SF are associated with

intermediate ε . A histogram reveals that DDC bins account for a majority of measurements,

while SF is relatively rare (Fig. 4.6ii.b). DDC particularly accounts for a majority of the bins

with elevated ε , suggesting that this process plays an important role in setting mixing rates.

Interplay between shear instabilities and double diffusion

To compare the influence of shear instabilities and double diffusive instabilities, we

interpolate temperature and salinity onto the same grid as shear. Following St. Laurent and

Schmitt (1999), we bin ε values by both Ri and double diffusive stability between 15 and 65

m (below 65 m, Ri is suspect due to noise in shear). For this analysis, strong and weak SF

and DDC are all treated as double diffusive instability. Considering the resulting four PDFs,

some patterns emerge (Fig. 4.6i.c). Bins which are stable to both double diffusion and shear

instabilities are associated with the lowest values of ε (〈ε〉= 1.0×10−9). Bins that are stable

to double diffusion but subject to shear instabilities have only slightly higher mean ε values

(〈ε〉 = 1.3× 10−9). Double diffusive unstable bins are associated with higher values of ε

(〈ε〉= 1.5×10−9), with bins subject to both double diffusive and shear instabilites having the

highest mean (〈ε〉 = 2.2× 10−9). A small secondary peak is apparent in bins that are double

diffusively stable but susceptible to shear instabilities at log10 ε =−7. These bins are associated

with the isolated burst of shear-driven turblence around 20 m deep.
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A stacked histogram emphasizes the dominant role of double diffusion in setting mixing

rates (Fig. 4.6ii.c). The vast majority of bins are not subject to shear instabilities, but many

experience double diffusive instabilities, particularly at higher values of log10 ε . Thus, while shear

instabilities are responsible for some of the highest values of ε , these events are so rare (even in

this relatively high-shear environment) that double diffusion is a more important factor overall.

Considering the nondimensional buoyany Reynolds number Reν = ε/(νN2) provides another

interpretation of these results. Active turbulence occurs where Reν > 100, which happens in 9%

of the bins in the survey. Of those 9%, the proportion that falls within each type of instability is

given in Table 4.1. Only 9% of these bins experience shear instabilities, while 64% experience

double diffusive instabilities. The 30% of actively turbulent bins that are not susceptible to either

instability emphasize the limitations of this analysis. Active turbulence can be the result of shear

instabilities on scales smaller than the resolution of our ADCP, or can persist after mixing has

resulted in a doubly stable profile or the large scale shear has dissipated (Gibson, 1987). In such

cases, the ultimate cause of the turbulence cannot be determined from the current survey.

While this analysis suggests that DDC is the dominant cause of small-scale turbulent

mixing, there is another possible interpretation of these results. The thermohaline gradients that

define the contours of the intrusion may be subject to strong shear due to the lateral stirring

of the intrusion. These vertical scales are too small to be resolved by the ADCP observations,

and without higher resolution shear measurements it is impossible to eliminate this hypothesis.

However, due to the strong double diffusive instabilities identified along these gradients and

the separation in PDFs based on the type of double diffusive instability, we suspect that double

diffusion plays a substantial role in setting rates of vertical heat flux. In either case, the result is

elevated mixing along high thermal gradients, resulting in a net transport of heat out of the warm

intrusion.
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4.4.2 Basin significance

Within the intrusion discussed above, we concluded that lateral stirring results in double

diffusively unstable thermohaline structure as well as potentially elevated shear along these

structures, facilitating a net heat flux from the warm intrusion to the surrounding water. The

ultimate result of this heat transport is water mass modification as the temperature anomaly of the

intrusion erodes.

How common is this dynamic (lateral stirring resulting in increased turbulent mixing

along PSW intrusions) in a basin-wide sense? In the following section, we use twelve MMP

surveys that sampled PSW, collected over both the ArcticMix and SODA cruises, to explore

the relationship between the vertical structure of an intrusion and its efficiency in mixing the

intruding PSW into the cold resident water.

Normalized heat transport

To compare mixing rates of PSW across multiple surveys, we define a normalized heat

transport. PSW intrusions are primarily characterized by their temperature anomalies, due to the

western Arctic’s halocline stratification (while PSW intrusions also have salinity signatures these

are a much smaller relative anomaly). Quantifying the heat transport out of a given intrusion

represents a metric for the mixing of PSW associated with that intrusion. Accurately determining

the total heat transport from a given warm intrusion is difficult considering that the horizontal

spacing of the MMP profiles is large relative to the scale of horizontal structure, and most

intrusions are only sampled in one lateral direction. In light of these limitations, a normalized

heat transport with units of W m−2, representing the average heat transport observed in each

MMP profile, is used as a metric for comparision. This quantity is calculated as follows:

1. Calculate N2 and Tz as first-differences over the 0.25 m bins. N2 is calculated from sorted

density profiles and smoothed over 2 m. In the current analysis, we are interested in PSW,
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so we restrict the salinity range considered from 28.5 to 32. We additionally restrict the

analysis to depths beneath 30 m, as mixed-layer processes can dominate shallower mixing.

2. For each profile, bin ε , N2, and |Tz| based on temperature.

3. Within each isothermal bin, calculate 〈ε〉, 〈N2〉, and 〈Tz〉. For 〈ε〉 and 〈N2〉, both of which

are lognormally distributed, means are calculated as 10 to the power of the mean of log10

of the quantity (i.e., the geometric mean).

4. Within each isothermal bin, calculate a heatflux FH(θ) = ρCp〈Tz〉Γ〈ε〉/〈N2〉, in which

ρ = 1025 kg m−3 is density, Cp = 4000 J kg−1 ◦C−1 is heat capacity, and Γ is the mixing

efficiency. For this analysis, we set Γ = 1, as shear-driven mixing is generally quite low in

the western Arctic and we assume double diffusive mixing dominates along warm intrusions.

This assumption is supported by the CSC intrusion analysis above suggesting that most

mixing occurs due to double diffusion, as well as analysis of a warm eddy sampled during

the ArcticMix cruse (Fine et al., 2018).The units of FH(θ) are W m−2. (Note that this is

very similar to the recipe for the flux of a scalar quantity described in Winters and D’Asaro

(1996). It differs in that the thermal gradient 〈Tz〉 is calculated in situ, rather than from

Thorpe-sorted depth.)

5. For each isothermal bin, multiply the mean heat flux FH(θ) across that isotherm by the

average number of times that isotherm appears in for each profile. This converts the heat

flux (heat transport per surface area of each isotherm) into a normalized heat transport (heat

transport per surface area sampled by each MMP profile).

6. Take the geometric mean of the normalized heat transport values calculated for each

isotherm to obtain the mean normalized heat transport over a given isothermal range.

This procedure results in a well-defined average heat transport between isotherms per

square meter of ocean.
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Quantifying vertical structure

The complexity of the thermal gradient Tz is a reasonable proxy for the complexity of

the thermohaline vertical structure, as temperature varies much more than salinity due the strong

halocline in the western Arctic. In the simplest case of a single warm layer, Tz would vary

smoothly from a positive to a negative value. In more complex structures, Tz may vary sharply.

To remove the influence of slowly varying background, we fit a polynomial Tz f it to Tz,

and take Tzres = Tz−Tz f it . To quantify the variability of Tzres over a given profile, we take its

root-mean-squared value Tzrms. We treat this quantity as a metric for the complexity of the vertical

structure of a given profile.

Relationship between heat transport and vertical structure

There are at least two factors that would tend to result in higher heat transport between

PSW and background water in intrusions with a more complicated vertical structure. First,

complicated vertical structure results in more surface area for any given isotherm. Much like the

ribs of a radiator, more surface area implies more opportunity for heat exchange, even if the heat

flux along each surface is relatively low. Secondly, intrusions with complex vertical structure

are likely to have higher vertical mixing rates due to double diffusion. Complex structure in T-S

space results in vertical profiles that alternate between cold/fresh and warm/salty water parcels.

On either side, these parcels may be double diffusively unstable. Additionally, the layering that

occurs in complex structures may indicate the presence of small-scale vertical shear. Both double

diffusive instabilities and vertical shear tend to increase mixing rates.

To examine the relationship between heat transport and vertical structure, we consider

12 surveys taken over both the SODA and ArcticMix process cruise using the MMP. For each

survey, we calculate 〈Tzrms〉 averaged over the survey. Using 0.5 ◦C width bins from 0 to 4 ◦C,

we additionally calculate the mean normalized heat transport between these isotherms for the

entire survey. There is a linear relationship between the log10 of the normalized heat flux and
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Tzrms (R2 = .77 excluding a single outlier, Fig. 4.7a).

Physical Interpretation

The normalized heat transport is controlled by 〈log10(ε)〉, 〈log10(N
2)〉, 〈|Tz|〉, and the

number of times an isotherm is seen in an average profile (〈iso#〉), in which angled brackets

represent quantities averaged over the isotherms of interest within each survey. Many of these

factors are independently correlated with 〈Tzrms〉 (Fig. 4.7b-e).

The positive correlation between 〈log10(ε)〉 and 〈Tzrms〉 (R2 = 0.64) has two possible

explanations. First, profiles with complex vertical thermohaline structure tend to be susceptible

to double diffusion, resulting in elevated mixing. A second possibility is that complex vertical

structure may be associated with small scale vertical shear, if the structure is generated by active

lateral stirring. Vertical shear would also tend to increase the mixing rates associated with this

structure.

A positive correlation also exists between 〈|Tz|〉 and 〈Tzrms〉 (R2 = 0.64), although it is

ambiguous whether this correlation is physically signficant. In general, a profile with larger

〈|Tz|〉 is likely to have higher 〈Tzrms〉 simply because Tz changes sign above and below intrusions.

Complex vertical structure may be associated with sharper gradients if lateral stirring acts to

sharpen gradients that relax due to local mixing, however, the current analysis is not able to

conclude whether such a process occurs over this data set.

Finally, a positive association between 〈iso#〉 and 〈Tzrms〉 (R2 = 0.67) may be understood

as the result of lateral stirring increasing the surface area of individual isotherms. A more

complex vertical profile is characterized by “wiggliness” of the temperature profile, providing

more surfaces for heat exchange between water masses.

This analysis has identified three possible processes by which lateral stirring acts to

increase small scale vertical heat fluxes out of PSW intrusions. Lateral stirring stretches and folds

isotherms, creating more surface area for heat exchange. Stirring may additionally sharpen thermal
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gradients along isotherms. Finally, turbulent mixing along isotherms is enhanced, either due to

double diffusion associated with enhanced temperature gradients, or due to shear instabilities

along regions with high thermal gradients.

4.5 Summary and future work

Microstructure, CTD, and velocity data collected in a warm CSC intrusion capture active

turbulent mixing along the thermohaline gradients associated with the intrusion. Statistical

analysis of ε and turbulent instability criteria suggests that double diffusive convection plays a

dominant role in setting these relatively high mixing rates.

An analysis of microstructure surveys taken over 12 warm intrusions in both 2015 and

2018 finds an association between complex thermal structure and elevated transport of heat out of

warm intrusions. This association is due to three separate factors: the stretching of isotherms that

occurs due to lateral stirring, the sharpening of thermal gradients associated with lateral stirring,

and the increase in ε due to either double diffusive instabilities associated with high temperature

gradients or shear due to lateral stirring.

The linear association between thermal structure and both heat transport and mixing rates

may allow for the parameterization of turbulent fluxes from temperature profiles. The SODA and

ArcticMix process cruises both included many high-resolution CTD transects, providing ample

opportunity to put these new ideas into practice. Additionally, autonomous drifters including both

ARGO-style ALAMO floats and ice-tethered profilers have been deployed in the western Arctic,

providing CTD profiles over a much broader spatial area.

Pacific Summer Water intrusions may play a crucial role in setting local oceanic turbulent

heat fluxes. Microstructure data collected in September of 2015 and 2018 demonstrates a

relationship between the vertical structure of these intrusions and the mixing rates associated

with them. This relationship may prove useful in assessing the impact of such intrusions on the
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Table 4.1: Percent of bins characterized by active turbulence (Reν > 100) subject to double
diffusive and shear instability criteria.

Double Diffusive Doubly Stable Total
Ri < 3 4% 5% 9%
Ri > 3 60% 31% 91%
Total: 64% 36%

marginal ice zone, and in monitoring changes in the mixing rates of such intrusions as PSW

continues to warm.
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a)

b) c)

Figure 4.1: a) Map of the survey region showing locations of MMP profiles during the 2018
SODA cruise (red) and 2015 ArcticMix cruise (blue). Inset highlights the 2018 Chukchi Slope
Current survey, with mean velocity vectors from 15 to 80 m. b) T-S diagrams for all Canada
Basin MMP profiles collected during the 2015 ArcticMix cruise c) T-S diagrams for all Canada
Basin MMP profiles collected during the 2018 SODA cruise

95



Figure 4.2: a) Temperature (◦C) with isopycnals in white, b) salinity, c) double diffusive stability,
and d) log10(ε(W kg−1)) measured during the CSC intrusion microstructure survey.
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Figure 4.3: Measured velocity from the shipboard ADCP during the CSC intrusion survey a)
along and b) across the ship track; measured shear from the shipboard ADCP during the CSC
intrusion survey c) along and d) across the ship track; e) cross track geostrophic shear calculated
from MMP survey.
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Figure 4.4: a) |Uz|2, b) N2, c) Ri−1, d) log10(ε) measured during the CSC intrusion survey, all
interpolated onto the same grid as the ADCP velocity and smoothed over 4 m in the vertical and
0.5 km in the horizontal.
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Figure 4.5: Temperature (◦ C) and salinity colored by: a) log10(ε(W kg−1)), b) Ri−1, and c)
double diffusive stability.
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Figure 4.6: i) PDFs and ii) stacked histograms of log10(ε) binned by a) Ri, b) double diffusive
stability, and c) both Ri and double diffusive stability.
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Figure 4.7: Quantities averaged over SODA and ArcticMix surveys at salinities less than 32, for
temperatures from 0 to 4 ◦C. Averages over SODA surveys are shown as red stars and ArcticMix
surveys as blue stars. Linear regression best fit lines are shown in green, with outliers (denoted
as light red and blue stars for the SODA and ArcticMix data respectively) excluded from the
regression. Error bars are given as the mean over all iostherms plus or minus the standard
deviation over all isotherms, except in cases where only one isotherm within the 0 to 4 ◦C
range appeared in the survey. a) The log10 of normalized heat transport as a function of 〈Tzrms〉
(see text for definitions of both quantities, R2 = 0.77). b) 〈log10(ε)〉 as a function of 〈Tzrms〉, (
R2 = 0.64) c) 〈Tz〉 as a function of 〈Tzrms〉, ( R2 = 0.64). d) 〈log10(N

2)〉 as a function of 〈Tzrms〉,
( R2 = 0.16). e) 〈#isos〉 as a function of 〈Tzrms〉, (see text for definition, R2 = 0.67)
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