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High-speed imaging is invaluable in studying the dynamics of real-time ultrafast 

phenomena. However, conventional imaging techniques are ultimately limited by the electronic 

readout rate of the sensors. Compressive sensing (CS), a technique that allows for the reduction 

in the number of measurements needed to sample a signal, offers a method to bypass this limit. 

However, the lack of high-speed spatial light modulators provides a similar constraint on 

experimental realizations of CS cameras. 
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Etalons are optical structures that have unique and tunable transmission spectra. Ultrafast 

etalon array imaging uses an array of Fabry-Perot resonators to create a frequency dependent 

mask. This etalon array is combined with a method for high-speed frequency sweeping to 

generate high speed illumination patterns, which are used to sample an object. When combined 

with compressive sensing, it allows for a high-speed imaging capability. We demonstrate a proof 

of concept of this technology, showing high-speed tracking at a 12 ns exposure time and 25 kHz 

frame rate, and demonstrate an extension to high-speed particle tracking. 

Also in this work, we demonstrate the capability for the etalon array to be used as a 

reconstructive spectrometer. The planar nature of the array allows for a spectrometer that is 

compact, robust, and potentially very inexpensive. We show a spectral resolution of 4 nm across 

a wide variety of visible wavelength bands, and explore extensions of the technology to 

hyperspectral imaging. 

 



1 

 

Chapter 1: Introduction 

The focus of my thesis work is around the use of etalon arrays for reconstructive imaging 

and spectrometry. First, there will be a brief review of high speed imaging, and a short overview 

of the types of techniques that have been developed to address it. Secondly, there will be an 

overview of compressive sensing, its history, and the experimental compressive sensing 

technologies that have been developed. Finally, there will be a discussion of the requirements 

needed for a high-speed reconstructive imaging technology. 

1.1 Review of high speed imaging technologies 

Optical imaging is in use in nearly every field, from scientific uses such as astronomy, to 

industrial use in diagnostic and inspection tools, to more consumer-oriented fields such as digital 

photography. In common usage, much of the development has resolved around increases in 

resolution, such as the super-resolution techniques[1]–[6] that continuously driving us further 

and further past the diffraction limit. Much as in the way that an increase in spatial resolution 

allows for the ability to see details in an image that were previously hidden, however, increases 

in the imaging speed allow for the distinction of dynamics within the system being observed. 

Indeed, arguably the first ‘film’ ever recorded in 1878 was made to settle the question of whether 

a galloping horse ever lifted all four hooves off the ground [7]. As technology has developed, 

high-speed cameras and motion photography have expanded to allowed us to study in detail a 

huge variety of high-speed phenomena[8]–[14]. 
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Figure 1: CCD and CMOS detectors. a) A CCD detector stores image data as charges on each 

detector element, then transfers the entire image downward one row at a time to a storage register, 

where it is then read out one column at a time. b) A CMOS detector has active electronics on each 

pixel, so it is able to address each pixel individually for readout. 

With the advancement of integrated electronics, however, nearly all imaging today is 

done using either charge-coupled device (CCD) or complementary metal-oxide-semiconductor 

(CMOS) cameras (See Figure 1). CCDs are the more mature technology, and they consist of an 

array of photoactive regions, where charges are generated when light is incident. By applying a 

storage voltage, they are then able to accumulate a charge proportional to the intensity of light 

that is incident on that element. After an appropriate accumulation time, the charges can then be 

transferred row by row to a storage row, and then transferred one at a time to an analog to digital 

readout. CMOS detectors, on the other hand, have active electronics for each individual pixel, 

and so they can individually address each pixel element for readout. There are, of course, 

tradeoffs that can be made by reducing the total data being read by identifying smaller regions of 

interest or by binning multiple pixels together. However, the information must ultimately be 

recorded, and so the imaging rate for both types of cameras is ultimately constrained by the 
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electronic readout rate. Nevertheless, modern high-speed cameras can have electronic readout 

rates in the GHz range, and can reach thousands of frames per second. 

 

Figure 2: Chip diagram of the in-situ image sensor. The overview shows how charges are 

transferred from the photo-sensitive area to attached local CCD elements. Since the storage is local 

to each individual photodiode pixel, this can be done at extremely high speeds. [15] 

One way to temporarily get around this is to build a camera that can store information 

directly on the chip [15]. Since they can store elements from each pixel in parallel, they are now 

constrained by readout rate of each individual charge storage unit, rather than the entire array as 

a whole. With this trick, these cameras are limited to only the speed at which each CCD pixel 

can transfer charges, which is typically 1 MHz. However, there are several tradeoffs to this 

approach. As can be seen from Figure 2, the CCD storage areas of the chip must necessarily also 

take up surface area on the device, which reduces the usable sensor area, resulting in a loss of 

sensitivity. Furthermore, this also forces a tradeoff between sensor area and the number of CCD 
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storage units, meaning that a larger number of stored values will further reduce the available 

sensor area. On these cameras, a typical compromise is around 256 registers, and so the camera 

can only store 256 images before the images must be offloaded from the chip at a much slower 

rate. Therefore, while the camera can reach these very high speeds in short bursts, it cannot 

maintain this imaging speed for an arbitrary amount of time. 

 

Figure 3: Streak camera. The light to be measured is sent through a slit, and focused onto a 

photocathode plate. The generated charges are accelerated and sent through an electrode deflector 

before hitting a phosphor screen at the end of the tube. The image on the phosphor screen then 

represents space in one dimension and time in the orthogonal direction. [16] 

Another high-speed technology is the streak camera [17]. The way a streak camera works 

is that the light of interest hits a photocathode, where it generates charges that are accelerated 

down a vacuum tube. These charges are swept by a varying voltage before they hit a phosphor 

screen, where the image is then recorded by a conventional camera. In this way, the temporal 

dimension in spread out across a dimension in space. By doing this, streak cameras can reach 

truly ludicrous speeds, fast enough to even measure the travel of photons [18]–[20]. However, by 

sacrificing one dimension for time, this means that streak cameras can only image in one 

dimension. Furthermore, streak camera is inherently a single-shot process, confined to however 

much information can be projected onto the phosphor screen for collection by a conventional 

camera.  
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For many forms of scientific imaging, a form of pump-probe techniques can be used[21]–

[24]. Pump-probe techniques rely on periodic phenomena that can be reliably replicated from 

period to period. By taking short snapshots at different parts of the period across many repeated 

waveforms, it is then possible to effectively build up a high-speed image sequence. 

What all of these techniques have in common, however, is that they are either single-shot 

measurements, as in the streak camera and the in-situ image sensor, or that they require repetitive 

phenomena. Single shot cameras work very well for situations where the dynamics of the object 

of interest can be either predicted or reliably triggered, but cannot be reliable used for events that 

are either unpredictable or random. For these types of imaging tasks, the CCD/CMOS camera 

remains the most widely-used imaging method. Therefore, there remains a need for a faster, truly 

continuous imaging method. 

1.2 Serial Time-encoded Amplified Imaging 

One recently-developed method that was Serial Time-Encoded Amplified imaging 

(STEAM), demonstrated in 2009 [25]–[29]. The central idea behind STEAM is that since the 

ultimate imaging rate of a camera is related to the electrical readout rate, the electronic 

components of the system is simplified as much as possible: a single photodetector and an 

oscilloscope for measurement. For this type of system, the challenge is therefore to perform an 

all-optical serialization of the 2D imaging information, and to do this as quickly as possible. The 

solution to this problem is shown in Figure 4. 
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Figure 4: Experimental setup of Serial Time-encoded Amplified Imaging. A continuum pulse 

laser is sent to a 2D spatial disperser, which is a device that maps a wavelength band to each spatial 

location. This pulse is then reflected off an object, which is then recaptured by the imaging system 

and sent through a dispersive fiber. The dispersive fiber both disperses the wavelength components 

in time, as well as amplifying the signal using Raman pumping. The resulting optical waveform is 

measured by a high-speed photodiode and read out by an oscilloscope. [25] 

The key component that allows this to take place is the amplified dispersive Fourier 

transform [27], which is illustrated in the insert of Figure 4. The core of the dispersive Fourier 

transformer is an optical fiber that is highly dispersive, or that different wavelengths of light 

travel through them at different speeds. This is typically considered a negative quality in fibers, 

and indeed the telecommunications industry dedicates an incredible amount of effort to reducing 

dispersion in communication fibers. In this case, however, the dispersion serves a very important 

purpose. If an incoming pulse of light contains a spectrum of frequencies, as it propagates along 

the fiber it will begin to spread out in space into its component wavelengths. By the time it exits 

the fiber, it has turned into a high-speed frequency sweep, with each moment in time 

representing the intensity of light at that wavelength band (see Figure 5). In short, the dispersive 

Fourier transform has taken the spectral data of the incoming pulse, and has serialized it in time. 
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Figure 5: Diagram of the dispersive Fourier transform. The initial input into the fiber is a short 

broadband pulse. As each frequency component travels through the fiber at different speeds, when 

the pulse exits the fiber it is now a frequency sweep. 

In order to convert this frequency sweep into an image, a 2D spatial disperser is needed 

to map each frequency band to a different pixel within the object area. This is done by arranging 

a virtually-imaged phase array and a diffraction grating at an orthogonal angle to each other, 

creating a so-called ‘spectral shower’. This creates the 2D spectral map that is then focused onto 

the object plane by a microscope objective, and the resulting reflection is collected by the same 

microscope objective and sent through the dispersive fiber to the photodiode. Therefore, by 

simply reading the time-dependent signal collected by the photodiode, they are able to directly 

correlate the intensity at each moment in time with the intensity of the relevant pixel in the 

image. 
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Figure 6: Experimental results for STEAM. a) The light intensity vs time measurement on the 

photodetector (blue) is a time-stretched copy of the spectrum, showing the success of the amplified 

dispersive Fourier transform. b) By mapping each point in time to a point in space, the object in 

the imaging plane can be recovered in a single pulse. The recovered image (orange) is compared 

with the CCD image on a conventional camera (blue). 

From a systems perspective, this means that STEAM is able to take an individual laser 

pulse, and generate one image. The frame rate, therefore, is dependent on how much you need to 

stretch your pulse, and how fast your laser repetition rate is. For this experiment they used a 

photodetector with a bandwidth limit of 10 GHz, which is notably much faster than even the on-

chip single-pixel CCD performance of ~1 MHz, with a total stretched pulse time of roughly 70 

nanoseconds, taken at a frame rate of 6.1 MHz.  

There are a few key takeaways from STEAM. The first is that ultimately, the continuous 

imaging speed of any system will be ultimately constrained by its maximum electronic 

bandwidth, so one method of maximizing the speed is to reduce all of the electrical components 

to a single high-speed photodiode. As a consequence of this, in order to maintain this speed, all 

of the information and array processing will need to be done optically, which can be done much 

faster than electronically or mechanically. So, how can we increase the speed of this even 

further? 
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1.3 Compressive sensing 

1.3.1 Fundamentals of compressive sensing 

The second key concept behind our work is called compressive sensing[30]–[34]. The 

concept behind compressive sensing can be summarized by the observation that most real-world 

signals are sparse in some basis. That is, there is a representative basis for the signal in which the 

number of degrees of freedom are notably smaller than the number of components in the signal. 

An equivalent statement would be that for most natural signals, there exists a basis in which 

many of its components are zero (or close to zero). Specifically for the case of images, this can 

be demonstrated by the fact that most images of interest can be heavily compressed (i.e. 

represented in a smaller number of elements) without significantly affecting the image quality.  

If there is a way to represent an image in a vastly lower number of measurements, there 

must also exist a sensing method that can sample efficiently sample the signal of interest. For a 

serialized imaging method, this increased efficiency directly translates into an increase in speed. 

A 3:1 compression ratio, for example, would mean that we could increase the frame rate by a 

factor of 3x. Much more aggressive ratios are common in image compression, so how can we 

take advantage of this and implement a sensing method that takes advantage of this? 

To illustrate this, let us consider a general mathematical form for the linear detection of a 

signal. If we have a discrete unknown image xn with n pixels, sampled by a linear correlation to a 

series of functions Am, where m denotes the number of sampling functions, to produce the 
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measurement values ym. We can describe this sampling procedure as the following linear 

equation: 

 𝑦𝑚 = [𝐴]𝑚,𝑛𝑥𝑛 (1.1) 

where 𝑦𝑚 and 𝑥𝑛 are both vectors of length m and n respectively, and A is a matrix of m rows 

and n columns. One potential sensing pattern is to take one measurement for each pixel, such as 

a conventional CCD camera might. For this type of sensing pattern, then each row in A must 

contain only a single element corresponding to a single pixel, correlating it with a single 

measurement in y, and A would be a square matrix with m=n. However, A and x can be in any 

linear basis, so sampling representations in other bases such as the discrete Fourier transform, the 

wavelet basis, or the discrete cosine transform can also be used to sample the image. 

For situations where A is a nondegenerate matrix, then the reconstruction process is 

simple, as we can simply calculate the inverse of A and compute the following: 

 𝒙𝒏 = [𝑨]−𝟏
𝒏,𝒎

𝒚𝒎 (1.2) 

However, we are interested in the situation what if we wanted to try to measure the object 

with fewer measurements than the object contains (m<n)? In this scenario, A is no longer a non-

degenerate matrix, and the equation is now an ill-posed problem. This means that we have lost 

many degrees of freedom from our object to our measurement, and there are now potentially 

infinite number of solutions to the equation. At this point, it is not possible to exactly solve the 

equation, we must now make assumptions about the object, and apply some kind of minimization 

algorithm to search for a likely solution. Therefore, how can we recover the maximum amount of 

information about the object in a minimum number of measurements? 
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The answer for compressive sensing is to assume that the object in question can be 

efficiently represented in some basis. Let us assume that we can represent the object in a basis ψ, 

and that it is sparse, or that many of the components of base ψ are zero (or approximately near 

zero). The number of non-zero elements S in basis ψ is called the sparsity of the object. 

Obviously, if you simply were able to know which elements of ψ were non-zero, you could 

perfectly sample the object in only S measurements. But given that you do not know this 

information, what is the best way to acquire information about the object? 

The answer to this question is related to the coherence of the basis between which the 

object is sparse (ψ), and the basis with which we are sampling the object (φ). The coherence of 

these two bases is: 

 𝜇(ψ,φ) = √𝑛 ∙ max
1≤𝑗,𝑘≤𝑛

|〈ψ𝑗, φ𝑘, 〉| (1.3) 

The coherence of any two normalized bases is between 1 and √𝑛. Basis pairs that have 

low coherence are ideal for compressive sensing, because the sparse information in ψ becomes 

widely distributed in φ, whereas for the extreme case that ψ= φ, the information would be 

minimally distributed. Thus, we get the result that if we know that the object is sparse in ψ, but 

we did not know which elements of ψ were non-zero, then ψ is in fact the worst basis to sample 

the object. There are many examples maximally incoherent pairs, such as the Fourier-Canonical 

basis, so for example if one knew the signal to be sparse in one domain, the other domain would 

make an ideal sensing basis. 

Although it sometimes may be reasonable to know what basis your image may be sparse 

in (for example, in particle tracking you may know that across your field of view there are only a 
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few particles, so your image must be sparse in the real-space domain), it is not always possible to 

know this information, and so it is not realistic to be able to use a minimally coherent sensing 

pattern. However, there is a solution to this: random sensing matrices are overwhelmingly likely 

to be mostly incoherent with any particular basis. This is very important because this means that 

for any arbitrary object, a random sensing pattern is a more-or-less optimal basis in which to 

compressively sense an object. As any given vector of a random basis is likely to contain 

significant contributions from the object, the information will be efficiently distributed into the 

measurement. This leads to the rather surprising result that if a sensing pattern is very good, the 

received raw signal will look very similar to white noise.  

1.3.2 Compressive sensing reconstruction 

Given that we are solving an ill-posed problem, we can no longer hope to exactly 

calculate our original signal directly. As a result, we will need to implement an algorithm for the 

approximation of the signal. A comprehensive treatment of the optimization problem is beyond 

the scope of this thesis, but a large number of competing algorithms and different approaches 

have been developed to pursue this problem [32], [33], [35]–[37]. However, we can make a few 

generalizations about these compressive sensing algorithms. 

First of all, what has become somewhat synonymous with compressive sensing 

algorithms are algorithms that seek to minimize the l1 norm: 

 ‖𝑥‖𝑙1 ≔ ∑ |𝑥𝑖|
𝑖

 
(1.4) 
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The l1 minimization algorithms are valuable the l1 minimization constraint can be 

implemented as a linear program, allowing for a reasonably high-speed algorithm. Furthermore, 

using the l1 norm prioritizes sparse solutions. In the literature, we can say that the algorithm is 

likely to converge to a correct exact solution given the following condition[30]: 

 𝑚 ≥ 𝐶 ∙ 𝜇2(ψ, φ) ∙ 𝑆 ∙ log 𝑛 (1.5) 

where C is some positive constant. Although it is not possible to know exactly what C is when 

doing the measurement, the following conclusions will inform the design of a compressive 

sensing system: 

1) The coherence of the bases is extremely important, and should be minimized. Given an 

unknown object, a random basis will be best. 

2) If the coherence is low, then it should not matter which m elements are selected from the basis 

set. What matters is that the magnitude of m is high enough. 

3) No prior information needs to be known about the object, except that it is sparse in some 

basis. For some signals this may be false. For example, if the signal looks like random noise, 

then it is not sparse in any basis, and cannot be sampled efficiently. 

1.3.3 Single pixel cameras 

For an experimental realization of compressive sensing, then, we need to take the 

incoming image we wish to acquire, apply many different linear sensing correlations to it, then 

measure the result of each one, knowing the basis vector behind each measurement. 

Experimentally, the most common method for realizing compressive imaging is known called 
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the single pixel camera[38]. The way that the single pixel camera achieves this is shown in 

Figure 7. 

 

Figure 7: Overview of single-pixel camera. The scene to be imaged is focused onto a digital 

multimirror device, whose component mirrors can be individually addressed to turn the mirrors on 

and off. The DMD applies a series of patterns to the incident light, and the resulting light intensity 

is recorded a photodiode. This stream of intensity values is sent to a computer for reconstruction, 

and the image is recovered. [39] 

In this single pixel camera, the image of the scene to be acquired is focused onto a digital 

multimirror device, or DMD. The DMD is an array of small mirrors that can be individually 

actuated into either an on or an off pattern. What this achieves is it allows a direct way to impose 

a linear correlation of the pattern on the DMD array to the image of the object itself. The light 

from the pixels that are selected to be on are then sent towards a collecting lens, which focuses 

the light onto a single photodetector. Therefore, the signal received by this photodetector will be 

the intensity sum of all of the ‘on’ pixels in the image of interest. This measurement process is 

used to measure a single element of ym. By cycling through a sequence of set patterns and 

measuring the photodiode intensity after each one, we can build up the final ym vector. Each 

measurement pattern, then, corresponds to a single row of the A matrix. At the end of the 

measurement, we will have the measured ym and the known sensing matrix A. These 
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measurements are then sent to the reconstruction algorithm, and they can be reconstructed (See 

Figure 8). 

 

Figure 8: Experimental results of the single-pixel camera. a) The original image. b,c) The ideal 

image when only the largest 205 and 409 wavelet components, respectively, are kept. d) The image 

as it appears on a conventional camera. e.f) The compressive sensing reconstruction taken from 

819 and 1600 measurements, respectively. [39] 

The basic single pixel camera architecture, where an addressable spatial light modulator 

(SLM) is used to sample the object and the resulting light measured by a single pixel detector, 

has many advantages. First of all, only a single detector is required. One advantage is that this 

simplifies treatment of the imaging speed, as the system does not need to multiplex its sensing 

across multiple elements. The speed limit of the single-pixel camera is directly proportional to 

the speed of the detector. In more practical terms, the detector can be very inexpensive, as single-

element detectors can be made very cheaply. Furthermore, this also potentially means that the 

camera may be available in wavelength bands where it is difficult to find cost-effective CCD or 

CMOS cameras, such as the mid-wave IR or terahertz frequency bands. Finally, since we can use 
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only a single large detector instead of an array of smaller detectors, the detector can also be 

significantly more sensitive than the sensor array, allowing for low-light detection. 

1.3.4 Discussion of compressive sensing for 

high speed imaging 

However, typical single-pixel cameras suffer from one major bottleneck: they require an 

active array of spatial modulators in order to perform their measurement. The DMDs used in the 

previous example can only hit speeds of up to 30 kHz, which is slower than many cameras. The 

reason is because the DMD is ultimately a mechanical technology, and switching each individual 

mirror from the ON position to the OFF position takes time to allow the mirror to settle. There 

are other spatial light modulators such as liquid-crystal SLMs, which use the controllable 

birefringence liquid crystals to apply their spatial modulation. These, however, are even slower, 

only capable of speeds of a few hundred Hz. In comparison, a typical photodiode may have an 

electronic bandwidth of tens of GHz- almost 5 orders of magnitude higher than these devices. So 

while compressed sensing may offer a large improvement in the imaging efficiency, it is more 

than outweighed by the vastly slower active-matrix arrays needed to actually perform the 

compressive sensing. While there are methods of compressive imaging that take shortcuts such 

as applying a streak camera to a time-shifted compressed sensing mask, a truly continuous 

compressed sensing camera seems out of reach so long as it requires active tunable arrays. 
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Chapter 2: Theory of Etalon Array 

Reconstructive Imaging 

In review of the topics that have been covered, it is useful to state the important points: 1) 

Typical CCD/CMOS cameras are ultimately limited by their electronic readout rate. 2) STEAM 

is a method for optically transforming information from wavelength to time, allowing for very 

high speeds. 3) Compressive sensing single-pixel cameras can reduce the number of 

measurements needed- potentially increasing speed. 4) Single-pixel compressive sensing 

cameras ultimately rely on single photosensors, which can be very fast and highly sensitive. 5) In 

practice, single-pixel compressive sensing cameras usually use active-array light modulators that 

are actually many orders of magnitude slower than the photodetectors, presenting a massive 

bottleneck on the speed of the system. 

The key here is that it may be impossible to perform a truly arbitrary high-speed spatial 

light modulation. However, due to the dispersive Fourier transform, it is possible to generate a 

very high-speed frequency sweep. The solution, then, is to create a modulator that is controlled 

by the frequency of light, rather than active electronics. Since there is no theoretical upper limit 

to how quickly we can generate a frequency sweep, and also no theoretical limit to how quickly a 

material can generate a transmission or reflection spectrum, this means that in principle, it is 

possible to create a high-speed passive spatial light modulator, as long as you have a frequency-

sensitive element that you can use to control the transmission spectrum. We can imagine a 

situation, then, where we have an array of frequency-sensitive elements illuminated by a high-

speed frequency sweep. At each individual frequency, some of the pixels would be highly 
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transmissive, and others would be very dark. For our ideal frequency-sensitive element, we 

would want the following properties: 

1) It needs to have a very big contrast between where the transmission is high, and 

where the transmission is low. Since this structure needs to essentially act as a pixel 

element in an SLM, there needs to be a very big difference in brightness between 

when it is ‘on’ and when it is ‘off’. The smaller the contrast is for each pixel, the 

higher the dynamic range requirements for our sensing, and the more critical the 

signal-to-noise ratio will be, 

2) It must have relatively sharp spectral transmission changes. One way to think about 

the sensing pattern of the spectral modulator is that its transmission pattern is 

sampling the pixel in frequency space. The number of unique measurements it can 

make within that spectral bandwidth will be dependent on its ability to rapidly switch 

on and off. 

3) It needs to be broadband. Different imaging applications may require using specific 

wavelength bands. For example, if we are targeting fluorescence imaging, we will 

need to the excitation bandwidth of the fluorophore, or if we are targeting a specific 

spectral signature, we will need to stay within that range. An ideal spectral 

transmission element would be able to be easily adapted to any required wavelength 

range. 

4) The transmission needs to be easily tunable. Each ‘pixel’ in our array must have a 

unique transmission signature. Otherwise, it will be difficult for the reconstruction 

algorithm to distinguish between them. 
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Given these requirements, the structure that we chose to act as our frequency-dependent spectral 

pixel is the etalon, or Fabry-Perot cavity[40]. 

2.1 Principles of etalons 

An etalon consists of two parallel semi-reflective surfaces. One of the most basic optical 

elements, it has been used for a huge variety of different tasks[41]–[43]. Etalons form the main 

optical resonance for laser cavities [44], [45], they are used to create dielectric mirrors for optical 

systems [46], they are used as multi-pass cavities for extremely sensitive gas and material 

sensing[47]–[49], and they have even been used to detect gravity waves[50], [51]. 

 

Figure 9: Diagram of an etalon. Light (shown in red) enters the etalon from the left, coming at an 

angle of 𝜃1 and internally refracting at an angle of 𝜃2. The index of refraction in the material is n, 

the reflectivity of the two surfaces is R, and the distance between them is d. Two outgoing paths 

are shown at A and C, with an outgoing path difference of ∆𝑙. 
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For the sake of simplicity, we will only consider etalons where both surfaces contain the 

same reflectivity R. Let us consider the case where light of wavelength 𝜆 is incident upon the 

cavity at an angle of 𝜃1. As the light hits the first reflecting surface, some of the light is reflected, 

while some light is transmitted into the etalon. Every time the light is transmitted, the amplitude 

is multiplied by √1 − 𝑅, while every time it is reflected the amplitude changes by a factor of √𝑅. 

The light that is transmitted into the etalon is refracted according to Snell’s law. We will assume 

the initial amplitude of the light to be 1 and that the light is incident from air (n=1), the 

relationship between the two angles is sin 𝜃1 = 𝑛 sin 𝜃2. 

At point A, again some light is reflected and some is transmitted. The light that is transmitted 

from A now has a phasor of  [52] 

 
𝑥𝑎 = (1 − 𝑅)𝑒

𝑖2𝜋𝑑𝑛
𝜆 cos𝜃2 

(2.1) 

As the light reflects off of point B and arrives at point C, the light transmitted now has a phasor 

of  

 
𝑥𝑐 = (𝑅 − 𝑅2)𝑒

𝑖6𝜋𝑑𝑛
𝜆 cos𝜃2  

(2.2) 

At the point where the two wavefronts match, the light from A will have travelled and additional 

distance  

 ∆𝑙 = 2𝑑 tan 𝜃2 sin 𝜃1 (2.3) 

The phasors can now be added: 

 
𝑥𝑎 + 𝑥𝑐 = (1 − 𝑅)𝑒

𝑖2𝜋𝑑𝑛
𝜆 cos𝜃2

+
𝑖2𝜋∆𝑙

𝜆 + (𝑅 − 𝑅2)𝑒
𝑖6𝜋𝑑𝑛

𝜆cos𝜃2 
(2.4) 
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The relative phase difference between the two components can be simplified to  

 
𝛿 =

4𝜋𝑑𝑛

𝜆
cos 𝜃2 

(2.5) 

with an amplitude difference of R. Further reflections off of the surface will have the same 

amplitude and phase differences, so the jth iteration of reflection can be written as 

 𝑥𝑗 = (1 − 𝑅)𝑅𝑗𝑒𝑖𝑗𝛿 (2.6) 

The sum of all these components is then 

 
𝑥𝑡𝑜𝑡𝑎𝑙 = ∑(1 − 𝑅)𝑅𝑗𝑒𝑖𝑗𝛿

∞

𝑗=0

=
(1 − 𝑅)

1 − 𝑅𝑒𝑖𝛿
 

(2.7) 

To get the total transmission of the etalon, we will take the square of the transmitted amplitude, 

which is equal to 

 
𝑇 =

(1 − 𝑅)2

1 + 𝑅2 − 2𝑅 cos 𝛿
         𝛿 =

4𝜋𝑑𝑛

𝜆
cos 𝜃2   

(2.8) 

When plotted, this gives the following characteristic waveform. 
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Figure 10: Example transmission of an etalon with n=1.5, d=3.5 um, θ=0, and R=.7 

Already, we can see that the etalon possesses several properties that make it suitable for 

our spectral transformer- sharp peaks, high contrast, and a uniform behavior across a wide range 

of wavelengths. 

For the sake of simplicity, let us consider the case where the incident light is normal to 

the etalon, or 𝜃1 = 𝜃2. In this case, it is easy to see that a transmission maximum occurs where 

4𝜋𝑑𝑛

𝜆
= 𝑘 where k is any integer. This is true whenever 𝑑𝑛 is equal to a multiple of the half-

wavelength of light. The wavelength separation between peaks is called the free spectral range, 

and can be approximated as: 

 
∆𝜆 ≈

𝜆2

2𝑑𝑛
 

(2.9) 

From this equation, we can see that for a given etalon, transmission peaks in the longer 

wavelength range will be separated by larger intervals. 

The transmission peak will have an intensity of  
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𝑇𝑚𝑎𝑥 =

(1 − 𝑅)2

1 − 2𝑅 + 𝑅2
 

(2.10) 

On the other hand, the transmission minima will be where 
4𝜋𝑑𝑛

𝜆
= 𝑘 +

1

2
 . The 

transmission minimum will be  

 
𝑇𝑚𝑖𝑛 =

(1 − 𝑅)2

1 + 𝑅2
 

(2.11) 

 This means that our contrast between peak intensity and minimum intensity will be 

 𝑇𝑚𝑎𝑥

𝑇𝑚𝑖𝑛
=

1 + 𝑅2

1 − 2𝑅 + 𝑅2
 

(2.12) 

 

Figure 11: Contrast vs Reflectivity of an etalon 

We can see here that the contrast is only a function of the reflectivity, and with moderate R of 

around .7 it is possible to achieve contrast ratios above 10. 



24 

 

A related parameter is the finesse of the cavity, which is free spectral range (∆𝜆) divided 

by the full-width half maximum of a transmission peak 𝛿𝜆. The finesse of a relatively high-

contrast etalon (R>.5) can be expressed as: 

 
𝐹 =

∆𝜆

𝛿𝜆
≈

𝜋√𝑅

1 − 𝑅
 

(2.13) 

As with the contrast, it can be seen that the finesse also is not a function of wavelength, which 

means that the relative sharpness of the peak of an etalon will be constant across all wavelengths. 

To summarize, this means the etalon fulfils the requirements needed for our spectral pixel 

element. It can provide high-contrast, sharp transmission functions across a wide variety of 

bandwidths. It relies only on reflectivity an optical propagation, and does not require any special 

material properties. And finally, the transmission can be easily tuned just by altering the distance 

between the two reflective surfaces. 

 

Figure 12: Illustration of the transmission spectrum of two etalons with different thicknesses 
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2.2 The etalon array 

 

Figure 13: Diagram of the etalon array. a) An example 10 x 10 etalon array. b) Calculated spectral 

transmission for 100 different etalon thicknesses from .5 to 3.5 um. Each row is a different 

thickness. c) Simulated transmission images for an etalon rray at three selected wavelengths. 

In order to use the etalon as a frequency-to-space encoding device, we will need to create 

an array of etalons (See Figure 13). In this way, each individual etalon acts as a spectral filter for 

the light that passes through it, and the etalon array as a whole serves as space-to-frequency 

encoding device. For this device, we will assume we have grid of etalons, each with a different 

length 𝑑𝑖 = 𝑑1, 𝑑2 …𝑑𝑛. To use this etalon array as an imaging system, we will use it in the 

following configuration: 
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Figure 14: Overview of the etalon array sampling procedure. Incoming broadband light passes 

through the etalon array, which has a spatially dependent transmission spectrum (t1). The light 

coming from the etalon is now structured in x, y, and wavelength (A). The image of the etalon is 

then focused onto an object, which applies a spatial mask to the incoming light (O). The transmitted 

light is now encoded entirely in the frequency domain (y).  

As Figure 15 shows, by illuminating the etalon with a broadband light source, and 

focusing the image of the etalon onto an unknown object, the resulting transmission will be 

entirely encoded into the spectrum of the transmitted light. The measurement process can be 

described here: 

 𝑦(𝜆) = ∑𝐴(𝑥, 𝑦, 𝜆) ∙ 𝑂(𝑥, 𝑦)

𝑥,𝑦

 
(2.14) 

If we vectorize the x and y pixel positions to a single dimension i, and discretize the 

wavelength basis, we can re-write this into the standard matrix equation: 
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[

𝑦𝜆1

𝑦𝜆2

⋮
𝑦𝜆𝑚

] =

[
 
 
 
𝐴𝜆1,1 𝐴𝜆1,2 … 𝐴𝜆1,𝑛

𝐴𝜆2,1 𝐴𝜆2,2 … ⋮

⋮ ⋮ ⋱ ⋮
𝐴𝜆𝑚,1 … … 𝐴𝜆𝑚,𝑛]

 
 
 

∙ [

𝑂1

𝑂2

⋮
𝑂𝑛

]    𝑖 = 1…𝑛, 𝜆 = 𝜆1 …𝜆𝑚 

(2.15) 

From this perspective, we can see that for our sensing matrix, each column will represent one 

specific pixel of the 2D etalon array, and the transmission spectrum of each pixel at each 

wavelength is represented by the rows of the sensing matrix. Therefore, we have our framework 

for our frequency-to-space etalon compressive sensing system.  

2.3 Simulated etalon array reconstructive 

imaging 

We can now simulate the full imaging process of etalon array imaging by simply 

choosing appropriate parameters, simulating the measurement, and plugging the variables into 

the compressive sensing algorithm. For this simulation, we chose a 16 x 16 array of etalons with 

thicknesses ranging from 1000 to 4000 nm. We then simulated the spectral transmission of all of 

these etalons across a bandwidth from 400-700 nm at a resolution of 1 nm. We arranged the 

etalons to correspond with pixels in a 16 x 16 pixel image, and calculated the expected relative 

transmission through each pixel. Then, we chose a method for linearizing the 2D space into a 1D 

vector, so that the object becomes a vector of 256 instead of a 16 x 16 matrix, and the 

transmission matrix becomes a 300 x 256 matrix. The measurement is simply simulated by 

multiplying the sensing matrix and the object vector, resulting in 300 unit measurement vector. 

Then, we input the transmission matrix and measurement vector into the compressive sensing 
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algorithm[35], and it returns another 256-unit vector, which we un-scramble to become a 16 x 16 

pixel image. 

 

Figure 15: Simulation of an etalon-array imaging measurement. a) The original object. b) The 

calculated transmission spectra for an array of etalons with thicknesses from 1000 to 4000 microns.  

c) The resulting measured signal from correlating the etalon array with the image. d) The resulting 

signal  

The result is shown in Figure 15, showing that we can use these approximate parameters to 

achieve an image. 

2.4 Discussion of imaging speed limitations 

Being a static device, the speed limit of our imaging process is no longer directly 

dependent on modulating the transmission mask. However, the etalon still does impose a 
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limitation to the ultimate imaging speed. It is perhaps best to view this from the perspective of a 

photon that enters the etalon resonator. 

Once it is inside the etalon, for every time it reflects off the mirror it has a chance R to 

stay in the resonator and a chance (1-R) to exit the resonator. The fraction of photons that survive 

one round trip is R^2. The time it takes to make a round trip inside the cavity is 𝑡𝑟𝑜𝑢𝑛𝑑 𝑡𝑟𝑖𝑝 =

2𝑑𝑛

𝑐
. The characteristic photon lifetime of a photon inside the cavity is therefore: 

 
𝜏𝑝ℎ𝑜𝑡𝑜𝑛 =

𝜏𝑟𝑜𝑢𝑛𝑑 𝑡𝑟𝑖𝑝

1 − 𝑠𝑢𝑟𝑖𝑣𝑎𝑙 𝑓𝑟𝑎𝑐𝑡𝑖𝑜𝑛
=

2𝑑𝑛

𝑐(1 − 𝑅2)
 

(2.16) 

Another way to view this is that for every photon that enters the etalon, there will be an 

uncertainty of 𝜏𝑝ℎ𝑜𝑡𝑜𝑛 until it exits the etalon. Therefore, this uncertainty acts as a kind of low-

pass filter for the etalon transmission, and is the fundamental limit to how quickly we can use the 

etalon array to do pattern generation. However, a back of the envelope calculation for R=.7, 

d=10 micrometers, and n=1.5 gives us a photon lifetime of approximately 2x10-13 seconds, 

corresponding to a frequency limit of about 5 terahertz (1012 Hz), which is far above the fastest 

available high-speed photodetectors, which have bandwidths measured in the GHz (109 Hz). 

Therefore, we can conclude that the etalon array will not be the bottleneck for our high-speed 

measurements. 

2.5 Ultrafast swept-light source 

However, the etalon array is merely an encoder from space to frequency. In order to do 

the ultrafast measurement, we must also do a transformation from frequency to time, which in 

this case means generating a high-speed frequency sweep. In order to generate our ultrafast 
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swept-light source, we will begin with the same general concept as in STEAM: Start with a short 

laser pulse, and time-stretch it into a chirped frequency sweep. However, we cannot do this in the 

exact same method. A back-of-the-envelope calculation shows that for visible fibers, typical 

dispersions are in the range of 800 ps/km*nm. Our photodetector has a bandwidth limit of 5 

GHz, and so if we wanted to detect a signal with roughly 50 independent measurements, we 

would need to stretch out our signal to 10 ns. If we used a very large bandwidth of 200 nm, this 

means we would need around 6.25x104 km of fiber- not a practical number. Therefore, we need 

to find another method to generate the frequency sweep. 

The method that we chose is called chromo-modal dispersion (CMD) [53], which uses a 

slightly different method for generating the frequency sweep. (See Figure 16) Instead of using 

the dispersive nature of a single-mode fiber to change the propagation speed of each wavelength, 

CMD instead uses a large-core multimode fiber, and couples in the different wavelengths at 

different angles. As a result, the geometric path length for each wavelength will vary, and the 

propagation time will be different for each wavelength. 

 

Figure 16: Overview of chromo-modal dispersion. A broadband light source is diffracted and 

collimated by a pair of diffraction gratings, which separates different wavelengths into parallel 

beams. Afterwards, a coupling lens focuses the different wavelengths into a multimode fiber. The 
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propagation speed down the fiber is now mainly a function of the geometrical path taken, rather 

than the local index of the fiber material. 

The total amount of dispersion is now not limited by the dispersive properties of the fiber, 

but by path length differences taken by the different colors. Since the gratings can be fully tuned 

to select any arbitrary wavelength band, this means that this method is actually relatively 

insensitive to the exact wavelength band. Instead, the important parameters are, the numerical 

aperture (NA) of the fiber, as well as the length of the multimode fiber. Since CMD relies on 

using different modes for each wavelength, it is also important to choose a fiber core large 

enough to support the number of distinct wavelengths needed. For CMD, the fastest-travelling 

component will be the one normal to the direction of the fiber, and the slowest-travelling 

component will be the one travelling at the highest NA supported by the fiber. Another way to 

think about it is that one component will travel a much longer distance than the other. These path 

lengths are: 

 
𝑝𝑎𝑡ℎ𝑚𝑖𝑛 = 𝐿, 𝑝𝑎𝑡ℎ𝑚𝑎𝑥 =

𝐿

cos 𝜃
   

(2.17) 

 

where 𝜃 is the internal angle of the light at its maximum NA. We can find this through 

the relationship 𝑁𝐴 = 𝑛 sin 𝜃 or 𝜃 = sin−1 𝑁𝐴

𝑛
 

Substituting that gives us 

 
𝑝𝑎𝑡ℎ𝑚𝑎𝑥 =

𝐿

cos (sin−1 𝑁𝐴
𝑛 )

=
𝐿

√1 −
𝑁𝐴2

𝑛2

 
(2.17) 
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 The time delay will then be the difference between these two path lengths divided by the 

speed of light in the medium, or 

 

∆𝑡 =
𝑛

𝑐
(𝑝𝑎𝑡ℎ𝑚𝑎𝑥 − 𝑝𝑎𝑡ℎ𝑚𝑖𝑛) =

𝑛𝐿

𝑐

(

 
1

√1 − (
𝑁𝐴
𝑛 )

2
− 1

)

  

 

(2.18) 

A back-of-the-envelope calculation with n=1.5, NA=.48, and L=100 m shows that this would 

result in an expected maximum time delay of around 28 ns- within the range of values that we 

are seeking. 

2.6 Conclusion 

In this section, we have explored theoretically the components needed to use etalons as the basis 

for an ultrafast spatial-light modulator for high-speed imaging. The etalon array possesses a 

unique combination of easy tunability, high contrast, sharp features, and easy adaptation across 

any range of wavelengths. 

Chapter 2, in part, is a reprint of the material as it appears in Scientific Reports, 2016, 6, 

25240. Eric Huang, Qian Ma, Zhaowei Liu, “Ultrafast Imaging using Spectral Resonance 

Modulation”. The dissertation author was the first author of this paper. 
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Chapter 3: Experimental demonstration of 

etalon array imaging 

3.1 Experimental Imaging Setup 

 

Figure 17: Schematic of an ultrafast etalon imager. The imaging system can be broadly divided 

into three parts: The frequency sweep generation, the optics for focusing of the etalon array into 

the object plane, and the light detection and measurement. 

In order to produce a functioning imaging system, the experimental setup will need to 

integrate all of the following components: 1) Generating the high-speed frequency sweep, 2) 

Transmitting it through the etalon array to produce the ultrafast pattern generation, 3) Focusing 

the transmitted pattern onto the object of interest, and 4) collecting the resulting light using a 

high-speed photodetector and synchronizing the measurement with the laser to extract the 

relevant values, and 5) collecting these measurements with a computer to calculate the 

reconstruction. This is illustrated in Figure 17. 
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3.1.2 Ultrafast swept-light source. 

 

Figure 18: Ultrafast frequency sweeping setup. a) The apparatus for incoupling the laser to the 

chromo-modal dispersion fiber, showing the reflections off of two gratings, through the 

microscope objective, and into the fiber. Two parallel paths are shown for different wavelengths. 

b) The 100m .48 NA 400 um core fiber used to disperse the laser pulse. The mode scrambler can 

be seen in the lower right. 
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The setup used for our swept light source is illustrated in Figure 18. The first component 

of our light source is that we must have a short pulsed source containing the frequencies 

necessary to generate the transmission patterns through the etalons. The laser we used is an NKT 

photonics SuperK COMPACT supercontinuum laser that has an output from around 450nm to 

2400 nm, a pulse output time of around 500 ps, and tunable repetition rate of up to 25 kHz. 

Furthermore, it is paired with an NKT VARIA tunable bandpass filter, that allows us to freely 

choose what range of wavelengths we will use for our measurement. 

Afterwards, we need to disperse the different wavelengths and couple them into the fiber 

at different angles (See Chapter 2, Chromo-Modal Dispersion). The way we achieved this was by 

using a pair of diffraction gratings (Thorlabs, 300 grooves/mm separated by 10 cm) to separate 

the wavelengths in space and then re-collimate them, creating a linear spread of wavelengths. 

Afterwards, they are fed into a microscope objective lens (20x Olympus Plan Achromat, .39 

NA), which focuses the beam onto the end of the fiber, with each wavelength being coupled in at 

a different angle. 

The core component of the chromo-modal dispersion is the optical fiber used to generate 

the frequency sweep. In order to get as high of a dispersion between the highest and lowest angle 

as possible, it is desirable to select a fiber with a very high numerical aperture. In addition, the 

fiber core must be large enough to support the number of modes necessary. As a result, we have 

used a 400 um core fiber with a .48 NA output (Thorlabs BFL48-400). However, since this is not 

a single-mode fiber, there will also be intra-mode dispersion, due to defects in the fiber core as 

well as bending of the fiber itself. As a result, this means that over a sufficiently long fiber, the 

different modes will begin to mix, and no longer produce the dispersive action that is required. 

For our fiber, we found the best results after about 100m in length.  
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Finally, when the light reaches the end of the fiber, although they are dispersed in time, 

they still occupy different spatial modes. Since we would like each wavelength to be uniform in 

space, a final mode scrambler is clamped onto the fiber near its output to normalize the modes. 

The results of the chromo-modal dispersion, as well as results before and after scrambling, are 

shown in Figure 19 and Figure 20. 

 

Figure 19: Spatial output profile of chromo-modal dispersion. a) Camera images showing the 

different numerical output angles when the tunable filter is set to different wavelengths. b) A 

diagram of the mode scrambler, showing the fiber core clamped between two jaws, forcing several 

tight turns. This mixes the different modes together. c) Camera images showing the uniform output 

profile at different wavelengths. 
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Figure 20: Experimental measurement of chromo-modal dispersion. a) Time vs voltage from APD 

with laser tuned to several different wavelength peaks. Time is measured from initial pulse from 

laser. b) Peak wavelength vs time of peak intensity, showing a dispersive shift of 15 ns from lowest 

to highest wavelength. c) Theoretical plot of delay time vs numerical aperture for 100m fiber. 
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3.2.2 Optical setup 

Our imaging setup must be configured so that the object plane is conjugate to the image 

of the etalon array. We do this using a standard tube lens and infinity-corrected microscope 

objective, with the etalon array at the focal length of the tube lens (See Figure 21). Once the light 

has been focused on the object, it is then collected by a second objective, and then the light can 

be either focused onto an avalanche photodiode (APD) for temporal measurements 

(MenloSystems APD210), or sent to a second optical fiber connected to our spectrometer (Andor 

Shamrock 303i with an Idus 420 CCD). The signal from the APD, as well as the trigger signal 

from the laser, are sent to an oscilloscope for viewing and measurement. 

 

Figure 21: Overview of the optical system and microscope. The fiber from the chromo-modal 

disperser is sent from the left, and through the etalon array. The microscope objective then focuses 

the image of the etalon array into the sample plane, where an object can be placed. Finally, the 
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transmitted light is captured by another microscope objective and sent to the APD and oscilloscope 

for measurement. 

 

Figure 22: Hardware control diagram.  

3.2 Etalon array design and fabrication 

Although the key concepts behind the etalon array are quite simple, in practice they are 

bound by experimental limitations. To realize this structure, we will need to fabricate a 3D 

staircase pattern with extremely fine control over the depth of the cavities. Early attempts using 

3D printing, electrostatic discharge machining with thermoplastic imprinting, and photochemical 

etching did not produce samples good enough for imaging. However, the ultimate process used 

to fabricate our etalon array was grayscale electron beam lithography. 
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3.2.1 Grayscale electron beam lithography 

In conventional electron beam lithography, a resist is spatially written with an electron 

beam and developed, producing 2D patterns. For a typical positive resist such as poly-methyl 

methacrylate (PMMA), this works because the electron beam dose damages the polymers, 

allowing them to be selectively washed away with an appropriate developer (MIBK for a typical 

development). 

However, for low electron beam voltage and a thick resist later, the dose per volume 

decreases as you go thicker into the resist. By carefully controlling the dose, it is therefore 

possible to etch 3D layers into the resist [54]–[59] (see Figure 23). 

 

Figure 23: Overview of grayscale electron beam lithography. a) Two areas (shown in red) of a 

thick PMMA layer are exposed to different doses of the electron beam. After development, they 

have etched away to different thicknesses. 

In order to develop the grayscale electron beam lithography procedure, we started with 

the thickest resist material I was able to use, which was Microchem 950 PMMA A9. By spin-

coating at a low speed (100 rpm for 45 seconds), we produced a 2.8 micron thick resist later. 

Afterwards, we exposed different areas of the resist to different electron beam doses and found 

that the etch depth asymptotically approached about 2 microns with increasing electron beam 
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doses. This meant that using the current method, we can achieve a maximum variation of 2 

microns from the shallowest etalon to the thickest etalon (See Figure 24) 

 

Figure 24: Dose test for a grayscale electron beam lithography with PMMA. a) Visual reflection 

image of a 5 x 5 area with different electron beam doses. b) Corresponding etch depth vs dose 

chart, showing an asymptotic etch limit of around 2.15 uC/cm2 
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3.2.2 Etalon array fabrication procedure 

 

 

Figure 25: Etalon array fabrication part 1. 1) Glass substrate. 2) Initial silver film (and protective 

layer) are sputtered on. 3) Thick SiO2 layer deposted using PECVD. 4) PMMA spin coated. 5) 

Thin Au film sputtered on. 
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Figure 26: Etalon fabrication part 2. 5) Electron beam exposure. 6) Au etch and MIBK 

development of PMMA. 7) Final silver film deposition and protective layer. 

Our fabrication procedure is shown in Figure 25 and Figure 26. Given the limitations of 

our fabrication, and based on simulated transmission patterns, we decided to aim for a total 

thickness range from roughly 1.5-3.5 microns in a 10 x 10 array, for a step size of roughly 20 

nm. For our etalon, we chose an etalon dimension of 250 um x 250 um, for a total array size of 

2.5mm by 2.5 mm. In order to preserve a reasonable transmissive efficiency, we aimed for a 

reflectivity of around .7, which translated into silver thickness of around 30 nm. Silver was 

chosen due to its broadband reflectivity and low loss. Our substrate was a glass microscope slide, 

which was cleaned and sputtered with 30 nm of silver, with an additional 30 nm protective SiO2 
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layer (Denton Discovery 18). The protective layer was necessary to prevent the silver from 

oxidizing during the following step. Since we desired a slightly thicker Afterwards, we used 

PECVD (Oxford Plasmalab PECVD) to deposit 700 nm of SiO2 onto the substrate. Finally, we 

spin-coated the PMMA onto the surface, and coated the top with a thin 2.5 nm layer of gold. 

Then we used the electron beam lithography machine (Raith GmbH Raith50) to do the exposure 

with doses varying from 1.4 uC/cm2 to 80 uC/cm2
. After exposure, the substrate was briefly 

washed with potassium iodide to remove the gold layer, and then the array was developed for 5 

minutes in methyl isobutyl ketone (MIBK) to remove the exposed PMMA, and followed by a 30 

second rinse with isopropanol. Finally, after drying under N2, we then used sputtering to add the 

final 30- nm silver layer along with a second protective 30 nm SiO2 layer. The finished etalon 

array, is shown in Figure 27. 

 

Figure 27: Camera image of final fabricated etalon array. 
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3.3 Experimental imaging 

3.3.1 Calibration 

In order to successfully reconstruct the image, we must first know our sensing matrix 

very well. To do this, we need to measure the temporal and spectral output of the laser through 

each individual etalon. We achieved this by putting an aperture in the object plane. By aligning 

the aperture with each etalon individually and measuring both the APD output and spectrum, we 

can build our sensing matrix for reconstruction. The sensing patterns for both the spectrometer 

and the APD are shown in Figure 28. 
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Figure 28: Calibration results and sensing matrix. Top: Detected APD waveform for each pixel. 

Bottom: Measured spectrum for eah pixel. These measured waveforms are directly used as the 

sensing matrix for the compressive sensing. 

 

3.3.2 Spectral Imaging Results 

In order to first test that our etalon array is capable of producing images, we fabricated a 

few chromium test images using photolithography. Our imaging procedure was to place these 

masks in the imaging plane and align them with image of the etalon array. Afterwards, we 

simply recorded the transmitted spectrum of light with the spectrometer. Since we already had 
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the sensing matrix from our previous calibration, we can then directly input the spectrum of the 

light into the compressive sensing algorithm. The results are shown in Figure 29. 

 

Figure 29: Compressed sensing results from spectral measurements. Left: CCD images of the 

masks used for the object. Middle: Detected spectra when the object was placed in the sample 

plane. Right: Recovered image from compressed sensing. 
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3.3.3 Temporal imaging results 

 

Figure 30: Imaging target for high-speed demonstration. A spinning disk with pinholes is placed 

in the object plane of the microscope. 

To demonstrate temporal imaging, we needed a high-speed imaging target. The target 

that we chose was a mounted spinning disk with several pinholes cut into the disk (see Figure 

30). Our frame rate was limited by the repetition rate of our laser, so we were able to 

demonstrate this imaging at a 25 kHz. This means that our expected imaging result should show 

a high-speed dot traversing the imaging area course of several frames. Afterwards, by using the 

previously measured temporal responses as our sensing matrix, we can input the measured 
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voltages from the APD into our compressive sensing algorithm, and calculate the result. Figure 

31 shows the experimentally obtained high-speed etalon array reconstructive imaging result. 

 

Figure 31: Compressed imaging results for time-based sensing. a) Based on the calibration, we 

know what the pattern of the etalon looks like at any given time. b) A sequence of APD 

measurements, with each column representing a single frame. c) The reconstructed image from 

certain frames, showing the dot traversing the imaging area. 



50 

 

Chapter 3, in part, is a reprint of the material as it appears in Scientific Reports, 2016, 6, 

25240. Eric Huang, Qian Ma, Zhaowei Liu, “Ultrafast Imaging using Spectral Resonance 

Modulation”. The dissertation author was the first author of this paper. 

Chapter 4 – Ultrafast point localization 

As demonstrated by our previous experiment, compressive sensing particularly excels in 

areas where the object is very sparse. For our next application of etalon array ultrafast imaging, 

we decided to apply this imaging technology to the area of high-speed microscopic particle 

tracking. To understand the motivations of this project, we will need to discuss some 

background. 

4.1 Background 

4.1.1 The diffraction limit 

 The development of optical microscopes has allowed us to see progressively smaller and 

smaller objects. However, there is a minimum size to which it is possible to resolve images 

optically. The reason behind this is that light is a wave, and so the diffraction of the wavefront 

sets this ultimate resolution limit. 

There are several different metrics with which to characterize the diffraction limit, but it 

perhaps the most useful to consider the Rayleigh criterion [60], [61]. Since most optics are 

circular in profile, their physical size limitations means that we can consider them to be a circular 

aperture limitation in our optical system. By taking the Fraunhofer approximation [60], we can 
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the take the far-field intensity diffraction pattern to be the Fourier transform of the aperture. 

Given a circular aperture of a radius r, the Fourier transform becomes 

 
𝐼(𝜃) = 𝐼𝑜 (

2𝐽1(𝑘𝑟 sin 𝜃)

𝑘𝑟 sin 𝜃
)

2

 
(4.1) 

where I0 is some arbitrary intensity constant, J1(x) is the first-order Bessel function of the first 

kind, and k is the wavenumber 𝑘 =
2𝜋

𝜆
 (see Figure 32). This pattern is known as an Airy disk, 

and can be easily seen in situations such as in the focused waist of a laser beam or, more 

relevantly, when looking at images of very small objects. 

 

Figure 32: The Airy disk. For a diffraction-limited system with a circular aperture, the point spread 

function will be an Airy disk, with the characteristic dim ring surrounding the bright center. 

The defining characteristic of the Airy disk is the bright center, surrounded by the 

alternating light and dark rings. For any well-behaved diffraction-limited imaging system, these 

Airy functions can be considered to be the fundamental building block of the image. If we 

consider the case of imaging two point-like objects, we will see two Airy disks. As they get 

closer together, the rings will begin to merge. The Rayleigh resolution criterion states that the 
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resolution of such an optical system is the point at which the center of one Airy disk occupies the 

distance to the first dark disk of the other Airy disk. From our Bessel function, we can say that 

the first dark ring (or intensity minimum) occurs where 

 
sin 𝜃 = 1.22

𝜆

𝑟
 

(4.2 

If the aperture in question is a lens, as in a microscope objective, we can relate this angle to the 

focal distance of the lens, and the Rayleigh criterion in space instead of angle now becomes 

 
𝐷 =

. 61𝜆

𝑁𝐴
 

(4.3) 

Effectively what this means is that the resolution every microscope system is limited by the 

wavelength of the light and the numerical aperture of the imaging objective.  

For many purposes, especially for biological applications, the wavelength of light is 

typically limited to the visible range, as shorter and more energetic wavelengths become 

damaging to the sample. For the case of numerical aperture, as the sin of the achievable angle 

can never go above 1, this means that the numerical aperture has a limit of the index of refraction 

of the surrounding medium. Since microscope samples are typically mounted on glass, this 

means that specialty index-matching oils along with oil immersion objectives can be used to 

reach a numerical aperture of 1.5. Some specialty objectives have managed to reach NAs of up to 

1.7 by using special high-index immersion oils, cover slides, and objectives, but it is probably 

infeasible to achieve any significant improvement in this area. A back of the envelope 

calculation shows that for a wavelength of 500 nm and an NA of 1.5 will result in a Rayleigh 

resolution of around 200 nm. For conventional imaging, this represents a hard limit on the 

resolution of an image. 
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4.1.2 Point Localization Imaging 

One shortcut around the diffraction limit, however, is single-particle localization 

microscopy[62]–[65]. If you have just a single isolated particle in your image, it will appear as 

an Airy disk. However, if you know that you are a) looking at a single particle and b) your 

particle is much smaller than the diffraction limit, this means that you have access to an even 

greater level of information. Although the Airy pattern itself may be 200 nm or more in diameter, 

you know that the molecule must be at the centroid of the Airy disk, and so you can know the 

position of the molecule to a much smaller radius of uncertainty. In practice, this is done by 

fitting the Airy function to a Gaussian curve, and finding the center (See Figure 33). 

 

 

Figure 33: Single-Molecule Localization. On a camera image, an isolated molecule appears as a 

roughly Gaussian function. By this fitting, it is then possible to identify the center of the function 

to a much smaller scale than the Gaussian itself. [66] 

 Assume that a point-like particle is captured on camera and fit with a Gaussian curve. 

The image of the particle is taken using a camera with a pixel size a, and the image is fit to a 
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Gaussian function with a standard deviation of s. The uncertainty of the position of the particle 

will be equivalent to the standard error of the mean 𝜎: 

 

𝜎 =  
√𝑠2

𝑁
+

(
𝑎2

12)

𝑁
+

4√𝜋𝑠3𝑏2

𝑎𝑁2
 

(4.4) 

where N is the number of photons captured by the sensor and b is the standard error of the 

background of each pixel. In the case where the background noise is low, we can approximate 

this as 

 𝜎 =
𝑠

√𝑁
 (4.5) 

From this relationship, we can conclude a few things. As the standard deviation of the point 

spread function scales linearly with the Rayleigh criterion, single particle localization benefits 

from high-resolving microscopes the same as normal imaging does. Secondly, the localization 

accuracy scales as the square root of the number of photons collected, which means that the more 

light you capture, the more accurately you can localize the particle. For a back-of-the-envelope 

calculation, if you consider a microscopy system with a standard deviation of 200 nm and 

capturing only 100 photons, you would expect to be able to localize that particle to within 20 

nanometers, a factor of 10 improvement. Of course, this only works well if the particle is well-

isolated and there are no other particles within a diffraction limit. Techniques such as STORM 

and PALM have been developed for this case. 
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4.1.3 Plasmonic Brownian Microscopy 

So, since isolated particles are naturally sparse objects, we can then imagine that our etalon array 

imaging method would be well-suited for particle localization. However, what application could 

this be useful for? A recently developed method called Plasmonic Brownian Microscopy [67] 

gives us a path for what might be possible with this kind of tracking system. 

 

Figure 34: Plasmonic Brownian microscopy. a) Overview of the PBM setup. b) Fabricated object 

placed in the imaging plane of the microscope. c) Object profile recovered by PBM. [68]  

Plasmonic Brownian Motion, or PBM, consists of a freely-diffusing fluid with plasmonic 

nanoparticles dispersed inside (see Figure 34). It is illuminated via total internal reflection, which 

will only illuminate particles that are very close to the boundary. Each particle is a 50 nm gold 

sphere, which is below the diffraction limit. Gold nanoparticles near the bottom surface will then 

scatter light into the microscope objective, and be imaged by a camera. Several hundred 

thousand images are taken over the course of many minutes For each image of the camera, there 
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will be many different particles in the imaging plane, which are then sent to a localization 

algorithm to have their locations recorded. By building up an image composed of these many 

thousands of points, it is then possible to recover information about the environment the particles 

are floating in. For this paper, they were able to gather information about both the X-Y features 

in their environment, as well as the Z-direction information. In short, the floating particles act 

like freely-moving probes, and their Brownian motion in the fluid is used to sample their 

environment to a high degree of detail. 

It is here, though, that we can see some of the limits of PBT. Since PBT require the random 

motion of particles to cover the entire area of interest it requires many images, sometimes in the 

hundreds of thousands. Any improvement in the imaging speed will greatly speed up this 

process. 

Secondly, although the camera may be able to localize the particles, this neglects the fact 

that Brownian diffusion happens on a multitude of different scales. If we look at Einstein’s 

Brownian diffusion equation [69]: 

 𝑥2̅̅ ̅ = 2𝐷𝑡 (4.6) 

where 𝑥2̅̅ ̅ is the second moment of the probability distribution of a diffusing particle, D is the 

diffusivity of the particle, and t is the time that it is allowed to propagate. You can see from this 

equation that we expect the second moment to be proportional to t, or in other words we expect 

the distance that it travels away from the origin to be proportional to √𝑡. 

For a particle suspended in a fluid, we can model the diffusivity as: 
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𝐷 =

𝑅𝑇

6𝜋𝜂𝑟𝑁
 

(4.7) 

where R is the universal gas constant, T is the temperature, 𝜂 is the viscosity of the fluid, r is the 

particle radius, and N is Avogadro’s number. For a 50 nm particle in water at room temperature, 

then we can expect to find the relationship of roughly √𝑥2̅̅ ̅ ≈ 5 × 10−6√𝑡
𝑚

√𝑠
 

For PBM, which operated at a frame rate of around 1 ms, this means that you can expect the 

particle to drift almost 160 nm during that time. So what you are measuring isn’t really the 

location of the particle, but the average location of the particle. In order to get a truly high-

resolution measurement of the environment with such a small particle, the imaging speed must 

be much faster. 

4.2 Compressed sensing for particle localization 

In order to do compressive sensing particle localization, a few things need to be 

considered. First, as mentioned in chapter 1, minimization of the l1 norm will lead the algorithm 

to a sparse solution. How, then, do we apply this to particle localization? The most 

straightforward way to do this is to utilize the fact that if we are projecting the pattern of the 

etalon arrays, this pattern is also subject to the diffraction limit. If we highly demagnify the 

image of our 10 x 10 etalon array, the pattern will be convolved with the point spread function. 

Since we are dealing with a discrete, rather than continuous, image, this means that the CS 

algorithm will converge towards the fewest number of pixels that are able to represent the 

recovered measurement. A further consequence of this is that our precision will be limited to the 

pixel size of our sensing matrix. Therefore, in order to convert our system into a particle 
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localization system, we will need to project a highly demagnified image of our etalon array, and 

measure the diffraction-limited sensing matrix at a high resolution. Figure 35 shows a simple 

simulation of this measurement process. 

 

Figure 35: Simulated compressive localization imaging. a) An example of a projection pattern 

from a 10 x 10 array of etalons. b) What the image of the etalon array will look like if convolved 

by a high-resolution point spread function. c) A simulated measurement using the high-resolution 

pattern. d) The reconstructed image, showing the high-precision localization. 

4.3 Experimental setup for high-speed Brownian 

etalon array imaging 

In order to be able to measure these particles, we will need to be able to measure the 

optical signal from it. For sub-wavelength nanoparticles, this cross section can be very small- on 
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the order of only thousands of square nanometers [70], [71]. When given the fact that a 

diffraction-limited spot is already on the order of many tens of thousands of square nanometers, 

it becomes clear that we are going to want to be able to maximize our signal as much as possible. 

 Our first change was to replace our avalanche photodiode (MenloSystems APD210), 

which has a gain of roughly 2.5x105 V/W, with a photomultiplier tube (Horiba H10720), which 

when combined with an amplifier (Hamamatsu C6438-10) gives a gain of around 3.75x109 V/W, 

at the cost of a slower bandwidth (50 MHz vs 5 GHz). However, since our application is to be 

photon limited, this is a worthwhile tradeoff. 

Secondly, we modified our optical setup. Since we now wished to do particle 

localization, and needed to deal with lower signal intensities, we wished to maximize both the 

numerical aperture and the magnification of our microscope objectives. The best commonly-

available microscope objectives are 100x magnification with around 1.4 NA. As a result, 

however, they therefore have very small fields of view and focus depths, so it will be very 

difficult to align two of them in a confocal transmission setup. Therefore, we changed from a 

transmission mode setup to a reflection mode setup. Finally, since we are doing high-resolution 

localization, we also added additional 3x magnification lenses into both the projection and the 

detection paths.  The new setup configuration is shown in Figure 36 and Figure 37. 
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Figure 36: Overview of new optical setup for high-speed particle tracking 

 

Figure 37: Photograph of optical system. Left: Detection path of the microscope. Emitted light 

from the sample is magnified and sent to a PMT for measurement, and a camera for alignment and 

focusing. Right: Illumination path. A fiber from the laser sends the light through an etalon array, 

after which its image is projected onto the sample plane. 
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4.4 High-speed tunable laser 

Although we were able to use chromo-modal dispersion to get a 12 ns exposure time, this 

is insufficient for the type of localization we wished to do. First of all, inter-modal mixing meant 

that propagation lengths above 100 m of fiber resulted in no additional dispersion, but secondly, 

our laser, although it averaged around 25 mW in the visible range, this power was spread out 

throughout the entire visible spectrum, and so only had about .1 mW per nm, which would be a 

problem if we were limited to the bandwidth of a typical fluorescent probe (~50 nm). 

Our requirement for our light source, then, was extremely high. As our sweep repetition 

rate would be the limiting factor of our imaging speed, we wanted something that could offer 

potentially a MHz sweep rate. This eliminated most forms of mechanical scanning, as they 

simply cannot reach those speeds. Secondly, it needed to have high power in a narrow bandwidth 

at each section of the sweep. Finally, we wanted it to be completely tunable, so that we could 

choose the laser parameters ourselves. The solution we found to this was to create a high-speed 

frequency-tunable external cavity diode laser. 
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4.4.1 External Cavity Diode Lasers 

 

Figure 38: Laser diodes a) Typical laser diodes include a mirrored back face and a cleaved front 

face. The moderate reflectivity (~.3) of the front face is enough for stimulated emission. b) An 

anti-reflective coated laser diode has a low-reflectivity front face (R~0) and cannot lase on its own. 

Typical laser diodes do not require an external cavity to lase. Since laser diodes have 

extremely high gain, they do not require a large cavity finesse in order to fulfil the conditions for 

stimulated emission. Therefore, the inherent reflectivity of the semiconductor material/air 

interface of a cleaved facet is enough to lase. However, laser diodes are also offered with an anti-

reflective coating applied to the front face, which prevents any feedback into the gain medium. 

In order for an AR coated laser diode to produce a coherent laser, it must get this feedback from 

an optical system external to the laser, hence the term, ‘external cavity diode laser’, or ECDL 

[72]–[74]. 

There are many ways to introduce external feedback into the laser diode. The simplest is 

just a partially-reflective mirror (Figure 39a). This mirror, along with the laser diode, forms a 
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simple Fabry-Perot cavity, which then results in the stimulated emission. However, there are 

typically many spatial modes within the gain profile of the material, so it is difficult to predict 

which mode will dominate. Furthermore, this configuration has little control over the output 

wavelength. 

 

Figure 39: Common ECDL configurations. a) Simple etalon configuration. b) Littrow 

configuration. c) Littman-Metcalf configuration. 

Indeed, the reason that external cavity diode lasers are so popular is that they can be 

constructed to select a specific output band. Two of the most common configurations, both using 

diffraction gratings, are shown in Figure 39 b,c. The first is the Littrow configuration [75], [76]. 

The Littrow configuration uses a diffraction grating in the beam path, for which diffraction 

orders follow the grating equation: 
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sin 𝜃1 −sin 𝜃2 =

𝑚𝜆

𝑑
 

(4.8) 

where 𝜃1 and 𝜃2 are the input and output angles of the beams reflecting from the grating, m is an 

integer representing the order of the diffraction, 𝜆 is the wavelength of the light, and d is the 

distance between each groove in the grating. Since we want the grating to act as a retroreflector 

for the lasing wavelength, we will set 𝜃 = 𝜃1 = −𝜃2 , so we can rewrite the equation as: 

 2𝑑 sin 𝜃

𝑚
= 𝜆 

(4.9) 

 From this equation, we can see that for a given angle and diffraction order, there will be 

only one wavelength that meets this condition. Since we typically want the highest efficiency 

reflection order, this means we usually choose m=1 (or equivalently m=-1). The result is that by 

simply changing the angle of the grating, we can tune the wavelength. In the simplest Littrow 

ECDLs, the 0 order output of the grating is then used as the output beam, since it is often the 

second most efficient order. The downside, however, is that the angle of the 0-order beam will 

change as the angle on the grating is tuned, which is not ideal for situations where the frequency 

has to be regularly adjusted. 

 Another configuration is the Littman-Metcalf configuration [77], where the first-order 

beam is sent to a mirror instead of reflecting back into the cavity. Instead of tuning the angle of 

the grating, the angle of the mirror is rotated to tune the wavelength. The derivation of the 

retroreflective condition is explored in the attached reference, but the ultimate result is this: 

 
𝜆 =

𝑑

𝑚
(sin 𝜃𝑔𝑟𝑎𝑡𝑖𝑛𝑔 +sin 𝜃𝑚𝑖𝑟𝑟𝑜𝑟) 

(4.10) 
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 The advantage of the Littman-Metcalf configuration is that if using the m=0 output of the 

grating, then the angle of the output is independent of the wavelength of the laser. Furthermore, 

in the Littman-Metcalf configuration, the feedback path reflects off of the grating twice, which 

leads to a smaller line width of the laser. 

So as demonstrated, external cavity diode lasers make it easy to create a laser with which 

one can tune the wavelength. However, all of the methods we have discussed require mechanical 

tuning of a diffraction grating. Both the Littman-Metcalf and the Littrow configuration cannot be 

used for high-speed tuning, so we have to create an ECDL with a faster tuning mechanism. 

4.4.2 High-speed acousto-optic ECDL 

 

Figure 40: Acousto-optic Deflector. A transducer generates sound waves in a transparent material, 

and they travel down the length of the material before being absorbed at the other end. The sound 

waves form an electrically tunable diffraction grating. 
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The key element for our high-speed tunable laser is the acousto-optic is the acousto-optic 

deflector (AOD) (see Figure 40). A piezoelectric transducer converts an RF electrical signal into 

an ultrasonic acoustic wave in a transparent material. This acoustic wave travels down the 

material and is absorbed at the other end. The index of refraction of the material is slightly 

altered by the local pressure, and so forms a period index variation. The grating period will be 

equal to the wavelength of the sound in the material: 

 𝛬 =
𝜈

𝑓
 (4.11) 

where 𝛬  is the wavelength of the acoustic wave, 𝑓 is the RF frequency sent to the tranducer, and 

𝜈 is the speed of sound in the material. Therefore, an AOD is essentially a diffraction grating that 

can be tuned at high-speed by an electronic signal. 

We can use the high-speed ability of the AOD in the following configuration [78], [79]: 

 

Figure 41: High-speed acousto-optic tunable ECDL. 
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The acousto-optic deflector splits the light into multiple diffraction orders. We then use 

an additional grating at an appropriate angle to reflect the wavelength that we desire back into 

the cavity. The 0-order transmission mode will be the output beam of the laser. To make the 

setup easier, we typically know both the frequency of highest efficiency on the AOD, as well as 

the peak wavelength of the laser diode that we will use. Therefore, to construct this laser, we can 

use the following relations assuming that the AOD is at an approximately normal angle: 

 
sin 𝜃𝐴𝑂𝐷 =

𝜆𝑚𝑎𝑥

𝛬
=

𝜆𝑚𝑎𝑥𝑓𝑚𝑎𝑥

𝜈
, 2𝑑 sin 𝜃𝑔𝑟𝑎𝑡𝑖𝑛𝑔 =𝜆𝑚𝑎𝑥   

(4.12) 

where 𝜃𝐴𝑂𝐷 is the angle between the m=1 and m=0 mode, 𝜆𝑚𝑎𝑥 is the peak gain wavelength of 

the laser diode,  𝑓𝑚𝑎𝑥 is the peak efficiency frequency of the AOD, 𝜈 is the speed of sound in the 

AOD medium, d is the grating period, and 𝜃𝑔𝑟𝑎𝑡𝑖𝑛𝑔 is the angle between the m=1 mode and the 

grating. This should be the peak power output of the laser, and we can then tune the wavelength 

of the laser around that point by tuning the frequency of the electronic RF signal. 

4.4.3 Speed limit of the acousto-optic tunable 

laser 

 There are two fundamental limits to the speed at which we can tune the laser. The first is 

that since the AOD operates on acoustic waves, the fastest it can change the deflection is the time 

it takes for the acoustic wave to cross the diameter of the beam: 

 
𝜏𝑎𝑜𝑑 =

𝐷

𝑣
 

(4.13) 
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where D is the diameter of the beam and v is the speed of sound in the material. For a back of the 

envelope calculation, we assume that our laser beam has a diameter of roughly 2 mm, and our 

AOD material is TeO2, which has a v=4250 m/s, giving us an approximate 𝜏𝑎𝑜𝑑=470 ns, 

corresponding to a frequency cutoff of 2.1 MHz. 

 The other limit is that of our laser cavity itself. Since the laser itself is a resonator, the 

speed at which the light in it can be changed is related to the photon lifetime inside the cavity. 

Similar to the etalon we can calculate this photon lifetime: 

 𝜏𝑝ℎ𝑜𝑡𝑜𝑛 =
𝜏𝑟𝑜𝑢𝑛𝑑 𝑡𝑟𝑖𝑝

1 − 𝑠𝑢𝑟𝑖𝑣𝑎𝑙 𝑓𝑟𝑎𝑐𝑡𝑖𝑜𝑛
 

=
2𝐿

𝑐(1 − 𝑅𝑔𝑟𝑎𝑡𝑖𝑛𝑔(𝑇𝑎𝑜𝑑)2)
 

(4.14) 

where L is the cavity length, c is the speed of light in a vacuum, Rgrating is the reflective 

efficiency of the M=1 mode, and Taod is the transmission efficiency of the M=1 mode in the 

acousto-optic deflector. Note that Taod is squared, since the beam must travel through the AOD 

twice in a round trip. If we assume that a L=10 cm, Rgrating=.7, and Taod=.6, we can estimate that 

𝜏𝑝ℎ𝑜𝑡𝑜𝑛=8.9x10-10 seconds, or around 1 GHz. So between the two factors, we anticipate the 

acousto-optic device to be the limiting factor. 

 

 

 



69 

 

4.4.4 Laser construction and testing 

 

Figure 42: Photograph of the completed setup with a blue (450nm) laser diode. 
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Figure 43: Diagram of control electronics 

Figure 42 shows the image of our tunable high-speed laser. Our laser was constructed 

using a temperature controlled diode housing (Thorlabs DCLDM9) driven by a diode controller 

(Thorlabs LDC200C) and a temperature controller (TED200C). An AOD (Isomet LS55-75V) 

was used driven by an RF driver (Isomet 620C-75). The grating was a 1200/mm ruled grating 

with a 500nm blaze (Thorlabs GR13-120S). Over the course of the build we were able to test two 

different diodes, a 460 nm center blue diode (Nichia NDBA116T) and a 670 nm centered red 

diode (Eagleyard EYP-RWE-0670-00702-1000-SOT02-0000). The RF driver was controlled by 

an analog voltage from a DAQ (MccDAQ USB-1208HS-4A0) that was controlled by a computer 

(see Figure 43).  
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After roughly aligning the optical components together, we then tuned the alignment of 

the grating until maximum lasing intensity was achieved. After lasing was achieved, we adjusted 

the power of the AOD to reach the maximum output power. Unfortunately, the Nichia laser 

diode was damaged during alignment, so the following results only include measurements for the 

Eagleyard diode. 

 

Figure 44: High-speed scanning ECDL spectrometer measurements. a) Spectrometer output for a 

full sweep of the lasing output. The dotted line represents a 10 mW power output. b) Spectrum 

results for a full sweep of 100 different voltages/frequencies at different speeds. 

The spectral output of the high-speed ECDL is shown in Figure 44. We can see that the 

laser maintains a relatively high power for a roughly 11 nm bandwidth, and that its spectral 

output and power do not decrease for scans up to 500 kHz (the maximum speed due to 

limitations of the DAQ). The high-speed scanning demonstration of the laser is shown in Figure 

45. By scanning the laser across a wide variety of scanning speeds, we can see that the detected 

intensity is independent of the scanning speed, showing that the laser is working at the currently 

highest achievable speed of 500 kHz, limited by our DAQ output speed. 
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Figure 45: Time performance of the high-speed ECDL under different scanning rates with a 

random mask. 

4.5 New etalon array and calibration 

Our previous etalon array was designed around a bandwidth from roughly 500-700 nm, 

and so was relatively thin (1.5-3.5 um). However, we are now using a laser with a much smaller 

bandwidth (~10 nm), and so our etalons must be correspondingly thicker. This was done by 

fabricating the new etalons around a standard cover slip (~150 um glass) and using the same 

grayscale electron beam lithography method as described before. In addition, as we wish to use 

these etalons patterns to be slightly diffraction-limited, we fabricated them at a smaller lateral 

size of 30 um. This way, when they were sent through a 3x demagnifier and the 100x objective 

lens, they would be projected at a resolution of only 100 nm, which is below the 200 nm 
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diffraction-limited resolution of a 1.5 NA oil immersion lens. In order to characterize this high-

resolution imaging pattern, we then place a reflective silver sample into the sample holder and 

focus onto the image of the etalon array. We then step through each individual wavelength that 

we wish to use and take a camera image of the resulting transmission pattern. This gives us our 

sensing matrix. 

 

Figure 46: Thick etalon overview. a) Diagram of the etalon array structure. b) 10x microscope 

transmission image of the etalon. The red scale bar is 100 um. c) An example of a diffraction-

limited projection pattern that is focused onto the sample plane. d) The collected sensing matrix 

for the entire ECDL wavelength range. 

4.6 Preliminary results and discussion 

In this section, we have demonstrated the potential benefits of particle tracking imaging 

with the discussion of plasmonic Brownian microscopy, and how the etalon array compressive 

sensing imager is uniquely suited for a high-speed particle tracking technology. In order to adapt 
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our system for particle tracking we designed and constructed a high-speed external cavity diode 

laser with frequency control via an acousto-optic deflector that has a maximum theoretical 

switching speed of 2 MHz and a frequency range from 672-683 nm at a power of roughly 10 

mW. 

 

Figure 47: Preliminary Results. Top: The PMT signal detected during a frequency sweep. Bottom 

left: An image of a fluorescent bead cluster in the sample plane. The scale bar is 400 nm. Bottom 

right: Compressive Sensing localization of the data. The pixel size is approximately 20 nm. 
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Preliminary results are shown in Figure 47. Although some individual test images have 

been demonstrated, we are continuing to work on producing the full-scale Brownian motion 

microscopy. 

 

Chapter 5 – Etalon Array Reconstructive 

Spectrometry 

In the previous part, we discussed the use of compressive sensing and a frequency-

dependent mask in order to form an image. In a sense, we were using a known light spectrum and 

a known frequency-to-space encoder to reconstruct spatial information. However, it is entirely 

possible to reverse this process, and use known spatial information, and a known frequency-to-

space encoder, to recover the frequency information of the incoming light. As spectrometry is used 

in nearly every field of scientific research, there is a constant effort to produce spectrometers that 

are cheaper, more compact, and lighter. This chapter explains how we use our etalon array to do 

reconstructive spectrometry, instead of imaging. 
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5.1 Background on spectrometry 

 

Figure 48: Overview of typical spectrometer technologies. Left: A grating-based spectrometer 

uses a diffraction grating to spread wavelengths out in space. Center: A filter-array spectrometer 

uses individual bandpass filters for each pixel measurement. Right: A reconstructive spectrometer 

uses an array of encoders to scramble the wavelengths of the incoming light, and the spectrum is 

reconstructed with a computer algorithm. [80] 

The most common type of spectrometer in use is the grating-based spectrometer [81]. In a 

grating spectrometer, a diffraction grating is used to split incoming light into component colors, 

and then those colors are focused onto a linear detector array so that each pixel measures a specific 

wavelength (Figure 48). However, these spectrometers require light to be propagated after the 

diffractive element in order to separate the light, so there are some challenges in making a 
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spectrometer in a compact geometry. One method, however, of creating compact spectrometers 

can be found using filter array spectrometers [82], [83]. Instead of separating out the light with 

diffraction, these spectrometers instead use an array of filters in front of each camera element, 

which allows them to be placed directly on the sensor for a robust and compact package. Both 

methods traditionally map each pixel to a wavelength band for direct one-to-one mapping of the 

spectrum, but reconstructive spectrometry, much like reconstructive imaging, has been developing 

recently [84]–[88]. Instead of a simple one-to-one mapping, reconstructive spectrometers instead 

spatially encode the incoming light using wavelength-sensitive elements, and then the original 

spectrum is recovered via a computer reconstruction.  

5.2 Theory of Etalon Array Spectrometry 

The method of reconstructive spectrometry is very similar to reconstructive imaging. If an 

incoming spectrum 𝑺(𝛌) is encoded by a series of m optical elements with known transmission 

spectra 𝑻𝒊(𝛌), then the transmitted intensity for each optical element Ii will be: 

 𝐼𝑖 = ∫𝑇𝑖(𝜆)𝑆(𝜆)𝑑𝜆, i = 1,2, …m (5.1) 

With the wavelength basis discretized, it can be seen that it can also be written as  

 𝑰𝒊 = [𝑻]𝒊,𝝀𝑺𝝀 (5.2) 

which matches the form for compressive sensing as described above. In essence, the difference 

between etalon array reconstructive imaging and etalon array reconstructive spectrometry is that 

the sensing matrices are transposes of each other. In the former, we are using a spatial mask to 
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encode information in frequency, while in the latter we are using it to transform information in 

frequency into information in space. 

The resolution limit of a spectrometer based on multiple order etalon transmission has been 

previously explored in other work [88], and so we can say that the Nyquist-limited resolution is expected 

to be: 

 
∆𝜎 >

1

2𝑑𝑟𝐹
 

(5.3) 

where dr is the range of cavity lengths and 𝐹 = 𝜋√𝑅/(1 − 𝑅) is the finesse of the cavity, with R as the 

reflectivity of the etalon surfaces. One can see that the result of this is that increasing the thickness or 

finesse of the cavity will increase the spectral resolution. A back of the envelope calculation shows that if 

we use our experimentally obtained parameters, (dr=2000 nm and R=.7), we can expect a Nyquist 

resolution close to 10 nm at a wavelength of 600nm. 

 

To test this, we simulated an etalon array spectrometry measurement on a Gaussian spectrum 

with a peak at 600 nm. We then varied the resolution of the spectrum basis in the wavelength space, and 

attempted reconstruction (See Figure 49). We can see that while the simulation is successful for sampling 

periods above to 4 nm, period below that will begin to diverge from the original spectrum. The sampling 

period is half of the Nyquist resolution, so we can empirically estimate the resolution limit of our 

fabricated etalon array to be around 8 nm, which is close to the estimated value. From the observed etalon 

spectra, this seems reasonable, as we expect the resolution to be close to the etalon spectrum full-width 

half maximum (FWHM), which we measured to be around 7 nm. 



79 

 

 

Figure 49: Simulation of resolution limit for our etalon array. a) An example measured 

transmission from an etalon, showing a full-width half maximum of around 7 nm. b) Simulated 

spectroscopy of a spectrum at different resolutions. [89] 

 

5.3 Experimental Imaging Setup 

 

Figure 50: Overview of the etalon array reconstructive spectrometer. [89]  

Our method for etalon array reconstructive spectrometry is shown in Figure 50. We 

fabricate an etalon array using the same methods discussed in Chapter 3, and place it in the imaging 
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plane of a camera sensor. The parameters of the etalon array are the same as in chapter 3, with 1.5-

3.5 um cavity thicknesses distributed across a 10 x 10 array, and surrounded with 30 nm silver 

films on both sides. In order to measure the transmission properties of the etalon, we similarly use 

an aperture to directly measure the transmission spectrum of each etalon individually. 

Our measurement process is the following: we take a light source of interest, and couple it 

into a fiber. Afterwards, the image of the etalon array is projected onto our camera sensor, and a 

picture is taken. We can then process the image to obtain one intensity value for each etalon, and 

use it in the reconstruction algorithm along with the known transmission sensing matrix. 

 

 

 

 

 

 

 



81 

 

5.4 Experimental Results 

 

Figure 51: Etalon array properties and sensing matrix. a) Photograph of our fabricated etalon array 

next to a dime for scale. b) Close-up of the etalon array area back-illuminated by fluorescent 

lighting. c) Measured cavity transmission for each etalon across the visible band. d) Example 

transmissions showing different etalon resonance spacings. [89] 

The experimental spectrometry obtained is illustrated in Figure XXXX. Our sensing matrix 

was measured using our spectrometer (Andor Shamrock SR-303i, measured from 400-970nm at a 

resolution of .55nm). To provide sample spectra for measuring, we used a tunable bandpass filter 

with our supercontinuum laser (NKT SuperK COMPACT with VARIA tunable filter), and set it 

to a variety of different output spectra. The reconstruction results are shown in Figure 52. In 
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practice, we were able to achieve a reconstruction resolution of around 4 nm, which is equal to a 

Nyquist-limited resolution of 8 nm. 

 

Figure 52: Experimental spectrometry results. a) Three different camera images take for the 

reconstructive spectrometry measurement. b) Five different reconstructed spectra at different 

wavelengths. Reconstruction is shown as diamonds, and the spectrometer comparsion is shown as 

solid lines. The of the corresponding camera images are shown with arrows. c) Reconstruction 

results for several different bandwidths. d) Reconstruction vs spectrometer measurements for two 

laser spectra. 
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One advantage of our spectrometry system is also that we can take prior information into 

account during the reconstruction. Since we are using a compressed sensing algorithm, if we know 

that our signal is a roughly monochromatic or extremely sparse signal, than we can be extremely 

aggressive in our reconstruction. Figure 52d shows the spectrometry result of two different lasers. 

By setting the sparsity constraints to be high, we were able to accurately localize the spectrum of 

the laser to within .12 nm, far below the conventional resolution limit. For the case of peak 

wavelength localization, the limit then is on the accuracy of our calibration. 

Chapter 5, in part, is a reprint of the material as it appears in Scientific Reports, 2017, 7, 

25240. Eric Huang, Qian Ma, Zhaowei Liu, “Ultrafast Imaging using Spectral Resonance 

Modulation”. The dissertation author was the first author of this paper. 

Chapter 6: Future direction and summary 

 In this work, we have demonstrated the use of etalon arrays as a key component in both 

high-speed imaging and spectrometry. Etalons provide a highly tunable method for creating 

unique spectral fingerprints, and so are ideal for use in encoding light. Using grayscale electron 

beam lithography, we are able to fabricate 3D staircase structures, allowing us to precisely shape 

the etalon resonators for the appropriate transmission spectra. Combining our etalon array with 

reconstructive sensing and imaging provides for many unique capabilities. 

 The ultrafast etalon array reconstructive imaging technique uses an array of etalons to 

perform a high-sped frequency to space encoding. When combined with a high-speed frequency 

sweep and a single photodetector, it combines both the speed advantages from the increased 

measurement efficiency due to compressed sensing, as well as taking advantage of the imaging 

speed allowed due to the high speed frequency sweep. Using chromo-modal dispersion and a 
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supercontinuum laser, we were able to image at a speed of 25 kHz and an exposure time of 12 

nanoseconds. 

The properties of high speed etalon array imaging makes it ideal for high-speed particle 

tracking and localization. Due to the inherent sparsity of the expected images, the compressive 

sensing algorithm can be run very aggressively. Furthermore, techniques such as dual-stage 

localization can be used to assist in recovering results. We have demonstrated the working 

principle behind this technology, and has great promise in the type of high-speed particle 

tracking that will allow us to do real-time Brownian motion tracking. 

Finally, the etalon array concept can also be used for spectrometry instead of imaging. 

Whereas the imager can be thought of as taking a known spectrum and mask to recover an 

unknown image, the etalon array reconstructive spectrometer instead uses a known spatial 

pattern and mask to recover an unknown spectrum. This type of instrument can be fabricated by 

putting the etalon array directly on top of a camera sensor, allowing for the resulting 

spectrometer to be lightweight, compact, and durable. When combined with an etalon array 

constructed of inexpensive material, this means that the entire spectrometer can also be low-cost. 

We were able to demonstrate general spectrometry across a wide bandwidth range, as well as 

demonstrate wavelength localization of sparse spectral signals. Further work remains to adapt 

this technology to other areas such as hyperspectral imaging. 
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