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Summary

Inhibitory neurons (INs) consist of distinct subtypes with unique functions. Previous studies on 

INs mainly focused on single brain regions, and thus it remains unclear whether the modulation 

of IN subtypes occurs globally across multiple regions. Here, we monitored the activity of 

different cortical IN subtypes at both macroscale and microscale in mice learning a lever-press 

task. Learning evoked a global modulation of IN subtypes throughout the cortex. The initial 

learning phase involved strong activation of vasoactive intestinal peptide-expressing INs (VIP-INs) 

and weak activation of somatostatin-expressing INs (SOM-INs). Inactivating VIP-INs increased 

SOM-IN activity and impaired initial learning. Concurrently, cortical cholinergic inputs from the 

basal forebrain were initially more active but became less engaged over learning. Manipulation of 

the cholinergic system impaired motor learning and differentially altered activity of IN subtypes. 
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These results reveal that motor learning involves a global and subtype-specific modulation on 

cortical INs regulated by the cholinergic system.

eTOC blurb

With longitudinal calcium imaging at both macroscale and microscale in behaving mice, Ren et al. 

uncover a global and subtype-specific modulation of cortical inhibitory neuron activity regulated 

by the basal forebrain cholinergic system during motor learning.

Keywords

inhibitory neuron; cholinergic system; motor learning; wide-field calcium imaging; two-photon 
calcium imaging

Introduction

Cortical inhibitory neurons (INs) consist of heterogeneous populations, and each IN subtype 

carries out unique functions based on the morphological features, anatomical connectivity, 

and physiological properties (Hattori et al., 2017; Kepecs and Fishell, 2014; Tremblay et 

al., 2016). According to the expression of molecular markers, most cortical INs can be 

divided into three major subtypes: the vasoactive intestinal peptide- (VIP-), somatostatin- 

(SOM-), and parvalbumin- (PV-) expressing INs (Rudy et al., 2011). Even though each of 

these three subtypes includes heterogeneous subgroups (Tasic et al., 2018), they nevertheless 

represent largely distinct functional groups. PV-INs mainly target the perisomatic regions 

of excitatory neurons and inhibit their outputs, whereas SOM-INs typically synapse onto 

the distal dendrites and exert focal inhibition of synaptic inputs to excitatory neurons. In 

contrast, VIP-INs mostly inhibit other IN subtypes, mediating disinhibition of excitatory 

neurons (Letzkus et al., 2015; Markram et al., 2004; Naka and Adesnik, 2016). Such 

regulations by distinct IN subtypes are critical for shaping excitatory circuits in various brain 

functions during development and adulthood (Arriaga and Han, 2019; Bicks et al., 2020; Fu 

et al., 2014, 2015; Kim et al., 2016a; Krabbe et al., 2019; Kuchibhotla et al., 2016; Levelt 

and Ḧubener, 2012; Makino and Komiyama, 2015; Pi et al., 2013).

During motor learning, neural activity becomes more refined and reproducible both within 

the primary motor cortex (M1) and across spatially distributed cortical regions (Makino et 

al., 2017; Peters et al., 2014). Motor learning reorganizes local excitatory circuits in M1 

layer 2/3 through the plasticity of dendritic spines at their distal dendrites (Chen et al., 

2015b; Peters et al., 2014; Xu et al., 2009). It has been suggested that such learning-related 

spine reorganization is regulated by dendritic disinhibition from SOM-INs (Chen et al., 

2015b). Other studies have also demonstrated that the proper functioning of SOM- and 

PV-INs is important to maintain learned motor skills (Adler et al., 2019; Cichon and Gan, 

2015; Donato et al., 2013; Vallentin et al., 2016). Although accumulating evidence has 

suggested that different IN subtypes play unique roles in motor learning, these studies 

mainly focused on M1. Given that motor learning accompanies a reorganization of the 

cortex-wide activity in excitatory neurons (Makino et al., 2017), it is of particular interest 

to investigate whether learning also modulates IN subtypes globally throughout the cortex. 
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Furthermore, it remains elusive how individual IN subtypes are modulated from the initial 

learning phase to the expert stage. Additionally, the underlying mechanisms driving these 

subtype-specific modulations remain unclear.

To address these questions, we systematically monitored the activity of different cortical IN 

subtypes at both macroscale and microscale in mice learning a lever-press task. We found 

that different IN subtypes exhibited distinct learning-related changes in their activity during 

movements, not only in M1 but throughout the cortex. The IN subtype modulation was 

mediated by a strong engagement of cortical cholinergic inputs from the basal forebrain 

during the initial learning phase. Our results reveal a global, subtype-specific modulation of 

cortical INs regulated by the cholinergic system during motor learning.

Results

Global and subtype-specific modulation of IN activity in the dorsal cortex

To investigate the learning-induced dynamics of different IN subtypes throughout the cortex, 

we used motor learning as a platform and trained mice to learn a lever-press task (Peters 

et al., 2014) over weeks (n = 40 mice from session 1 to 21, n = 17 mice for session 

22, one session per day, Figure 1A; STAR Methods). Using the same lever-press task, 

we have recently shown that motor learning evokes a reorganization of the cortex-wide 

macroscopic activity pattern in cortical excitatory neurons (Makino et al., 2017). In this 

task, water-restricted mice learned to use their left forelimb to press a lever beyond the 

set threshold during an auditory cue to receive a water reward. Mice showed a gradual 

improvement in performance over learning, indicated by the increased fraction of rewarded 

trials (p < 0.0001, mixed-effects model, Figure 1B). Furthermore, mice developed more 

reproducible lever-press movements with training (Figure 1C), as shown by the increased 

correlation of trial-by-trial lever trajectories both within (p < 0.0001, mixed-effects model) 

and across sessions (p < 0.0001, mixed-effects model, Figures 1D and 1E; see Figure S1 for 

other behavioral parameters and more example lever trajectories).

To monitor the cortex-wide activity of different IN subtypes, we performed longitudinal 

wide-field calcium imaging in task-performing mice with GCaMP6f expressed in VIP-, 

SOM-, or PV-INs broadly across the cortex (Figures 2A and S2A; STAR Methods). 

This was achieved by crossing VIP-Cre, SOM-Cre (Taniguchi et al., 2011), or PV-Cre 

mice (Hippenmeyer et al., 2005) with Cre-dependent GCaMP6f reporter transgenic mice 

(Madisen et al., 2015). Similar to the global activation of cortical excitatory neurons during 

movements (Makino et al., 2017; Musall et al., 2019), all three IN subtypes were activated 

during movements throughout the dorsal cortex during task performance (Figures 2B and 

S2B; Movie S1). The amplitudes of activity varied across regions with the largest amplitudes 

in regions that are most dorsal (e.g., S1HL). This pattern was similar to observations in 

wide-field calcium imaging of cortical excitatory neurons during the same lever-press task in 

our previous work (Makino et al., 2017) and also during the imaging of spontaneous activity 

(not shown). Therefore, amplitude differences across cortical regions may be of technical 

origin and so we limited our analysis to activity changes within each region. Additional 

control experiments using transgenic mice with GFP expressed in VIP-INs confirmed that 

Ren et al. Page 3

Neuron. Author manuscript; available in PMC 2023 July 20.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



that the majority of fluorescence changes we report are indeed calcium signals (Figures 

S2C–S2F; STAR Methods).

To investigate the dynamics of IN subtypes during the learning of this motor task, we 

focused on the activity surrounding rewarded movements (STAR Methods). VIP- and SOM-

INs demonstrated different changes in their activity during movement epochs. The activity 

of VIP-INs was initially strong and decreased in most of the cortical regions, while the 

activity of SOM-INs was initially weak and increased globally. In contrast, the activity of 

PV-INs was more stable in the dorsal cortex throughout learning, only showing a marginal 

increase in a minority of cortical regions (n (VIP) = 11 mice, n (SOM) = 12 mice, n (PV) 

= 11 mice, Figure 2C). We further characterized the changes in activity amplitude and 

duration by quantifying the peak and the full width at half maximum (FWHM) of trial-based 

IN activity in individual cortical regions respectively (STAR Methods). VIP-INs decreased 

the activity amplitude with learning while the activity duration remained stable. SOM-INs 

increased both the activity amplitude and duration (Figure S3). Therefore, motor learning 

evokes a global and subtype-specific modulation of IN activity in the dorsal cortex. The 

initial learning phase was accompanied by a strong global activation of VIP-INs and weak 

global activation of SOM-INs. We also note that, even though VIP- and SOM-INs changed 

their activity rather globally, there was also some heterogeneity across cortical regions. 

For example, the learning-related changes of VIP- and SOM-IN activity were strongly 

anti-correlated in M1, while VIP-IN activity remained relatively stable in RSC (Figure 2C).

To further evaluate the contributions of different behavioral events to neural activity during 

movement epochs, we constructed a generalized linear model (Musall et al., 2019; Pinto 

and Dan, 2015) to predict the activity of IN subtypes in each cortical region using a set 

of behavioral events as predictors (Figure 3A; STAR Methods). This model was able to 

closely reproduce the activity profile of three IN subtypes (Figures 3B–3D), predicting 

47.98% ± 1.99%, 60.80% ± 1.40%, 59.92% ± 1.40% of variance in VIP-, SOM-, and PV-IN 

activity respectively (n (VIP) = 11 mice, n (SOM) = 12 mice, n (PV) = 11 mice, mean ± 

SEM). To determine the contributions of each behavioral event during movement epochs, 

we calculated the activity predicted by individual behavioral events by examining individual 

terms of the full model, and compared the predicted activity with the true imaged activity. 

Overall, the lever-press movements had the highest contribution to the activity, followed by 

licking, reward, and then the auditory cue (Figure 3E). Furthermore, the learning-related 

decreases of VIP-IN activity were driven by decreases in the activity related to lever-press 

movements, and increases of SOM-IN activity were attributed to lever-press movements and 

licking (Figure 3F). These results suggest that the activity and learning-related modulations 

that we report in this study are most strongly related to lever-press movements.

Modulation of individual VIP- and SOM-INs in M1 during motor learning

Wide-field calcium imaging monitors spatially integrated activity of neurons expressing 

the activity indicator. We further characterized the learning-induced dynamics of individual 

VIP- and SOM-INs, as these two subtypes showed more prominent modulations during 

learning in the wide-field experiments described above. The activity of layer 2/3 VIP- and 

SOM-INs in the right M1 was monitored longitudinally using two-photon calcium imaging 
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in task-performing mice (Figure 4A; STAR Methods). We injected adeno-associated 

viruses (AAV) encoding Cre-dependent GCaMP6f (AAV-Syn-FLEX-GCaMP6f) (Chen et 

al., 2013) into the forelimb area of the right M1 in VIP-Cre or SOM-Cre transgenic 

mice (Taniguchi et al., 2011). The forelimb area of the right M1 recorded in two-photon 

calcium imaging largely overlapped with the r-M1 module in wide-field calcium imaging. 

Individual VIP- and SOM-INs exhibited diverse activity profiles during movement epochs, 

displaying activated and suppressed responses during movements (870 VIP-INs from 7 

mice, 533 SOM-INs from 10 mice, Figures 4B and 4G; STAR Methods). Consistent with 

the observations from wide-field calcium imaging, VIP- and SOM-INs displayed subtype-

specific changes in their activity during learning, showing a decrease in the averaged 

population activity of VIP-INs (p < 0.0001, mixed-effects model, Figures 4C and 4D) but 

an increase of SOM-IN activity (p = 0.0007, mixed-effects model, Figures 4H and 4I). 

Consistently, at the single-cell level, the fraction of VIP-INs that significantly decreased 

their activity throughout learning was larger than those that increased (Early v.s. Naive: 

p < 0.0001, Middle v.s. Naive: p < 0.0001, Late v.s. Naive: p < 0.0001, mixed-effects 

model, corrected for multiple comparisons by false discovery rate, Figures 4E, 4F, and 

S4A). In contrast, the activity increased in a higher fraction of SOM-INs than the fraction 

of decreased SOM-INs (Early v.s. Naive: p = 0.0011, Middle v.s. Naive: p = 0.0011, Late 

v.s. Naive: p = 0.0011, mixed-effects model, corrected for multiple comparisons by false 

discovery rate, Figures 4J, 4K, and S4D). Given the diversity of activity of individual INs 

during movements (e.g., movement-activated vs. suppressed), we further investigated how 

the changes in the activity level during learning related to the types of activity during 

movements of individual neurons. In VIP-INs, the majority of neurons that decreased 

their activity were movement-activated at the naive stage but became less activated or non-

modulated over learning (Figure S4C). In SOM-INs, neurons that increased their activity 

were mainly non-modulated at the naive stage but became movement-activated with learning 

(Figure S4F). Repeating the same analyses on the neurons from randomly selected 50% of 

animals consistently generated similar results (Figures S4B, S4C, S4E, and S4F), indicating 

that the phenomena we observed were not driven by a small number of outlier animals. 

Taken together, these results further demonstrate the subtype-specific modulation during 

motor learning at the cellular resolution. The activation of the majority of VIP-INs is strong 

at the beginning of learning and gradually decreases, while the activity of many SOM-INs is 

initially weak and increases during learning.

Inactivation of VIP-INs increases the SOM-IN activity during movements and impairs motor 
learning in naive animals

The strong activation of VIP-INs at the naive stage may allow learning-related plasticity 

of excitatory neurons by releasing them from SOM-IN inhibition (Chen et al., 2015b). 

To investigate the function of VIP-INs in the initial learning phase, we inactivated VIP-

INs with hM4Di and CNO. CNO administration (10 mg/kg body weight) effectively 

inactivated VIP-INs during spontaneous lever-press movements (Figures S5A–S5C; STAR 

Methods). To further characterize the effective window of hM4Di under repeated CNO 

administrations during training, we expressed GCaMP6f in VIP-INs, with a subset of them 

also co-expressing hM4Di (Figure S5D; STAR Methods). This allowed us to compare the 

activity of hM4Di-expressing VIP-INs to non-hM4Di-expressing VIP-INs within the same 
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animal under CNO administrations. The inactivation was only effective in the first two CNO 

administrations (one administration per day, 10 mg/kg body weight, Figure S5E), possibly 

reflecting receptor desensitization and downregulation following repeated dosing with CNO 

(Roth, 2016). Therefore we restricted our experiments to the first two days of training, which 

correspond to the naive stage of learning.

We inactivated VIP-INs while monitoring the activity of SOM-INs in the right M1 with 

two-photon imaging during task performance in naive animals. This was achieved by using 

double transgenic mice in which the Cre recombinase was expressed in VIP-INs and the 

Flp recombinase was expressed in SOM-INs (VIP-Cre::SOM-Flp (He et al., 2016; Taniguchi 

et al., 2011)). We co-injected AAVs expressing Cre-dependent hM4Di (AAV-hSyn-DIO-

hM4Di-mCherry) and Flp-dependent GCaMP6f (AAV-EF1a-fDIO-GCaMP6f) into the right 

M1 (hM4Di group, Figure 5A; STAR Methods). A cohort of animals expressing only 

mCherry in VIP-INs served as a control group (mCherry group, Figure 5A). With CNO 

administration, the SOM-INs were more strongly activated in the hM4Di group compared 

to the mCherry group (p = 0.0186, mixed-effects model, 619 neurons from 11 animals in 

the mCherry group, 559 neurons from 11 animals in the hM4Di group, Figures 5B–5E). 

The elevated activation of SOM-INs was still observed when we examined the neurons from 

randomly selected 50% of animals in each group (Figure S5F), indicating the consistency 

of the observation. Furthermore, the increased activation of SOM-INs during movements 

was accompanied by impairments in motor learning. Naive animals in the hM4Di group 

showed a lower fraction of rewarded trials and a longer time interval from movement onset 

to reward (mixed-effects model, 11 animals in each group, Figure 5F). These impairments 

in task performance were unlikely due to reduced motivation or deficits in movement 

generation (Figure S5G). In addition, animals in the hM4Di group also performed worse at 

the beginning of the session after CNO manipulation sessions compared to the control group 

(Figure 5G), suggesting a deficit from poor learning in prior CNO manipulation sessions. 

These results suggest that the strong activation of VIP-INs at the naive stage of learning 

suppresses SOM-INs, creating a window for learning-related plasticity in excitatory neurons 

and allowing the acquisition of new motor skills.

Strong activation of basal forebrain cholinergic projections to the cortex in the initial 
learning phase

What is the mechanism underlying the globally-orchestrated, subtype-specific dynamics of 

INs during motor learning? We hypothesized that the basal forebrain cholinergic system 

could mediate these changes based on the following reasons. In a subset of animals, we 

performed pupillometry recordings and observed a large pupil dilation during movements 

in the initial learning phase that decreased with learning (Figures S6A and S6B; STAR 

Methods). As the pupil diameter correlates with noradrenergic and cholinergic activity in 

the cortex (Reimer et al., 2016), the changes in pupil dilation suggest the involvement of 

neuromodulators, including acetylcholine (ACh), during learning. Previous literature has 

also supported the role of ACh in mediating learning-related modulations of IN activity. 

First, the basal forebrain cholinergic system is widely implicated in learning (Crouse et 

al., 2020; Guo et al., 2019; Lin et al., 2015). Second, cortical INs express ACh receptors 

(AChRs) and are responsive to cholinergic inputs (Dasgupta et al., 2018; Fu et al., 2014; 
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Gasselin et al., 2021; Kuchibhotla et al., 2016; Yao et al., 2021). Third, basal forebrain 

cholinergic neurons project broadly to the cortex (Do et al., 2016; Kim et al., 2016b; Li et 

al., 2018; Woolf, 1991), which may drive the global changes in IN activity during learning.

To monitor the dynamics of basal forebrain cholinergic inputs to the cortex during motor 

learning, we injected AAV-hSyn-FLEX-axon-GCaMP6s (Broussard et al., 2018) into the 

basal forebrain of ChAT-Cre transgenic mice (Rossi et al., 2011) and recorded the activity of 

cholinergic axons in the cortex with two-photon calcium imaging during learning (Figures 

6A, 6B, and S6C–S6E; STAR Methods). We imaged the right M1, S1HL, and PPC in 

separate sessions to cover a range of areas across the dorsal cortex. In all three cortical 

regions, the activation of cholinergic axons during movements was most prominent at the 

naive stage, which then was gradually attenuated with learning (p (M1) = 0.0016, p (S1HL) 

= 0.0059, p (PPC) = 0.0190, mixed-effects model, n (M1) = 7 mice, n (S1HL) = 6 mice, n 

(PPC) = 6 mice, Figure 6C), suggesting a global learning-related modulation in which the 

cholinergic projections are highly recruited across distributed cortical regions in naive but 

less engaged in expert mice. This observation is consistent with the decreased pupil dilation 

during learning (Figure S6B) and shows a similar trend as the decreased VIP-IN activity 

with learning (Figures 2 and 4).

Basal forebrain cholinergic inputs to the cortex are necessary for efficient motor learning

Having established that the cholinergic projections are particularly active during the initial 

learning phase, we next asked whether the cholinergic system contributed to the learning 

of new motor skills. To test this idea, we used two different methods to impair the 

cholinergic system and examined the effect on behavior. First, we ablated basal forebrain 

cholinergic neurons bilaterally by injecting AAV-EF1a-FLEX-taCaspase3 (Yang et al., 2013) 

into the basal forebrain of ChAT-Cre mice (STAR Methods). A separate cohort of ChAT-Cre 

animals receiving saline injections served as a control group (Figure 6D). Four weeks after 

injections, histological analyses revealed that this approach achieved a nearly complete 

ablation of cholinergic neurons restricted to basal forebrain nuclei (Figures S7A–S7F). 

Compared to the control group, mice in the ablation group showed deficits in learning the 

lever-press task. The ablation animals were slower in achieving high success rates, and their 

movements did not reach the same level of reproducibility as control animals (n (Ablation) 

= 15 mice, n (Control) = 13 mice, Figures 6E, 6F; see Figure S7G for other behavioral 

parameters).

Chronic ablation of cholinergic neurons could induce compensatory mechanisms that 

limit behavioral effects. Additionally, because basal forebrain cholinergic neurons also 

send projections to subcortical regions, the behavioral effects above could originate from 

cholinergic functions in subcortical regions. To address these issues, we also performed 

a cortex-wide and acute ontogenetic inactivation targeting basal forebrain cholinergic 

projections to the cortex using the inhibitory opsin eOPN3 (Mahn et al., 2021). Activating 

eOPN3 with green light (~532 nm, ~2 mW/mm2 for 15 s) reduced GCaMP6f responses 

by ~50% in cholinergic axons (Figures S7H–S7J; STAR Methods). This is a larger degree 

of suppression than the results reported in the original paper (Mahn et al., Neuron, 2021), 

suggesting an effective (but not complete) suppression of the cholinergic activity with 
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eOPN3. To achieve a cortex-wide inactivation of the basal forebrain cholinergic projections, 

we bilaterally injected AAV-hSyn-SIO-eOPN3-mScarlet in the basal forebrain of ChAT-Cre 

animals (eOPN3 group, Figure 6G; STAR Methods). A separate cohort of ChAT-Cre 

animals received injections of AAV-hSyn-DIO-mCherry and served as a control group 

(mCherry group). Green light was delivered to the entire dorsal cortex through the skull 

(~532 nm, ~4 mW/mm2 at the skull surface and ~2 mW/mm2 at the brain surface, for 

15 s every 5 min spanning entire sessions, Figures S7I and S7J; STAR Methods) in both 

groups during training. Compared to the control group, the eOPN3 group showed a lower 

fraction of rewarded trials at the early stage of learning (Figure 6H, n (eOPN3) = 9 mice, 

n (mCherry) = 8 mice). Furthermore, the lever-press movements of eOPN3 group were 

less reproducible (Figure 6I, see Figure S7K for other behavioral parameters). Given the 

incomplete inactivation by eOPN3, the results are lower-bound estimates of the true effects 

of cholinergic signaling in learning.

These results suggest that cholinergic projections to the cortex play an important role in 

the acquisition of new motor skills. Then, could the behavior be improved by artificially 

elevating cortical cholinergic activity? To test this idea, we bilaterally injected AChR 

agonists (3 μM nicotine and 0.5 mM carbamoylcholine chloride) into M1 in naive animals 

and trained them with the lever-press task (STAR Methods). This elevation of cholinergic 

signaling in M1 improved task performance and led to a significant increase in the fraction 

of rewarded trials (Figure 6J, n (Ago.) = 5 mice, n (Sal.) = 5 mice). Other measures of task 

performance were not significantly altered. Thus, even though the observed effect is mild, 

this result implies that cholinergic activity in normal mice during the initial stage of learning 

is not saturated. Rather, it is possible to facilitate initial learning by artificial activation of 

cholinergic signaling.

Manipulation of cholinergic signaling alters the activity during movements of VIP- and 
SOM-INs in motor learning

The learning-related dynamics observed in IN subtypes and cholinergic inputs to the cortex 

are consistent with a simple circuit model that modulates the gain and plasticity of visual 

cortex neurons during locomotion (Fu et al., 2014, 2015). Our results suggest that this 

mechanism is engaged globally across cortex during motor learning (Figure 7A). At the 

initial stage of learning, the cholinergic system is highly active during movements, driving a 

strong activation of VIP-INs, which in turn inhibit SOM-INs. With learning, the cholinergic 

system becomes less engaged. The decreased excitation from cholinergic inputs attenuates 

VIP-IN activity, allowing a stronger activation of SOM-INs during movements. This model 

could be a mechanism behind our previous observation that decreased inhibition from 

SOM-INs to excitatory neurons during learning enhances excitatory neuron plasticity and 

permits motor learning (Chen et al., 2015b).

To examine whether the cholinergic system modulates the activity of IN subtypes during 

motor learning, we pharmacologically manipulated cholinergic signaling in the right M1, 

while imaging the activity of VIP- and SOM-INs in both naive and expert animals. 

According to the model above, artificially suppressing the cholinergic system in naive mice 

should decrease and increase the activity of VIP-INs and SOM-INs during movements, 
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respectively. In contrast, boosting cholinergic signaling in expert mice should elevate and 

suppress the activity of VIP-INs and SOM-INs, respectively.

To test the first prediction, we injected a cocktail of AChR antagonists (3 mM 

mecamylamine and 100 μM atropine) into the right M1 in one training session during 

the first two days of training (STAR Methods). Antagonist sessions and control sessions 

were alternated across animals to balance the potential learning effects on neural activity 

in both groups. At the naive stage, blocking cholinergic signaling with AChR antagonists 

significantly decreased the activity of VIP-INs (p = 0.0024, mixed-effects model, 775 VIP-

INs from 10 mice, Figures 7B–7F) and increased the activity of SOM-INs (p = 0.0062, 

mixed-effects model, 1128 SOM-INs from 11 mice, Figures 7G–7K), consistent with our 

prediction. Similar to the changes during learning, the majority of VIP-INs with decreased 

activity were movement-activated in the control session and became non-modulated with 

the application of AChR antagonists (Figure S8B). In SOM-INs, most neurons showing 

increased activity were previously non-modulated during movements but became activated 

with AChR antagonists (Figure S8D). Concurrent with the alteration of IN activity, blocking 

cholinergic signaling also mildly impaired learning at the naive stage, resulting in a lower 

fraction of rewarded trials (Figure S8I).

We further examined the roles of different AChR subtypes in mediating the modulation 

of VIP-IN activity in naive mice by applying nicotinic AChR (nAChR) antagonist (3 mM 

mecamylamine) and muscarinic AChR (mAChR) antagonist (100 μM atropine) in separate 

groups of animals. Applying nAChR antagonist alone significantly reduced the activity 

of VIP-INs during movements (Figures 7L–7P), which largely recapitulated the effects 

of injecting a cocktail of nAChR and mAChR antagonists (Figures 7B–7F). In contrast, 

mAChR antagonist did not robustly reduce the VIP-IN activity (Figures 7Q–7U), suggesting 

that cholinergic signaling acts on VIP-INs mainly through nAChRs.

To test the second prediction, we activated cholinergic signaling in the right M1 with 

AChR agonists (3 μM nicotine and 0.5 mM carbamoylcholine chloride) in expert mice. 

This manipulation altered the activity of INs during movements in the direction opposite to 

the antagonist experiments in naive animals above. Applying AChR agonists significantly 

increased the activity of VIP-INs (p = 0.0063, mixed-effects model, 995 VIP-INs from 

11 mice, Figures 8A–8E) and decreased the activity of SOM-INs during movements (p = 

0.0166, mixed-effects model, 762 SOM-INs from 10 mice, Figures 8F–8J). The majority 

of VIP-INs showing increased activity were non-modulated in expert mice but became 

activated during movements with AChR agonists (Figure S8F), and the majority of SOM-

INs with decreased activity were movement-activated but became non-modulated with 

cholinergic activation (Figure S8H). Repeating the same analyses on the neurons pooled 

from randomly selected 50% of animals generated similar results (Figures S8A–S8H), 

indicating that the results are consistent across animals. We noticed that applying AChR 

agonists slightly increased the movement stereotypy in expert animals (Figure S8J). This 

result is similar to an observation in songbirds (Jaffe and Brainard, 2020) and suggests 

that ACh may reduce the variability of the activity of the motor cortex during well-learned 

movements. Taken together, these results support our model (Figure 7A) and demonstrate 
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that the movement-related dynamics of cortical IN subtypes are modulated by cholinergic 

inputs during motor learning.

Discussion

Previous studies have revealed distinct roles of IN subtypes in M1 during motor learning 

(Adler et al., 2019; Chen et al., 2015b; Cichon and Gan, 2015; Donato et al., 2013). 

Here, we extended these studies by systematically monitoring the activity from IN subtypes 

at both macroscale and microscale throughout motor learning. Equipped with the large-

scale activity monitoring with wide-field calcium imaging, we found that motor learning 

induced subtype-specific changes in IN activity throughout the cortex. The initial phase 

of learning accompanied high activity of VIP-INs and low activity of SOM-INs during 

movements. As various task events temporally overlapped, such as the auditory cues, lever-

press movements, and rewards, we constructed a generalized linear model to dissect the 

contributions of individual behavioral events to neural dynamics. Although this is a common 

approach utilized in many recent studies, a more complex task design with a better temporal 

separation between task events could further clarify the relationships between behavioral 

events and dynamics of IN subtypes during learning.

VIP-INs have been demonstrated to be critical in state-dependent modulation and associative 

learning by suppressing other IN subtypes, mediating disinhibition on excitatory neurons 

(Donato et al., 2013; Fu et al., 2014, 2015; Gasselin et al., 2021; Krabbe et al., 2019; 

Letzkus et al., 2015; Pi et al., 2013; Zhang et al., 2014). Our results suggest that a 

similar disinhibition mechanism is also adopted in motor learning and this occurs globally 

throughout the cortex. Due to the limited effective window of DREADD, we only assessed 

the function of VIP-INs in the initial learning phase. Other manipulation methods that can 

achieve more extended periods (e.g., optogenetics) will be beneficial to study the function 

of VIP-INs in developing behavioral features requiring long-term training (e.g., movement 

reproducibility).

The selective disinhibition through SOM-INs could arise from a preferential connection 

from VIP-INs to SOM-INs in cortical circuits (Lee et al., 2013; Pfeffer et al., 2013; 

Pi et al., 2013). This aligns with the previous observation that learning-induced spine 

plasticity is largely restricted to the apical dendrites of M1 excitatory neurons, the dendritic 

compartment inhibited by SOM-INs (Chen et al., 2015b). However, we note that the 

modulation of IN activity happened immediately at the beginning of learning, while the 

structural plasticity occurred more gradually over days (Chen et al., 2015b). The dissociation 

of timing between the activity modulation and structural plasticity suggests that multiple 

disinhibitory mechanisms contribute to a sequential regulation of plasticity. The rapid 

activity modulation of INs may play a permissive role in broadly opening the plasticity 

window, while the slower structural plasticity of INs may provide more targeted signals by 

relying on the interactions with individual excitatory neurons (Bloodgood et al., 2013; Xue 

et al., 2014) and neighboring astrocytes (Allen and Eroglu, 2017).

It should be noted that our two-photon calcium imaging experiments focused on layer 2/3, 

and so the learning-related modulation of INs in deeper layers remains unclear. It has been 
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shown that SOM-INs are heterogeneously modulated in different cortical layers (Munoz et 

al., 2017), suggesting that a layer-specific modulation may also occur during learning. We 

noticed that wide-field signals of SOM-INs continued to increase throughout learning but 

their two-photon signals appeared to plateau earlier (Figure 2C compared to Figure 4I). As 

wide-field signals also contain the activity of layer 1 axons from SOM-INs in deep layers 

(Jiang et al., 2015; Nigro et al., 2018), the prolonged changes of wide-field signals could 

implicate a more gradual modulation of SOM-INs in deep layers. Future studies are required 

to directly examine the learning-related modulation of INs in different cortical layers.

Concurrent with the changes in cortical INs, the basal forebrain cholinergic projections 

to the cortex were particularly active in the initial learning phase. Such learning-related 

modulation on the basal forebrain cholinergic system may reflect a global state change when 

animals are engaged in a new task. The basal forebrain cholinergic neurons are rapidly 

recruited by reinforcement signals (Hangya et al., 2015). Therefore, the global modulation 

of cortical INs may not be unique to motor learning but generally occur in various forms 

of learning. The strength of such global modulation may depend on the exact learning 

paradigms and cognitive demands of the tasks. Furthermore, recent studies have pointed 

out the heterogeneity of the projection targets of individual cholinergic neurons (Kim et al., 

2016b; Li et al., 2018) and the cortex-wide cholinergic signaling in spontaneous activity 

(Lohani et al., 2020). Directly characterizing the cortex-wide cholinergic activity with 

simultaneous large-scale recordings during task engagement will be of particular interest 

in future studies.

To determine the contributions of cholinergic inputs to motor learning, we used two 

different methods to impair the cholinergic system. We note that both manipulation methods 

have their own caveats: chronic ablation could induce compensatory mechanisms, and 

optogenetic inactivation with eOPN3 is likely incomplete. Therefore, the results probably 

underestimate the true effects of cholinergic signaling in learning. Nevertheless, we observed 

robust impairments in motor learning from different manipulation methods applied to the 

basal forebrain cholinergic system, suggesting basal forebrain cholinergic inputs to the 

cortex play an important role in learning new motor skills. Furthermore, the deficits in 

developing movement reproducibility caused by the lack of cholinergic inputs recapitulate 

the behavioral effects of M1 lesion before training in the same lever-press task (Peters et al., 

2014).

Manipulation of cholinergic signals also affected IN activity both in the initial and expert 

learning phases, suggesting the involvement of cholinergic signaling in modulating IN 

activity during motor learning. While the current study focused on the net effect of 

cholinergic inputs on IN activity during motor learning, ACh can act directly on nearly 

every type of cortical neurons through both mAChRs and nAChRs (Colangelo et al., 2019; 

Rudy and Munoz, 2014; Yao et al., 2021). Therefore, ACh likely acts at multiple loci 

in cortex during learning, including both direct effects on INs and indirect modulation 

through networks. For example, cholinergic inputs can excite VIP-INs through at least 3 

mechanisms: via direct depolarization through AChRs on VIP-INs (Arroyo et al., 2012; 

Chen et al., 2015a), by enhancing excitatory presynaptic inputs onto VIP-INs (Lee et al., 

2013; Williams and Holtmaat, 2019; Zhang et al., 2014), and by suppressing other IN 
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subtypes that inhibit VIP-INs (Karnani et al., 2016; Zhang et al., 2014). Furthermore, 

the cholinergic system can also modulate excitatory neurons (Colangelo et al., 2019) and 

thalamocortical inputs (Kruglikov and Rudy, 2008). Besides the strong VIP-IN activation, 

the high activity of cholinergic inputs in the initial learning phase may also suppress the 

recurrent cortical activity and enhance thalamocortical inputs (Hasselmo and Sarter, 2011). 

All these ACh-mediated modulations may work together to facilitate the integration of 

task-relevant information in the cortex (Ballinger et al., 2016; Minces et al., 2017). Thus, 

it is likely that the cholinergic system contributes to motor learning not only through the 

modulation of VIP-INs but through the regulation of various circuit components. A more 

comprehensive understanding of how cholinergic signaling modulates the circuit dynamics 

could be aided by computational models of cortical circuits with detailed characterization 

of the expression pattern of AChRs in each circuit component (Ramaswamy et al., 2018; 

Saunders et al., 2018; Zeisel et al., 2018). In addition to the cholinergic system, a mixture of 

different inputs, such as other neuromodulators (Hattori et al., 2017) and long-range inputs 

from other brain regions (Ährlund-Richter et al., 2019; Makino and Komiyama, 2015; Wall 

et al., 2016; Williams and Holtmaat, 2019; Zhang et al., 2014), can drive the learning-related 

modulation in cortical INs. A detailed anatomical and functional characterization of inputs 

to IN subtypes will help complete the picture of underlying mechanisms.

Neuromodulatory control of IN subtypes likely subserves a signal to open the temporal 

window of plasticity for excitatory circuits. The global nature of this signaling makes it 

unlikely for this mechanism to provide the spatial specificity with regards to which synapses 

in which brain regions become plastic. However, we note that motor learning evokes a 

reorganization of cortex-wide macroscale activity patterns of excitatory neurons (Makino 

et al., 2017). Therefore, motor learning probably involves spatially distributed synaptic 

reorganizations, and the global signaling described in this study may be best suited to allow 

temporal coordination of plasticity across spatial scales. Furthermore, we acknowledge that 

the behavioral effects of various manipulations in this study are relatively mild, slowing 

learning rather than blocking it completely. We believe that the mechanisms we describe 

here modulate the degree of learning rather than serving as a binary gating switch.

Taken together, our results reveal a global and subtype-specific modulation on cortical 

INs regulated through the cholinergic system during motor learning, and provide insights 

into how different IN subtypes contribute to learning-induced reorganization in excitatory 

circuits.

STAR Methods

RESOURCE AVAILABILITY

Lead Contact—Further information and requests for resources, reagents, and data 

should be directed to and will be fulfilled by the lead contact Takaki Komiyama 

(tkomiyama@ucsd.edu).

Materials Availability—This study did not generate new unique reagents.

Ren et al. Page 12

Neuron. Author manuscript; available in PMC 2023 July 20.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



Code and Data Availability—Analyzed data have been deposited at Mendeley Data 

(DOI: 10.17632/tcnk38zkyz.1) and are publicly available as of the date of publication. The 

DOI is also listed in the key resources table. The raw data are too large to be deposited in a 

public repository, but will be shared by the lead contact upon request.

The custom MATLAB codes have been deposited at https://github.com/CRen2333/

InhibitoryNeuron_LeverPress.git and the link is also listed in the key resources table.

Any additional information required to reanalyze the data reported in this paper is available 

from the lead contact upon request.

EXPERIMENTAL MODEL AND SUBJECT DETAILS

Mouse lines—All procedures were performed following protocols approved by the 

UCSD Institutional Animal Care and Use Committee and guidelines of the National 

Institute of Health. Mice were acquired from Jackson laboratories, including PV-Cre 

[JAX:017320], SOM-Cre [JAX:013044], VIP-Cre [JAX:010908], SOM-Flp [JAX:028579], 

Ai95 [JAX:024105], and ChAT-Cre [JAX:006410], and used to generate double transgenic 

mice. Mice were group-housed in disposable plastic cages with standard bedding in a 

room with a reversed light cycle (12 h-12 h). Experiments were performed during the dark 

period. Both male and female healthy adult mice (6 weeks or older) were used. Mice had 

no prior history of experimental procedures that could affect the results. For manipulation 

experiments, littermates were randomly assigned to experimental and control groups.

METHOD DETAILS

Surgeries and virus injections

For two-photon calcium imaging: Surgical procedures were performed as previously 

described (Peters et al., 2014). Adult mice (6 weeks or older, male and female) were 

anesthetized with 1%-2% isoflurane and injected with Baytril (10 mg/kg), dexamethasone 

(2 mg/kg), and buprenorphine (0.1 mg/kg) subcutaneously at the beginning of surgery to 

prevent infection, inflammation, and discomfort. A custom-built head-plate was glued and 

cemented to the skull. For imaging cholinergic projections in the right S1HL and PPC, 

a large hexagonal craniotomy (~6 × 5.5 mm) was performed to encompass both cortical 

regions. For other two-photon imaging experiments, craniotomy (~3 mm in diameter) was 

performed over the right caudal forelimb area (0.3 mm anterior and 1.5 mm lateral from the 

bregma).

For injections within the right M1, virus solutions were injected around the center of the 

caudal forelimb area at 5 sites (~250 μm deep, ~500 μm apart). Pipettes were left in the 

brain for 4-5 min after each injection to avoid backflow. For imaging cortical IN subtypes, 

virus solutions of AAV-Syn-FLEX-GCaMP6f were injected with 30-40 nL at each site over 

~3 min in respective Cre lines. For confirming the effectiveness of hM4Di in VIP-INs, 

virus solutions of AAV-hSyn-DIO-hM4Di-mCherry and AAV-Syn-FLEX-GCaMP6f at a 

titer ratio of 1:1 were injected with 200 nL at each site over ~10 min in VIP-Cre mice. 

For characterizing the effectiveness window of hM4Di under repeated dosing of CNO, 

virus solutions of AAV-hSyn-DIO-hM4Di-mCherry and AAV-Syn-FLEX-GCaMP6f at a 
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titer ratio of 1:5 were injected with 200 nL at each site over ~10 min in VIP-Cre mice. 

This mixture ratio was to achieve co-expression of hM4Di only in a subset of GCaMP6F-

expressing VIP-INs. For the manipulation of VIP-IN activity with simultaneous imaging 

of SOM-INs, virus solutions of AAV-hSyn-DIO-hM4Di-mCherry (AAV-hSyn-DIO-mCherry 

in control animals) and AAV-EF1a-fDIO-GCaMP6f were injected with 200 nL at each site 

over ~10 min in VIP-Cre::SOM-Flp mice. A cohort of animals that were littermates of 

the hM4Di group received injections of virus solutions of AAV-hSyn-DIO-mCherry and 

AAV-EF1a-fDIO-GCaMP6f and served as a control group. The surgical procedures were 

identical between two groups.

For imaging cholinergic projections to the cortex, virus solutions of AAV-hSyn-FLEX-axon-

GCaMP6s were injected in the basal forebrain with ~1 μL virus solutions per hemisphere 

over ~10-15 min and pipettes were left in the brain for 10 min after each injection to 

minimize backflow. For imaging cholinergic projections to the right M1, virus solutions 

were injected through angled injections in ChAT-Cre mice to avoid inserting the pipette 

directly through the right M1 and infecting local ChAT+ neurons by backflow. Pipettes were 

inserted through small craniotomies (~0.5 mm) around 2.0 mm posterior and 1.7 mm lateral 

from the bregma at 18° relative to the vertical plane, and the pipette tips targeted the region 

around 0.3 mm posterior and 1.7 mm lateral from the bregma and 4.75 mm deep from the 

brain surface. For imaging cholinergic projections to the right S1HL and PPC, pipettes were 

inserted vertically through small craniotomies (~0.5 mm) around 0.3 mm posterior and 1.7 

mm lateral from the bregma to 4.75 mm deep from the brain surface.

For confirming the effectiveness of eOPN3, ~1.8 μL virus solutions of 50:50 mixtures of 

AAV-hSyn-SIO-eOPN3-mScarlet and AAV-hSyn-FLEX-axon-GCaMP6s were injected in 

the right basal forebrain through angled injections, as described above.

After virus injections, a glass window was implanted over the craniotomy. The edges 

between the window and the skull were filled with Vetbond (3M). The window was further 

secured with cyanoacrylate glue and dental acrylic. For imaging IN subtypes, experiments 

were performed ~3-4 weeks after surgery. For imaging cholinergic axons, experiments were 

performed ~5-8 weeks after surgery. For test the effectiveness of eOPN3, experiments were 

performed ~7 weeks after surgery.

For wide-field calcium imaging: Adult mice (6 weeks or older, male and female) were 

anesthetized with 1%-2% isoflurane and injected with Baytril (10 mg/kg), dexamethasone 

(2 mg/kg), and buprenorphine (0.1 mg/kg) subcutaneously at the beginning of surgery. A 

custom-built head-bar was glued and cemented to the skull (~1 mm posterior to lambda). To 

improve the signal-to-noise ratio limited by the relatively low density of each IN subtype, 

we replaced most of the dorsal skull with a curved transparent glass window (Kim et al., 

2016c). A large craniotomy was performed to remove most of the dorsal skull. A curved 

glass window consisting of a hexagonal glass plug (~8 × 7 mm) and a base (~10 × 8.5 

mm) was implanted over the craniotomy. The edges between the window and the skull were 

filled with Vetbond. The window was secured with cyanoacrylate glue and dental acrylic. 

A custom-designed 3D-printed hexagonal crown (~10 mm × 10 mm) was glued to the 
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circumference to protect the window and minimize the entry of the excitation light to the 

eyes during imaging. Experiments were performed ~4 weeks after surgery.

For ablation of basal forebrain cholinergic neurons: Adult ChAT-Cre mice (6 weeks or 

older, male and female) were anesthetized with 1%-2% isoflurane and injected with Baytril 

(10 mg/kg), dexamethasone (2 mg/kg), and buprenorphine (0.1 mg/kg) subcutaneously at 

the beginning of surgery. Virus solutions of AAV-EF1a-FLEX-taCaspase3 were injected 

bilaterally to the basal forebrain through angled injections, as described above. ~1 μL virus 

solutions were injected over ~10-15 min on each side. After injections, the craniotomies 

were sealed with Vetbond. A custom-built head-bar was glued and cemented to the skull 

(~1 mm posterior to lambda), and the exposed skull was covered by cyanoacrylate glue and 

dental acrylic. Experiments were performed ~4-5 weeks after surgery. Saline was similarly 

injected in control animals that were littermates of the ablation group and the surgical 

procedures were identical to the ablation group.

For inactivation of basal forebrain cholinergic projections to the cortex with 
eOPN3: Surgical preparations were identical to the preparations for ablation of basal 

forebrain cholinergic neurons. Virus solutions of AAV-hSyn-SIO-eOPN3-mScarlet were 

injected bilaterally to the basal forebrain through angled injections in adult ChAT-Cre mice 

(6 weeks or older, male and female). Virus solutions of AAV-hSyn-DIO-mCherry were 

similarly injected in control animals that were littermates of the ablation group. ~1 μL 

virus solutions were injected over ~10-15 min on each side. Experiments were performed 

~7 weeks after surgery. ~2 days before the training started, a ring of black heat shrink 

tube (~5 mm in height, ~2 cm in diameter) was glued to the circumference of the skull to 

minimize the entry of the green light (~532 nm) to the eyes during optogenetic inactivation. 

Experiments were performed ~7 weeks after surgery.

Behavior—Water restriction started 2 weeks before the behavioral training at 1 mL per 

day. After water restriction, mice were trained to perform the lever-press task 1 session per 

day for ~3 weeks under a microscope (21 days for wide-field calcium imaging and 22 days 

for two-photon calcium imaging). The hardware and software used for behavioral training 

have been previously described (Peters et al., 2014). In brief, a 6 kHz tone marked a cue 

period (up to 10 s), during which a successful lever press was rewarded with water (~10 μL 

per trial) paired with a 500 ms, 12 kHz tone, and followed by an inter-trial interval (ITI, 

variable duration of 8-12 s). Licking was monitored using an infrared lickometer (Island 

Motion Co.). A successful lever-press movement was defined as crossing two thresholds 

(~1.5 mm and ~ 3.375 mm below the resting position) within 200 ms. Failure to press the 

lever passing the two thresholds during the cue period triggered a loud white-noise sound 

and the start of an ITI. Lever presses during ITIs were neither rewarded nor punished. 

In two-photon calcium imaging, each session consisted of around 100 trials. In wide-field 

calcium imaging, each session consisted of 80–150 trials and was terminated when mice 

reached 80 successful trials or performed 150 trials, whichever came first. Sessions were 

binned into 4 stages in analyses (naive: sessions 1-2; early: 3-8; middle: 9-16; late: 17-22 

for animals under two-photon imaging and 17-21 for animals under wide-field imaging). To 
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examine the effects of ablating basal forebrain cholinergic neurons, both ablation and control 

groups performed 100 trials per session for 21 days.

For chemogenetic inactivation experiments, Clozapine-N-Oxide (CNO, Enzo Life 

Sciences) was dissolved in deionized water to a 2.5 mg/mL concentration and injected 

intraperitoneally at a 10 mg/kg body weight dose 30 min before behavioral training.

For the following manipulation experiments, including chemogenetic inactivation of VIP-

INs, ablation of basal forebrain cholinergic neurons, optogenetic inactivation of cholinergic 

projections to the cortex, and pharmacological activating cholinergic signaling in naive mice, 

the training procedures were identical between the manipulation and control groups, and 

littermates belonging to two groups were trained in parallel on the same days.

Lever-press movement analysis—Lever traces were processed and movement bouts 

were identified as previously described (Peters et al., 2014). In brief, lever traces were 

downsampled from 10 kHz to 1 kHz and filtered with a low-pass Butterworth filter (4-pole 

10 Hz). Movement bouts were detected by a velocity threshold (4.9 mm/s) using the filtered 

lever traces, and the onset and offset of movement bouts were refined by the lever position 

leaving or entering the resting period, respectively. Cued trials were defined as the trials with 

an at least 100-ms movement-quiescent period preceding the cue onset. Only rewarded 

movements in the cued trials were included in further analyses. Lever trajectories for 

these movements were collected from 0-2 s relative to the movement onset, which was 

approximately the duration of rewarded movements for all animals (2.19 ± 0.18 s, mean ± 

SEM). The similarity of lever trajectories across trials was computed by Pearson correlation 

(Figures 1D, 1E, 5F, 6F, 6I, 6J, S8I, and S8J).

Licking analysis—Licking bouts were identified as previously described (Komiyama et 

al., 2010). In brief, licking bouts were defined as no less than three continuous licks with 

inter-lick intervals < 300 ms. The licking bout onsets were defined as the start of individual 

licking bouts (Figure 3).

Imaging data acquisition

For two-photon calcium imaging: For cortical INs, imaging was conducted with a 

commercial two-photon microscope (MOM, Sutter Instrument, retrofitted with a resonant 

galvanometer-based scanning system from Thorlabs), 16 × objective (Nikon), and 925 nm 

excitation light (Ti:Sapphire laser, Newport) controlled by Scanlmage (Vidrio Technologies). 

Images were recorded at ~28 Hz continuously, alternating between 2 depths within layer 2/3. 

At each depth, images were acquired at ~14 Hz with a field of view of ~590 × 635 μm with 

512 × 512 pixels. Imaging was alternated between two locations in the right M1 each day 

such that each field was imaged every other day. For basal forebrain cholinergic projections 

to the right M1, images were acquired using a commercial two-photon microscope (B-

Scope, Thorlabs) at ~30 Hz with a field of view of ~204 × 220 μm with 512 × 512 

pixels in layer 1. For basal forebrain cholinergic projections to the right S1HL and PPC, 

the two fields of view were alternated between imaging sessions within the same animal. 

To minimize photobleaching and phototoxicity, at the early and middle stages of learning, 

axonal imaging was only performed in the middle two sessions within each stage. Frame 
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times were recorded and synchronized with behavioral recordings by the Ephus software. 

Slow drifts in the field of view were manually corrected using reference images during 

imaging.

For wide-field calcium imaging: Wide-field calcium imaging was performed using a 

commercial fluorescence microscope (Axio Zoom.V16, Zeiss, objective lens (1 ×, 0.25 

NA)) and a CMOS camera (ORCA-Flash4.0 V2, Hamamatsu) as previously described 

(Makino et al., 2017). The light source for wide-field calcium imaging was HXP 200 C 

(Zeiss). The filter set (000000-1021-600, Zeiss) for imaging GCaMP signals consisted of 

a bandpass filter for the excitation light (485 ± 17 nm), a beamsplitter (500 nm), and a 

tunable bandpass filter centered at 520 nm for the emission light. Images were acquired 

using HCImage Live (Hamamatsu) at 29.98 Hz, 512 × 512 pixels (field of view: ~8.5 × 8.5 

mm, binning: 4, 16 bit) every other session of behavioral training. Each session consisted 

of several 5-min blocks, and every other block was imaged to minimize photobleaching. 

Imaging and behavioral data were acquired simultaneously and aligned off-line based on a 

synchronization signal.

Two-photon imaging analysis

ROI identification and fluorescence analysis: Images were first aligned frame-by-frame 

using a custom MATLAB program to correct lateral movements and distortions (Hattori 

and Komiyama, 2021; Mitani and Komiyama, 2018). For cortical INs, ROIs were manually 

drawn and aligned across sessions using a custom MATLAB program (Peters et al., 2014) 

by visual inspection. ROIs showing a filled nucleus by GCaMP6f were excluded from all 

analyses. A ring-shaped ‘background ROI’ containing neuropil signals was created from the 

border of each neuronal ROI to a width of 6 pixels. For cholinergic axons, ROIs were first 

identified with Suite2P (Pachitariu et al., 2016) and then selected with visual inspection. 

ROIs clearly belonging to the same axon were manually combined. For each field of view, 

three background ROIs were manually drawn in the dark area without obvious fluorescent 

transients. Their averaged fluorescence time series was used as the background fluorescent 

trace for all axonal ROIs in the same field of view.

Fluorescence analysis was processed as described (Peters et al., 2014). Briefly, pixels within 

each ROI were averaged to create a fluorescence time series, and the background fluorescent 

trace was subtracted. To estimate the time-varying baseline (f) of a fluorescence trace, the 

raw fluorescence trace was smoothed with a 4-min moving average window, and f was 

estimated based on the inactive portions of the trace.

Classification of neurons showing significant changes in their activity during 
movements: The mean activity from 0 s to 2 s after movement onset in each trial, after 

subtraction of the baseline (the averaged activity between −357 ms and −214 ms relative 

to the movement onset) was used as activity during movements for comparison (Figures 4, 

5B–5E, 7, 8, S4, S5B, S5C, S5E, and S8). To determine whether a given neuron significantly 

changed its activity during movements with learning, the trials from the early, middle, or 

late stage were pooled with trials from the naive stage, forming an activity dataset. The 

trial identity in the dataset was shuffled 1,000 times and generated a null distribution of 
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the activity change relative to the naive stage. If the actual activity change fell in the left 

(< 2.5%) or the right (> 97.5%) tail of the null distribution, the neuron was considered to 

decrease or increase its activity during movements, respectively (Figures 4F, 4K, S4A, S4B, 

S4D, and S4F). The same analyses were performed to determine whether the activity was 

significantly changed by pharmacological manipulation of cholinergic signaling in the right 

M1 (Figures 7F, 7K, 7P, 7U, 8E, 8J, S8A, S8C, S8E, and S8G).

Classification of movement-modulated neurons: At each learning stage, movement-

modulated neurons were identified by comparing the activity during the baseline period and 

the activity at each frame after the movement onset by bootstrap (1,000 times). The frame 

was classified as movement-modulated (activated or suppressed) if its p-value was less than 

0.05 (two-tailed). For a given neuron, if more than 25% of the frames after movement onset 

were either activated or suppressed, this neuron was classified as movement-activated or 

movement-suppressed, respectively (Figures S4C, S4F, S8B, S8D, S8F, and S8H).

Ca event detection in cholinergic activity—The Δf/f trace was first smoothed (loess, 

3 s) and the first derivative (velocity) of the smoothed Δf/f trace was calculated. The inactive 

portion was defined as the periods when the velocity was within the standard deviation 

of the whole velocity trace. Events were defined if the velocity trace crossed the standard 

deviation of the inactive portion of the velocity trace. This method detected sharp rises in 

Δf/f. Events with an active period less than 167 ms were excluded from further analyses. For 

each event, the onset time was estimated as the time when the velocity exceeded the velocity 

criterion (Figure S7I and S7J).

Wide-field imaging analysis—Fluorescence analysis was processed as described 

(Makino et al., 2017). Briefly, images were first downsampled from 512 × 512 to 128 × 

128 pixels. To obtain Δf/f time series for each pixel, time-varying baseline fluorescence 

(f) was estimated for a given time point as the 10th percentile value over 30 s around 

it. For the beginning and end of each imaging block, the following and preceding 15 s 

window was used to determine the baseline, respectively. Images across sessions from the 

same animals were aligned to the first session using a semi-automated method written in 

MATLAB. To remove hemodynamic contamination and motion artifacts, Δf/f time series 

for each pixel during the peri-movement epoch (−0.5 s to 2 s relative to the movement 

onset) were concatenated across all trials from all sessions for each animal to perform 

principal component analysis followed by independent component analysis (PCA-ICA) 

with 80 components retained (94.71% ± 0.44% of the total variance, mean ± SEM). The 

ICA algorithm adopted in the current study was JADER (Cardoso, 1999). Independent 

components corresponding to hemodynamic signals and motion artifacts were visually 

identified and excluded (Figure S2C), and Δf/f time series were reconstructed using the 

remaining components. ROI masks of cortical regions were determined by overlaying the 

scaled common cortical modules on the average image from the first session in each animal 

(Figure S2A). Common cortical modules were previously identified based on the cortex-

wide activity of excitatory neurons (Makino et al., 2017). The coordinates forthe centers of 

these 16 modules are (in mm): M2: ± 1.2 ML, +2.3 AP; left and right S1/M1FL: ± 3.2 ML, 

+1.3 AP; left and right aS1BC: ± 3.8 ML, −0.4 AP; left and right M1: ± 2.6 ML, −0.4 AP; 
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left and right S1HL: ± 1.8 ML, −1.0 AP; left and right pS1BC: ± 3.3 ML, −1.6 AP; PPC: 

± 2.1 ML, −1.8 AP; aRSC: ± 0.8 ML, −1.8 AP; pRSC: ± 0.9 ML, −3.1 AP; left and right 

visual cortex: ± 3.0 ML, −3.3 AP. Pixels overlapping with main blood vessels or included in 

more than one module were excluded from ROI masks. For each cortical region, Δf/f time 

series was computed as the mean of the pixel values within its ROI mask. For the activity 

during movement epochs, the averaged activity between −367 ms and −233 ms relative to 

the movement onset (baseline) was subtracted from each trial, then the mean activity from 0 

s to 2 s after movement onset in each trial was used for comparison between stages (Figure 

2C). The activity amplitude and duration of each cortical region were analyzed using the 

activity from 0 s to 2 s after movement onset after subtracting the baseline period in each 

trial. The amplitude was measured by the maximum Δf/f value (peak) in each trial and the 

mean of all peak values was taken at each learning stage within each animal. The duration 

was measured by the full width at half maximum (FWHM) in each trial and the median of 

all FWHM values was taken at each learning stage within each animal. In a small fraction 

of trials (3.45% ± 0.47%, 3.23% ± 0.45%, 3.45% ± 0.47% for VIP-, SOM- and PV-INs, n 

(VIP) = 11 mice, n (SOM) = 12 mice, n (PV) = 11 mice, mean ± SEM), the activity did not 

return to half maximum within 2 s after movement onset, and in these cases the duration was 

defined as the interval between the time that the value went above half maximum to 2 s after 

movement onset.

GFP control experiments for wide-field signals—To confirm that the signals 

detected with our approach were calcium signals from GCaMP6f rather than artifacts, we 

performed control experiments using transgenic mice with GFP expressed in VIP-INs and 

imaging during the lever-press task (Figures S2C–S2F). We chose VIP-INs as they are the 

least abundant among the three IN subtypes and therefore likely to be most susceptible 

to artifacts with wide-field calcium imaging. The experiments and data analysis were 

identical to GCaMP6f-expressing animals. The wide-field signals from both GFP- and 

GCaMP6f-expressing mice were passed to PCA-ICA analysis to exclude hemodynamic 

components and then reconstructed. Using reconstructed signals, we first calculated the 

mean fluorescence changes (Δf/f) from 0 s to 2 s after movement onset of each cortical 

region in both groups, after subtracting the baseline period. Then, the values across cortical 

regions were averaged for each mouse to generate a single value for the dorsal cortex, 

which was further normalized to the mean value across GCaMP6f-expressing mice. For the 

3 GFP-expressing mice, the relative fluorescence changes were −0.15%, 1.56%, and 5.55%, 

respectively (mean ± SD: 2.32% ± 2.92%). Given the heterogeneity across cortical regions, 

we also compared individual cortical regions between GFP- and GCaMP6f-expression mice 

separately, using the mean fluorescence changes during movements calculated as mentioned 

above. For each cortical region, the values were first averaged across GFP-expressing 

mice, and then normalized to the mean value across GCaMP6f-expressing mice. Using this 

comparison method, the relative fluorescence changes of individual cortical regions ranged 

1.37% ± 6.23% (mean ± SD, M2: −1.91%, I-M1/S1FL: 10.10%, r-M1/S1FL: −5.09%, 

I-M1: 6.52%, r-M1: 6.82%, I-aS1BC: 1.61%, r-aS1BC: −10.16%, I-S1HL: 6.33%, r-S1HL: 

10.24%, PPC: 2.08%, I-pS1BC: −2.97%, r-pS1BC: −8.24%, aRSC: 5.24%, pRSC: 1.65%, 

I-Visual: 3.74%, r-Visual: 4.07%). These results demonstrate that the large majority of 

fluorescence changes we report are indeed calcium signals.
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Generalized linear model—To estimate the contributions of different behavioral events 

to neural activity, we constructed a generalized linear model (Musall et al., 2019; Pinto and 

Dan, 2015) to predict the activity of each inhibitory neuron subtype in 16 cortical regions 

using a set of behavioral variables as predictors. All behavioral variables were downsampled 

to 30 Hz to match the imaging frame rate. The predictors included both analog and binary 

predictors related to lever-press movements, licking, auditory cue, and reward. Predictors of 

each binarized behavioral variable consisted of a binary event trace containing pulses at the 

occurrences of the relevant event, and its time-shifted copies, each shifted in time by one 

frame relative to the original binary trace. For binary motor events, including the onsets of 

lever-press movements and licking bouts, the time-shifted copies spanned the frames from 

−0.5 s to +2 s relative to each event. For sensory stimuli, including the auditory cue and 

reward delivery sound, the time-shifted copies spanned all frames from stimulus onset until 

0.5 s after each event. Analog behavioral variables, including the lever speed and licking 

rate, were not time-shifted. The full model had a total of 186 predictors and the general bias 

term. We used ridge regression (Karabatsos, 2018; Musall et al., 2019) to prevent overfitting 

and assessed the model performance using tenfold cross-validated correlations between the 

predicted and true imaged activity. The contributions of each behavioral event were assessed 

by calculating the predicted activity during movements as mentioned in the previous section 

using individual behavioral events and their coefficients in full models, and comparing the 

predicted activity with the true activity (Figure 3).

Pupillometry recordings—The right eye was monitored using a commercial camera 

(DMK 23U618, The Imaging Source) mounted with a CCTV lens (35mm f/1.7, Fujian) 

through 4-5 extension rings (5mm, RioRand). Images were acquired using IC Capture 2.4 

(The Imaging Source) at 15 Hz, 640 × 480 pixels. The light source for the camera was an IR 

LED illuminator (IRINB04L, JCHENG). Frame times were recorded and synchronized with 

behavioral recordings by the Ephus software. To prevent complete pupil dilation in darkness, 

a blue led array lamp (LIU470A, Thorlabs) softened with several layers of Kimwipes paper 

(Kimberly-Clark Professional) was placed ~60 cm away in front of animals to provide 

ambient light in the task. The space between the craniotomy window and the microscope 

objective was enclosed with a blackout material (Thorlabs) to protect calcium imaging from 

contamination from the IR and ambient light. After the end of each session, the blue led 

array lamp was blocked with a black cap, and the fully dilated pupil in darkness was imaged 

for ~30 s as the baseline.

The pupil diameter was fitted off-line with custom codes written in MATLAB. Before 

fitting images from the entire session, every 100th frame was collected and parameters for 

pupil fitting were manually tuned on this subset. Each frame was denoised with 2D-meidan 

filtering (3 × 3 neighborhood around) and segmented using Otsu’s multilevel threshold 

method. The darkest cluster containing more than 5000 pixels was used to generate a 

binary image for further refinement. The hole corresponding to the corneal reflection of 

the IR illuminator was filled first, and then the largest connected region in the binary 

image was retained as the mask for pupil edge detection. Edges were detected using Canny 

method. The pupil center was roughly estimated using the mean coordinates of the mask. 

Edges corresponding to the eyelids and small reflection spots were eliminated based on 
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the distance and angle relative to the pupil center. The remaining edges were visually 

inspected, and those not aligned with the true pupil boundary were cropped out by ROIs 

drawn manually. The cleaned edges were fitted with an ellipse with Hough transform and 

the length of the long axis of the ellipse was taken as pupil diameter (Figure S6A). The 

parameters tuned on this subset of frames, including the number of pixel clusters, ROIs, 

and fitting parameters in Hough transform, were used to fit the entire session. For baseline 

recording, parameters were directly tuned on the entire image set (~450 frames for 30 s). 

~40 images with good fitting were manually selected, and their averaged pupil diameter was 

used as baseline diameter. Pupil diameter during task performance was normalized to the 

baseline diameter within each session to control for individual variances in pupil size and 

distance to the camera. For pupil diameter during the peri-movement epoch, the averaged 

pupil diameter between −500 ms and 0 ms relative to movement onset at the naive stage 

was subtracted to control for the individual variances in the sensitivity to the ambient light 

(Figure S6B).

Optogenetic inactivation of cholinergic projections to the cortex with eOPN3
—Optogenctic inactivation was performed seven weeks after injections throughout training. 

The position of the laser (GL532T3, Shanghai Laser & Optics Century) was adjusted to 

ensure the green light covered the entire dorsal skull. In every session, the green light (~532 

nm) was delivered through the skull to the entire dorsal cortex. Given that the activity 

already partially recovered during 10-12 min post light delivery (Figures S7I and S7J), the 

green light was delivered for 15 s every 5 min spanning the entire training session to achieve 

a continuous inactivation. The skull transmission was measured by placing moisturized fresh 

skull samples between the light source and power meter. The measured skull transmission 

was ~50%−55%. Therefore, to achieve a light intensity of ~2 mW/mm2 at the brain surface, 

we adjusted the light intensity to ~4 mW/mm2 at the skull surface.

Pharmacological manipulation of cholinergic inputs in the right M1—Imaging 

fields of view were first determined under the two-photon microscope before AChR drug 

injections. Animals were then placed under light anesthesia with 0.5%-0.8% isoflurane, and 

a small craniotomy was opened ~1mm away from the center of the predetermined field of 

view. This was to avoid heating the field of view during drilling through the glass window. 

We usually drilled along the window edge to avoid window cracks. Solutions of AChR drugs 

were injected with a beveled pipette (~20 μm tip in diameter) through the small craniotomy 

at the depths of 250 μm and 500 μm. Drugs were fully dissolved in saline, and ~250 nL 

drug solutions were injected over 5-8 min at each depth. For naive animals, a mixture of 

mecamylamine (3 mM, Tocris) and atropine (100 μM, Sigma-Aldrich) was injected in one of 

the first two sessions. The session without injections served as controls. For expert animals, 

a mixture of nicotine (3 μM, Sigma-Aldrich) and carbamoylcholine chloride (0.5 mM, 

Sigma-Aldrich) was injected in session 20, and session 19 was used as controls. Pipettes 

were left in the brain for ~5 min after each injection. The small craniotomy was sealed with 

Vetbond and cyanoacrylate glue. Following injections, animals recovered in their home cage 

for 40-60 min before behavioral testing and imaging.
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For enhancing cholinergic signaling in naive animals, a mixture of nicotine (3 μM, Sigma-

Aldrich) and carbamoylcholine chloride (0.5 mM, Sigma-Aldrich) was injected bilaterally 

in M1 (0.3 mm anterior and 1.5 mm lateral from the bregma) in the first two training 

sessions. Drug solutions were injected through small craniotomies at the depths of 250 μm 

and 500 μm with ~250 nL at each depth. The small craniotomy was sealed with Vetbond and 

cyanoacrylate glue after injections.

Immunohistochemistry—Mice were anesthetized (ketamine/xylazine, 150 mg/kg, 12 

mg/kg body weight) and perfused transcardially with 4% paraformaldehyde. Brains were 

then cryoprotected in a 30% sucrose solution until brains sank. 50-60 mm coronal 

sections were cut with a microtome (Microm HM 430, Thermo Scientific) and blocked 

in a solution consisting of 10% donkey serum, 1% BSA, and 0.3% Triton X-100 in 1 

× PBS for 1 h at room temperature. They were then incubated overnight at 4°C with 

primary antibodies (1:1000 Chicken anti-GFP, Aves Labs; 1:300 Goat anti-ChAT, Millipore; 

Rabbit anti-mCherry, Abcam) diluted in the blocking solution. After washing, sections 

were incubated in Alexa Fluor-conjugated secondary antibodies (1:1000 anti-chicken 488, 

Jackson Immuno Research; 1:1000 anti-goat 594, Jackson Immuno Research ; 1:1000 anti-

rabbit 594, Invitrogen) for 2 h at room temperature. Slices were mounted with a CC 

mounting medium (Sigma-Aldrich) and imaged using a fluorescence microscope (Zen and 

ApoTome.2, Zeiss).

QUANTIFICATION AND STATISTICAL ANALYSIS

Experimenters were not blind to the experimental conditions. Statistical significance was 

defined by alpha pre-set to 0.05. Error bars indicate standard errors of the mean (SEM) 

unless noted otherwise. All the statistical details are described in the figure legends and 

each test was selected based on data distributions using histograms. Sample sizes were 

predetermined without any statistical methods but based on those generally employed in 

the field. Two-tailed tests were used unless noted otherwise. Multiple comparisons were 

corrected by false discovery rate. Formulas used in the mixed-effects model are listed below.

For the behavior performance throughout training (Figures 1B, 1E, S1A–S1C):

y ∼ 1 + session + (1 ∣ animal) + (session − 1 ∣ animal)

where (1|animal) and (session – 1|animal) indicate a random effect constant and a random 

effect slope term for each animal, session is a discrete variable representing the training 

session, animal is a categorical variable representing the animal identity, and y is behavioral 

measurement. The coefficient of session was tested against 0.

For the comparison of activity and pupil diameter during movements throughout learning 

(Figures 2C, 4D, 4E, 4I, 4J, 6C, and S6B):

y ∼ 1 + stage + (1 ∣ animal) + (stage − 1 ∣ aniaml)
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where (1|animal) and (stage – 1|aniamal) indicate a random effect constant and a random 

effect slope term for each animal, stage is a discrete variable representing the learning stage, 

and y is the activity or pupil diameter during movements. The coefficient of stage was tested 

against 0.

For the comparison of activity during movements between the hM4Di and mCherry groups 

(Figures 5D and 5E):

y ∼ 1 + group + (1 ∣ animal)

where (1|animal) indicates a random effect constant, group is a categorical variable 

indicating which group the animal belonged to, and y is the activity during movements. 

The coefficient of group was tested against 0.

For the comparison of behavior performance between the hM4Di and mCherry groups 

(Figures 5F, 5G, and S5D), or between the ablation and control groups (Figures 6E, 6F, and 

S7G), or between the eOPN3 and mCherry groups (Figures 6H, 6I, and S7K), or between 

the agonist and saline groups in naive mice (Figure 6J):

y ∼ 1 + group + (1 ∣ session)

where (1|session) indicates a random effect constant, group is a categorical variable 

indicating which group the animal belonged to, and y is behavioral measurement. The 

coefficient of group was tested against 0.

For the comparison of activity during movements and behavior performance between 

pharmacological manipulation and control sessions (Figures 7D, 7E, 7I, 7J, 7N, 7O, 7S, 

7T, 8C, 8D, 8H, 8I, S8I, and S8J):

y ∼ 1 + drug + (1 ∣ animal) + (drug − 1 ∣ animal)

where (1|animal) and (drug – 1|aniamal) indicate a random effect constant and a random 

effect slope term for each animal, drug is a categorical variable indicating whether the 

session was the manipulation or control session, and y is the activity during movements or 

behavioral measurement. The coefficient of drug was tested against 0.

Supplementary Material

Refer to Web version on PubMed Central for supplementary material.
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Highlights

• Global and subtype-specific modulation of IN activity during motor learning

• VIP-INs (SOM-INs) show strong (weak) activation in the initial learning 

phase

• Global modulation of the cholinergic inputs across cortical regions during 

learning

• Perturbation of the cholinergic system alters IN activity and impairs learning
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Figure 1. Motor learning task
(A) Experimental setup and task structure. ITI: inter-trial interval.

(B) Fraction of rewarded trials increases with learning (p < 0.0001, mixed-effects model, n = 

40 mice from session 1 to 21, n = 17 mice for session 22, mean ± SEM). Gray dashed lines 

indicate the naive (session 1-2), early (session 3-8), middle (session 9-16), and late (session 

17-22) stages.

(C) Example lever trajectories in rewarded trials from one mouse. Grey lines represent 

trajectories from randomly selected 10 trials and black lines represent their average. Red 

dashed line indicates the movement onset.

(D) Correlation matrix of the lever trajectories in individual trials. Each square represents 

the median of trial-by-trial correlation coefficients of rewarded lever-press movements 

within or across sessions, averaged across animals.

(E) Trial-by-trial correlations of the lever trajectories within each session and across adjacent 

sessions increase with training (p < 0.0001 for both comparisons, mixed-effects model, 

mean ± SEM). These comparisons correspond to the diagonals indicated by the black and 

gray arrows in (D). See also Figure S1.
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Figure 2. Cortex-wide, subtype-specific modulation of IN activity during motor learning revealed 
by cell type-specific wide-field calcium imaging
(A) Left, experimental setup. Right: an example field of view of wide-field calcium 

imaging.Scale bar, 1 mm.

(B) Activity of VIP-, SOM- and PV-INs aligned to the movement onset from example 

cortical regions, averaged across animals (n (VIP) = 11 mice, n (SOM) = 12 mice, n (PV) = 

11 mice, mean ± SEM). S1HL: primary somatosensory cortex hindlimb area.

(C) Activity of VIP-, SOM- and PV-INs during movements in individual cortical regions at 

each learning stage (indicated by colors), measured by mean Δf/f between 0 and +2 s relative 

to the movement onset (*p < 0.05, **p < 0.01, ***p < 0.001, ****p < 0.0001, mixed-effects 

model, corrected for multiple comparisons by false discovery rate, mean ± SEM). See also 

Figures S2, S3, and Movie S1.
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Figure 3. Contributions of various behavioral events to cortex-wide IN activity characterized by 
a generalized linear model
(A) Predictors in the generalized linear model. Binary behavioral events are time-shifted to 

account for potential lags between the events and neural activity.

(B-D) The true imaged activity and the activity predicted by the full model or individual 

behavioral events of each IN subtype in r-M1 as examples, aligned to the movement onset 

and averaged across animals (n (VIP) = 11 mice, n (SOM) = 11 mice, n (PV) = 11 mice, 

mean ± SEM). Note that the full model closely fit the activity profile.

(E) True or predicted activity during movements averaged across animals (mean ± SEM). N: 

naive, E: early, M: middle, L: late.
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(F) Contributions of behavioral events to learning-related changes of cortex-wide IN activity 

during movements, compared to the naive stage (mean ± SEM). Color code in (C)-(F) is the 

same as in (B).
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Figure 4. Subtype-specific modulation of the activity during movements of individual VIP- and 
SOM-INs in M1 during motor learning.
(A) Example fields of view of two-photon calcium imaging of VIP- and SOM-INs in the 

right M1. Scale bar, 100 μm.

(B) Activity of VIP-INs at each learning stage aligned to the movement onset (870 VIP-INs 

from 7 mice). Each row represents the activity averaged across trials of individual neurons, 

sorted according to their activity level during movements within each stage.

(C) Activity of VIP-INs averaged across movements and neurons at each learning stage 

aligned to the movement onset (mean ± SEM).
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(D) Activity during movements averaged across VIP-INs at each learning stage (p < 0.0001, 

mixed-effects model, mean ± SEM).

(E) Distribution of changes in the activity level during movements across VIP-INs at the 

early, middle, and late stages compared to the naive stage (Early v.s. Naive: p < 0.0001, 

Middle v.s. Naive: p < 0.0001, Late v.s. Naive: p < 0.0001, mixed-effects model, corrected 

for multiple comparisons by false discovery rate).

(F) The fraction of VIP-INs with significant changes in the activity level during movements 

at the late stage compared to the naive stage.

(G)-(K) Same as (B)-(F) but for SOM-INs (533 SOM-INs from 10 mice). For (I), p = 

0.0007, mixed-effects model. For (J), Early v.s. Naive: p = 0.0011, Middle v.s. Naive: 

p = 0.0011, Late v.s. Naive: p = 0.0011, mixed-effects model, corrected for multiple 

comparisons by false discovery rate. The activity of SOM-INs during movements is weak at 

the naive stage and increases with further training. See also Figure S4.
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Figure 5. Inactivation of VIP-INs in naive animals increases SOM-IN activity and impairs motor 
learning
(A) Schematic of injections to selectively express hM4Di (or mCherry in controls) in 

VIP-INs and GCaMP6f in SOM-INs in the right M1. Scale bar, 100 μm.

(B) Activity of SOM-INs at the naive stage aligned to the movement onset (619 neurons 

from 11 animals in the mCherry group, 559 neurons from 11 animals in the hM4Di 

group). Each row represents the activity averaged across trials of individual neurons, sorted 

according to their activity level during movements.

(C) Averaged activity of SOM-INs in mCherry and hM4Di groups aligned to the movement 

onset (mean ± SEM).

(D) Activity during movements averaged across SOM-INs in mCherry and hM4Di groups (p 

= 0.0186, mixed-effects model, mean ± SEM).

(E) Distribution of the activity level of SOM-INs during movements in mCherry and hM4Di 

groups. Note the rightward shift of the hM4Di group compared to the mCherry group.

(F) Behavior performance of naive animals in mCherry and hM4Di groups in CNO sessions 

(mixed-effects model, n (hM4Di) = n (mCherry) = 11 mice, 2 sessions per animal, mean ± 

SEM). Circles represent behavioral measurements of individual sessions.

(G) Behavioral performance in the first 10 trials in the first session after the CNO sessions 

(mixed-effects model, 11 animals in each group). Circles represent behavioral measurements 

of individual animals. See also Figure S5.
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Figure 6. The basal forebrain cholinergic system is involved in motor learning
(A) Schematic of injections to selectively express axon-GCaMP6s in basal forebrain 

cholinergic neurons.

(B) Example fields of view of two-photon calcium imaging of basal forebrain cholinergic 

axons in the right M1, S1HL, and PPC. Scale bar, 20 μm.

(C) Traces show the activity of cholinergic axons at each learning stage aligned to the 

movement onset (n (Ml) = 7 mice, n (SIHL) = 6 mice, n (PPC) = 6 mice, mean ± SEM). 

Line plots show the averaged activity of cholinergic axons during movements at each 
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learning stage (p (M1) = 0.0016, p (S1HL) = 0.0059, p (PPC) = 0.0190, mixed-effects 

model, mean ± SEM). Gray lines represent individual animals.

(D) Schematic of injections to selectively ablate basal forebrain cholinergic neurons 

bilaterally through Caspase3 expression.

(E) Behavior performance of ablation and control groups (**p < 0.01, ***p < 0.001, ****p 

< 0.0001, mixed-effects model, n (Ablation) = 15 mice, n (Control) = 13 mice, mean 

± SEM). Gray dashed lines indicate the naive (session 1-2), early (session 3-8), middle 

(session 9-16), and late (session 17-22) stages.

(F) Trial-by-trial correlations of the lever trajectories within (left) and across (right) sessions 

(*p < 0.05, **p < 0.01, ***p < 0.001, mixed-effects model, mean ± SEM).

(G) Schematic of injections to selectively express eOPN3 or mCherry in basal forebrain 

cholinergic neurons bilaterally.

(H) Behavior performance of eOPN3 and mCherry groups (*p < 0.05, mixed-effects model, 

n (eOPN3) = 9 mice, n (mCherry) = 8 mice, mean ± SEM).

(I) Trial-by-trial correlations of the lever trajectories within (left) and across (right) sessions 

(*p < 0.05, **p < 0.01, ***p < 0.001, mixed-effects model, mean ± SEM).

(J) Naive mice receiving bilateral injections of AChR agonists (3 μM nicotine and 0.5 mM 

carbamoylcholine chloride) into M1 showed a higher fraction of rewarded trials than mice 

receiving saline injections (mixed-effects model, n (Ago.) = 5 mice, n (Sal.) = 5 mice, 2 

sessions per animal, mean ± SEM). Circles represent behavioral measurements of individual 

sessions. Sal.: saline, Ago.: agonists. See also Figures S6 and S7.
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Figure 7. Pharmacological inactivation of cholinergic signaling decreases VIP- and increases 
SOM-IN activity during movements in naive mice
(A) Schematic of the model for learning-related modulation in cortical circuits.

(B) Activity of VIP-INs in the right M1 at the naive stage aligned to the movement onset, 

with or without local applications of AChR antagonists (775 VIP-INs from 10 mice). Each 

row represents the activity averaged across trials of individual neurons, sorted according 

to their activity level during movements within each session. Ctrl.: control sessions, Ant.: 

manipulation sessions with AChR antagonists.
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(C) Activity of VIP-INs averaged across movements and neurons in control and 

manipulation sessions aligned to the movement onset (mean ± SEM).

(D) Activity during movements averaged across VIP-INs in control and manipulation 

sessions (p = 0.0024, mixed-effects model, mean ± SEM).

(E) Distribution of changes in the activity level of VIP-INs during movements in the 

manipulation session compared to the control session.

(F) Fraction of VIP-INs with significant changes in the activity level during movements in 

the manipulation session compared to the control session at the naive stage.

(G)-(K) Same as (B)-(F) but for SOM-INs (1128 SOM-INs from 11 mice). For (I), AChR 

antagonists increased the activity of SOM-INs during movements in naive animals, p = 

0.0062, mixed-effects model, mean ± SEM.

(L)-(P) Same as (B)-(F) but in naive animals with local applications of only nAChR 

antagonist in the right M1 (896 VIP-INs from 6 mice). For (N), nAChR antagonist 

significantly reduced the activity of VIP-INs in naive animals (p = 0.0031, mixed-effects 

model, mean ± SEM). Ctrl.: control sessions, nAnt.: manipulation sessions with nAChR 

antagonist.

(Q)-(U) Same as (B)-(F) but with mAChR antagonist (1066 VIP-INs from 7 mice). For 

(S), mAChR antagonist did not significantly decrease the mean activity of VIP-INs in naive 

animals (p = 0.2302, mixed-effects model, mean ± SEM). See also Figure S8.
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Figure 8. Pharmacological activation of cholinergic signaling increases VIP- and decreases SOM-
IN activity during movements in expert mice
(A) Activity of VIP-INs in the right M1 at the expert stage aligned to the movement onset, 

with or without local applications of AChR agonist (995 VIP-INs from 11 mice). Each 

row represents the activity averaged across trials of individual neurons, sorted according 

to their activity level during movements within each session. Ctrl.: control sessions, Ago.: 

manipulation sessions with AChR agonists.

(B) Activity of VIP-INs averaged across movements and neurons in control and 

manipulation sessions aligned to the movement onset (mean ± SEM).

(C) Activity during movements averaged across VIP-INs in control and manipulation 

sessions (p = 0.0063, mixed-effects model, mean ± SEM).

(D) Distribution of changes in the activity level of VIP-INs during movements in the 

manipulation session compared to the control session.

(E) Fraction of VIP-INs with significant changes in the activity level during movements in 

the manipulation session compared to the control session at the naive stage..

(F)-(J) Same as (A)-(E) but for SOM-INs (762 SOM-INs from 10 mice). For (H), AChR 

agonists decreased the activity of SOM-INs in expert animals (p = 0.0166, mixed-effects 

model, mean ± SEM). See also Figure S8.
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Key resources table

REAGENT or RESOURCE SOURCE IDENTIFIER

Antibodies

Chicken anti-GFP Aves Labs Cat#GFP-1020; RRID: AB_10000240

Goat anti-ChAT Millipore Cat#AB144P; RRID: AB_2079751

Rabbit anti-mCherry Abcam Cat#ab167453; RRID: AB_2571870

Donkey anti-chicken IgG (H+L), Alexa Fluor 488 Jackson Immuno Research Cat#703-545-155; RRID: AB_2340375

Donkey anti-goat IgG (H+L), Alexa Fluor 594 Jackson Immuno Research Cat#705-585-003; RRID: AB_2340432

Donkey anti-rabbit IgG (H+L), Alexa Fluor 594 Invitrogen Cat#A-21207; RRID: AB_141637

Bacterial and virus strains

AAV1-Syn-FLEX-GCaMP6f Chen et al., 2013 Addgene viral prep # 100833-AAV1; RRID: 
Addgene_100833

AAVDJ-hSyn-DIO-hM4Di-mCherry Krashes et al., 2011, 
Byungkook Lim

Addgene plasmid # 44362; RRID: Addgene_44362

AAV1-hSyn-DIO-mCherry Krashes et al., 2011 Addgene viral prep # 50459-AAV1; RRID: 
Addgene_50459

AAVDJ-EF1a-fDIO-GCaMP6f Sciolino et al., 2019, 
Byungkook Lim

Addgene plasmid # 128315; RRID: 
Addgene_128315

AAV5-hSyn-FLEX-axon-GCaMP6s Broussard et al., 2018 Addgene viral prep # 112010-AAV5; RRID: 
Addgene_112010

AAV1-EF1a-FLEX-taCaspase3 Yang et al., 2013, Upenn 
Vector Core

Addgene plasmid # 45580; RRID: Addgene_45580

AAVDJ-hSyn-SIO-eOPN3-mScarlet Mahn et al., 2021, 
Byungkook Lim

Addgene plasmid # 125713; RRID: 
Addgene_125713

Chemicals, peptides, and recombinant proteins

Clozapine N-oxide (CNO) Enzo Life Sciences Cat#BML-NS105-0025;

Mecamylamine Tocris Cat#2843

Atropine Sigma-Aldrich Cat#A0132

Nicotine Sigma-Aldrich Cat#SML1236

Carbamoylcholine chloride Sigma-Aldrich Cat#C4382

Deposited data

Analyzed data This paper DOI: 10.17632/tcnk38zkyz.1

Experimental models: Organisms/strains

Mouse: PV-Cre: B6.129P2-Pvalbtm1(cre)Arbr/JSOM-Cre 
[JAX:013044],

The Jackson Laboratory RRID: IMSR_JAX:017320

Mouse: SOM-Cre: Ssttm2.1(cre)Zjh/J The Jackson Laboratory RRID: IMSR_JAX:013044

Mouse: VIP-Cre, Viptm1(cre)Zjh/J The Jackson Laboratory RRID: IMSR_JAX:010908

Mouse: SOM-Flp: Ssttm3.1(flpo)Zjh/J The Jackson Laboratory RRID: IMSR_JAX:028579

Mouse: Ai95: B6;129S-
Gt(ROSA)26Sortm95.1(CAG-GCaMP6f)Hze/J

The Jackson Laboratory RRID: IMSR_JAX:024105

Mouse: ChAT-Cre: B6;129S6-Chattm2(cre)Lowl/J The Jackson Laboratory RRID: IMSR_JAX:006410

Software and algorithms

MATLAB MathWorks RRID: SCR_001622
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REAGENT or RESOURCE SOURCE IDENTIFIER

Fiji Schindelin et al., 2012 RRID: SCR_002285

LabView National Instruments RRID: SCR_014325

Bpod Sanworks https://sites.google.com/site/bpoddocumentation/
home?authuser=0

Arduino IDE Arduino https://www.arduino.cc/en/software

HCImage Live Hamamatsu RRID: SCR_015041

ScanImage Vidrio Technologies RRID: SCR_014307

IC Capture The Imaging Source RRID: SCR_016047

Zen Zeiss RRID: SCR_013672

JADER Cardoso, 1999 https://www.mathworks.com/matlabcentral/
mlc-downloads/downloads/submissions/67527/
versions/3/previews/jadeR.m/index.html

ridgeMML Karabatsos, 2018; Musall 
et al., 2019

http://churchlandlab.labsites.cshl.edu/code

Custom MATLAB code This paper https://github.com/CRen2333/
InhibitoryNeuron_LeverPress.git

Other

Axio Zoom. V16 Zeiss https://www.zeiss.com/microscopy/int/products/
stereo-zoom-microscopes/axio-zoom-v16.html

Illuminator HXP 200C Zeiss 435716-0000-000

ORCA-Flash4.0 V2 Hamamatsu https://www.hamamatsu.com/us/en/product/
cameras/cmos-cameras.html

Movable objective microscope (MOM) Sutter Instrument RRID: SCR_018860

B-Scope Thorlabs https://www.thorlabs.com/thorproduct.cfm?
partnumber=B-SCOPE

Ti:Sapphire laser (Mai Tai HP) Newport MTEV HP1040S

Monochrome industrial camera The Imaging Source DMK 23U618

TV lens (35mm f/1.7) Fujian https://www.amazon.com/Fujian-Mount-Camera-
Adapter-bundle/dp/B075RZT7P8

Green laser 532 nm Shanghai Laser & Optics 
Century

GL532T3

Arduino Arduino https://www.arduino.cc/
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