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Abstract. We discuss two techniques based on mixed-layer scaling for estimating trace gas surface emission fluxes from aircraft using instruments that do not have sufficient frequency response for direct eddy correlation measurements. The first is the mixed-layer gradient technique, which requires accurate measurements of mean concentrations at several heights in the clear convective planetary boundary layer (CBL) to resolve gradients from even strong surface sources of short-lived trace gases. The flux-gradient relationship is obtained from large-eddy numerical simulations of the CBL. We show that this technique is limited to trace gases with lifetimes of about a day or less. An example is dimethylsulfide (DMS), which is emitted from the ocean and has a lifetime of about a day. Surface DMS flux was estimated from data collected from the NASA P-3B research aircraft during the Pacific Exploratory Mission-Tropics (PEM-Tropics) flight 7 (August 24, 1996), when the aircraft flew a sequence of constant altitude circles about 50 km in diameter at different heights in and above the boundary layer, following the boundary layer air trajectory. The flight took place between 0530 and 1330 local solar time, providing a good opportunity to observe diurnal changes within a Lagrangian framework under nearly clear-sky conditions. The resulting DMS flux of 2.5 ± 0.8 pptv m s⁻¹ (6.1 ± 1.9) x 10¹³ molecules m⁻² s⁻¹, or 8.8±2.8 μmols m⁻² d⁻¹) is on the high end of previous measurements in this milieu. The second technique is the mixed-layer variance technique, which uses measurements of the variance at several heights in the CBL to estimate the surface flux. A major problem with the variance technique is accounting for the contribution of mesoscale variability to the measured variance. Several sources of mesoscale variability were identified: clusters of small cumulus clouds rising through the top of the boundary layer, mesoscale variations in the horizontal wind leading to inaccurate tracking of the air mass and, to a lesser extent, the presence of horizontal roll vortices in some areas of the boundary layer. We show that the variance technique should be applicable to estimating surface fluxes of short-lived trace gases in cumulus-free boundary layers that are horizontally uniform, if sample-collection times of about 10 s or less are used. We also show that it may be possible to utilize mesoscale variance measurements to estimate surface fluxes and lifetimes of species which have lifetimes of perhaps a week or more.

1. Introduction

Dimethyl sulfide (DMS), produced by phytoplankton, is the dominant sulfur species emitted from the oceans [e.g., Bates et al., 1992]. Its oxidation product, particulate sulfate, is believed to be the primary source of cloud condensation nuclei (CCN) in the remote marine atmosphere. The potential link between DMS and CCN in the marine troposphere was postulated by Charlson et al. [1987] as a possible negative feedback for control of global warming. This hypothesis has generated much interest in the measurement of DMS.
However, due to low concentrations (<300 pptv) and irreversible adsorption of DMS in many analytical systems, the measurement of atmospheric DMS has been restricted to grab sampling techniques [Andreae and Andreae, 1988; Bates et al., 1990; Eisele and Berresheim, 1992; Berresheim et al., 1993]. Typically, DMS is measured via sampling onto sorbents or cryogenically, then analyzed via gas chromatography with flame photometric, mass spectrometric, or electron capture detection [Bandy et al., 1992, 1993; Berresheim et al., 1993; Blomquist et al., 1996]. Loss of temporal resolution due to slow sampling (~5-15 min) and analysis time (~5-30 min) preclude the use of direct eddy correlation or variance techniques.

In the Pacific Exploratory Mission–Tropics (PEM–Tropics), DMS was sampled over 5 min intervals, which corresponds to a distance of about 30 km. Therefore we resort to estimating fluxes by using a mixed-layer model that relates fluxes at the surface and the top of the clear convective boundary layer (CBL) to the gradient in concentration throughout the CBL. Russell et al. [1998] have used the same technique for estimating DMS emission during the first Aerosol Characterization Experiment (ACE 1).

In addition to DMS, which has a lifetime of about a day, other photochemically reactive species with sources at the surface, but with lifetimes of 4 to 25 days, were measured in PEM–Tropics: bromoform (CHBr₃), methyl iodide (CH₃I), methyl nitrate (CH₃ONO₂), and ethyl nitrate (C₂H₅ONO₂). These species were measured from grab samples collected over a period of about 1 min every 5 min. We show that 1 min (6 km) is too long a collection time for estimating surface flux by variance that scales with the height of the boundary layer zₙ, which here was 570 m. Furthermore, 4 days may already be too long to obtain estimates of their lifetimes and surface fluxes from mixed-layer scaling with the PEM–Tropics data. Yet we observe significant variance in these species which gives unreasonably short lifetimes if mixed-layer variance scaling is applied. We show that this is likely due to mesoscale variability, which is linked to surface flux and to the species lifetime through entrainment processes. Thus we hypothesize that estimates of surface flux and species lifetimes can be obtained from mixed-layer variance on the mesoscale.

2. Flux Measurement by Mixed-Layer Scaling Techniques

2.1 Mixed-Layer Gradient Technique

The top-down/bottom-up (TD-BU) mixed-layer gradient technique was first proposed by Wyngaard and Brost [1984]. The technique relates mixed layer gradients and variances of scalars to fluxes at the surface (surface emission or deposition) and at the top of the CBL (entrainment). Moeng and Wyngaard [1984, 1989] further refined the formulations using large-eddy numerical simulations (LES) of the CBL. The first applications of this to flux measurements as well as limitations and conditions under which the TD-BU technique can be used were reported by Davis [1992] and Davis et al. [1994]. They obtained flux measurements of non-methane hydrocarbons from tethered balloon profiles in the Amazon and southeastern United States and also applied the technique to aircraft measurements to show that the LES-derived gradient functions were consistent with observations. The TD-BU technique is based on two hypotheses. The first is the concept of mixed-layer similarity. The mixed layer is that part of the CBL lying above the surface layer (typically the first few tens of meters above the surface where the fluxes can be considered constant) and below the turbulent entrainment layer that caps the CBL. The hypothesis argues that by scaling the mixed layer with zₙ, the convective velocity scale,

\[ w_* \equiv \left( \frac{g}{T} F_0 z_i \right)^{1/3}, \]

and surface and entrainment fluxes of scalars, we can obtain universal formulations for mean and turbulence variables as functions of normalized height zᵣ = z/zᵢ. In (1), g is the acceleration of gravity, T is temperature, and F₀ is the virtual temperature flux at the surface. The second hypothesis is that the transport of scalars from the top of the CBL down and from the bottom up are independent and each obeys a separate flux-gradient relationship. That is,

\[ \frac{\partial \phi}{\partial z} = -g_0 \frac{F_{S0}}{z_i w_*} - g_t(z_s) \frac{F_{St}}{z_i w_*}, \]

where g₀(zₛ) and g₁(zₛ) are the dimensionless bottom-up and top-down scalar gradient functions, and F₀ and Fₛ are the surface and entrainment fluxes, respectively, of a scalar S.

The measurements available from field studies are concentration differences rather than gradients. Therefore, to estimate fluxes, (2) must be integrated between two levels z₁ and z₂,

\[ S_2 - S_1 = -F_{S0} \frac{w_*}{z_i} \int_{z_1}^{z_2} g_0(z_s) dz_s - F_{St} \frac{w_*}{z_i} \int_{z_1}^{z_2} g_1(z_s) dz_s. \]

Since the right side of (3) contains two unknowns, F₀ and Fₛ, a minimum of three flight levels are required in order to estimate two differences.

Figure 1 shows the TD-BU gradient functions g₀(zₛ) and g₁(zₛ) for a buoyancy-driven CBL [Moeng and Wyngaard, 1984, 1989]. Various piecewise approximations have been used for integrating these functions. Here we integrate them directly from tabulated values (C.-H. Moeng, personal communication, 1998).

The TD-BU gradient relationships have been derived for conserved scalars. These relationships should also hold for nonconserved scalars whose characteristic diurnally averaged growth or decay time,
Figure 1. The dimensionless top-down and bottom-up gradient functions $g_t(z_*)$ and $g_b(z_*)$ from large-eddy simulations of a buoyancy-driven turbulent boundary layer.

$$
\tau_s \equiv [(1/S)D_s]^{-1}, \quad (4)
$$

is much slower than the characteristic turbulent mixing time [Lenschow, 1995],

$$
\tau_t \equiv z_i/w_*. \quad (5)
$$

Here $D_s$ is the diurnally averaged chemical rate of production or destruction of $S$ (roughly $1/3$ the midday growth/decay rate for photochemically reactive species). For flight 7, $z_i = 570$ m, $w_* = 0.58$ m s$^{-1}$, and thus $\tau_t = 17$ min. This is far shorter than the growth and decay times of the trace gases considered here, whose lifetimes are given in Table 1.

2.2. Mixed-Layer Variance Technique

Employing the TD-BU formulation, Moeng and Wyngaard [1984, 1989] also found from the LES results that the variance profile of a trace species generated by surface and entrainment fluxes that scale with $z_*$ is given by

$$
\sigma^2(z_*) = \left( \frac{F_{so}}{w_*} \right)^2 f_b + 2 \left( \frac{F_{so}F_{st}}{w_*^2} \right) f_M + \left( \frac{F_{st}}{w_*} \right)^2 f_t, \quad (6)
$$

where $f_b \simeq z_*^{-0.9}$, $f_t \simeq 3.1(1 - z_*)^{-3/2}$, and $f_M \simeq 1.5$ are the dimensionless bottom-up and top-down variance functions, and the TD-BU covariance function, respectively. For better accuracy, the values of the above functions can be read directly off the plots of LES results given by Moeng and Wyngaard [1989]. If the variances at any two levels of the sounding are known, then (6) can be solved for $F_{so}$ and $F_{st}$ by successive approximations or graphical methods.

The variance technique could be useful for evaluating fluxes for trace species whose gradients are too weak to be measured accurately and if the sampling time or sensor time constant is too long for a direct eddy-correlation approach, but short enough to resolve a significant fraction of the variance at the long-wavelength end of the power spectrum. The partial variance may then be related to the total variance by a scaling factor. If we can assume spectral similarity, then this scaling factor could be obtained from a reference scalar for which high-rate data are available. Using this approach, the variance technique could be applied to flask samples, if the sample collection time is short enough, and a sufficient number of samples is collected.

At first glance, it may seem that the variance technique is inherently more accurate than the gradient technique since variances can often be measured more accurately than mean differences and, disregarding other sources of error, the accuracy in the flux estimate is approximately equal to the accuracy in the variance estimate. However, a major problem is the difficulty in estimating the impact of mesoscale processes, as well as heterogeneity in the surface and CBL top on the production of variance.

3. Measurements

The data analyzed here were collected from the NASA P-3B research aircraft during PEM-Tropics flight 7. Davis et al. [this issue] and Considine et al. [this issue] give more details on the general conditions for this flight. On this day the aircraft flew constant altitude circles about 50 km in diameter (30 min duration) at different heights in the CBL in the vicinity of Christmas Island ($2^\circ$N, $157.5^\circ$E). The sequence of circles approximately follows the air mass trajectory in the CBL, which traveled to the WNW. The portion of the flight track within the CBL is plotted in Figure 2.

In addition to the standard meteorological measurements (air and dew point temperatures, static pressure, etc.) recorded at 1 s intervals (or 100 m spacing for a typical P-3B airspeed of 100 m s$^{-1}$), the Turbulent Air Table 1. Estimated Diurnally Averaged Lifetime of Photochemically Active Trace Species at the Equator Using Measured OH Concentrations, and Measured Normalized Standard Deviations and Mean Concentrations Measured With the NASA P-3B on Flight 7

<table>
<thead>
<tr>
<th>Species</th>
<th>Lifetime</th>
<th>$\frac{z_i}{S}$</th>
<th>$S$, pptv</th>
</tr>
</thead>
<tbody>
<tr>
<td>DMS</td>
<td>1</td>
<td>n/a</td>
<td>0.497</td>
</tr>
<tr>
<td>CH$_3$I</td>
<td>4</td>
<td>0.047</td>
<td>2.235</td>
</tr>
<tr>
<td>CHBr$_3$</td>
<td>13</td>
<td>0.054</td>
<td>31.64</td>
</tr>
<tr>
<td>CH$_3$ONO$_2$</td>
<td>26</td>
<td>0.045</td>
<td>11.305</td>
</tr>
<tr>
<td>C$_2$H$_5$ONO$_2$</td>
<td>11</td>
<td>0.047</td>
<td>521.4</td>
</tr>
<tr>
<td>CFC-12</td>
<td>$\infty$</td>
<td>0.0086</td>
<td>521.4</td>
</tr>
</tbody>
</table>

The standard deviation represents fluctuations collected from five or six samples over the flight leg with a sample collection time of 1 min (or 6 km distance, which is $10z_i$). The variances $\sigma^2$ were calculated after removing the diurnal variability, then normalized by the mean concentration at that level $S$.  

Motion Measurement System (TAMMS) recorded high-rate velocity, temperature, and humidity data at about 18 samples s$^{-1}$. The high-rate humidity data were obtained from a Lyman-alpha hygrometer. Because its calibration tends to drift with time, the data were normalized using a slower responding GE 1011 dew/frost point hygrometer. (The high-rate humidity data were recorded in units of g m$^{-3}$ (J. Barrick, personal communication, 1998), but the fluxes and variances here are converted to g kg$^{-1}$.) In the CBL on flight 7 the fast-response temperature probe frequently shorted out due to contamination by salt particles; thus the data were not suitable for flux and variance calculations in the CBL.

DMS and SO$_2$ were sampled over 5 min (30 km) intervals, whereas most other trace gas species concentrations considered here were estimated from grab samples collected over a 1 min (6 km) period roughly once every 5 min [Bandy et al., 1993; Blake et al. 1996].

4. Diurnal Variations

On flight 7 the CBL data were collected between 0530 and 1330 local solar time, during which the concentrations of DMS, SO$_2$, CHBr$_3$, and CH$_3$I underwent gradual changes, as shown in Figures 3 and 4. The squares, crosses, and asterisks mark data from circles in the boundary layer where $z_*=0.11,0.27,$ and 0.53, respectively. The low DMS and SO$_2$ concentrations represent data collected above the CBL. The DMS destruction and the SO$_2$ production rates nearly balance each other, producing little change in the total DMS + SO$_2$ concentration. The estimated net rates, represented by the slopes of the lines in Figures 3 and 4, are listed in Table 2. During the flight the sky was mostly clear, with some small scattered clouds above the CBL (see Figure 10).

To obtain changes in concentration as a function of $z_*$, all CBL data were normalized to the early morning values. Vertical gradients in DMS, SO$_2$, CHBr$_3$, CH$_3$I, CH$_3$ONO$_2$, and C$_2$H$_5$ONO$_2$ are shown in Figure 5. The error bars represent the 90% confidence limit using the Student's $t$ test. As can be seen, the expected errors tend to be large. They arise from horizontal variability coupled with limited sampling intervals. We shall limit surface flux calculations to DMS because only DMS shows a significant gradient near the surface that is well outside the range of the error bars.

5. DMS Surface Flux Estimates

5.1. Flux From Mixed-Layer Gradients

In this section we carry out the evaluation of DMS emission from the ocean. To do this, we first need to evaluate the convective velocity $w_*$. Since we were not able to estimate the surface buoyancy flux directly, we estimate $w_*$ by the following two techniques: (1) using the relation for the vertical velocity variance in the mixed layer [Lenschow et al., 1980],

$$\sigma_w^2(z_*) = 1.8z_*^{-2/3}(1 - 0.8z_*)^2 w_*^2. \quad (7)$$

From soundings, we estimate $z_i = 570$ m. For flight levels $z_* = 0.11, 0.27,$ and 0.53, which we denote as levels 1 to 3, we obtain $\sigma_w = 0.34, 0.39,$ and 0.35 m s$^{-1}$, which give $w_* = 0.58, 0.58,$ and 0.56 m s$^{-1}$. This
agrees well with the estimates of Considine et al. [this issue]. (2) Using the aerodynamic transfer technique [e.g., Lenschow, 1995] to estimate the surface temperature and humidity fluxes is the other means for estimating $w_*$. We assume a transfer coefficient for both of $1.3 \times 10^{-3}$, use the measured radiation sea surface temperature of 26.8°C, and estimates of the air temperature and humidity at the reference height for the aerodynamic transfer calculation of 299.1 K and 16.5 g kg$^{-1}$, respectively, to obtain $w_* = 0.72 \text{ m s}^{-1}$. However, primarily because of possible errors in the air and sea surface temperatures (J. Barrick, personal communica-

---

**Table 2.** Estimates of time changes in species concentration measured from the NASA P-3B during Flight 7

<table>
<thead>
<tr>
<th>Species</th>
<th>$t_0$, hours, solar time</th>
<th>$\frac{dC}{dt}$, pptv h$^{-1}$</th>
<th>$\frac{1}{2} \frac{dC}{dt}$, h$^{-1}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>DMS</td>
<td>8.75</td>
<td>-6.0</td>
<td>-0.10</td>
</tr>
<tr>
<td>SO$_2$</td>
<td>8.75</td>
<td>7.0</td>
<td>0.12</td>
</tr>
<tr>
<td>CHBr$_3$</td>
<td>8.50</td>
<td>-0.12</td>
<td>-0.06</td>
</tr>
<tr>
<td>CH$_3$I</td>
<td>10.0</td>
<td>-0.012</td>
<td>-0.025</td>
</tr>
</tbody>
</table>

Here $t_0$ is the starting time for the estimates.
tion, 1998), we consider technique 2 to be less accurate than technique 1 and use \( w = 0.58 \text{ m s}^{-1} \).

The measured concentration differences inserted into (3) are \( S_2 - S_1 = 4.5 \pm 1.8 \text{ parts per trillion by volume (pptv)} \) and \( S_3 - S_1 = 4.7 \pm 1.8 \text{ pptv} \), where the plus or minus values are the 90% confidence limits for the Student’s \( t \) test. Solving the above equations gives a small negative (downward) DMS flux at the CBL top \( (F_{st} = -0.3 \pm 1.3 \text{ pptv m s}^{-1}) \), which is insignificantly different from zero, and physically implausible, since the DMS concentration drops rapidly above the CBL top (Figure 3). Hence we calculate the DMS surface flux assuming that the DMS flux at the CBL top is zero. (Ignoring the negative \( F_{st} \) has a negligible effect on the surface flux estimate.) For the lowest two flight levels this gives \( F_0 = 2.6 \pm 1.0 \text{ pptv m s}^{-1} \) (\( 6.3 \pm 2.4 \times 10^{13} \text{ molecules m}^{-2} \text{ s}^{-1} \), or \( 9.1 \pm 3.5 \text{ mols m}^{-2} \text{ d}^{-1} \)). As before, the estimated errors represent the 90% confidence limit in the Student’s \( t \) test. Similarly, for flight levels 1 and 3: \( F_0 = 2.4 \pm 0.9 \text{ pptv m s}^{-1} \) (\( 5.9 \pm 2.2 \times 10^{13} \text{ molecules m}^{-2} \text{ s}^{-1} \), or \( 8.5 \pm 3.2 \text{ mols m}^{-2} \text{ d}^{-1} \)). Thus the average flux of DMS is \( 2.5 \pm 0.8 \text{ ppt m s}^{-1} \) (\( 6.1 \pm 1.9 \times 10^{13} \text{ molecules m}^{-2} \text{ s}^{-1} \)).

### 5.2. Comparisons With Previous DMS Flux Estimates

Davis et al. [this issue] used the measured mean DMS concentrations from flight 7 in a mass conservation model that included photochemical reactions and parameterized transport terms to estimate a surface flux of \( F_0 = 1.0 \pm 0.6 \text{ pptv m s}^{-1} \) (\( 2.3 \pm 1.4 \times 10^{13} \text{ molecules m}^{-2} \text{ s}^{-1} \)). We can also compare our results with the estimates from Bandy et al. [1996], who report \( F_0 = 1.5 \text{ pptv m s}^{-1} \) (\( 3.7 \times 10^{13} \text{ molecules m}^{-2} \text{ s}^{-1} \) or \( 5.3 \text{ mols m}^{-2} \text{ d}^{-1} \)) for the average surface DMS flux deduced from mean DMS measurements on the northeast end of Christmas Island at the top of a 20 m tower, 15 m from the ocean, during July and August 1994. The flux estimate was based on nighttime observations and column budgets (no advection of horizontal inhomogeneities), assuming an entrainment velocity at the CBL top of 5 mm s\(^{-1}\). The surface DMS flux estimates for 5 different days ranged from 0.9 to 1.8 pptv ms\(^{-1}\) (2.2 to \( 4.5 \times 10^{13} \text{ molecules m}^{-2} \text{ s}^{-1} \) or \( 3.2 \text{ to } 6.5 \text{ mols m}^{-2} \text{ d}^{-1} \)). In the Soviet-American Gas and Aerosol Experiment (SAGA 3) in the equatorial Pacific, Bates et
al. [1993] used DMS partial pressures in surface seawater and the overlying atmosphere, and wind speed measured aboard a ship, to derive an average DMS surface flux of 7.1 μmol m⁻² d⁻¹ (4.9x10¹³ molecules m⁻² s⁻¹, or 2.0 pptv m s⁻¹), with maximum values reaching 21.2 μmol m⁻² d⁻¹ (14.7x10¹³ molecules m⁻² s⁻¹, or 6.0 pptv m s⁻¹).

Compared to the other estimates of DMS surface flux, our average value of 2.5 ± 0.8 pptv m s⁻¹ for flight 7 is on the high side, but in view of the variability of the observed fluxes, it is not inconsistent with previous measurements.

During the daytime on flight 7 the DMS concentration in the CBL decreased at a rate of about 6 pptv h⁻¹ (144 pptv d⁻¹). This is at the low end of the Bandy et al. [1996] observations which for daytime hours are in the range of 143–393 pptv d⁻¹.

Assuming no diurnal variations in the surface flux, the expected increase in DMS in the CBL due to surface flux alone would be (2.5 pptv m s⁻¹ x 3600 s h⁻¹)/570 m = 16 pptv h⁻¹ (380 pptv d⁻¹). This value is significantly higher than the 95–216 pptv d⁻¹ increase that Bandy et al. [1996] estimated for nighttime conditions, who also estimated a DMS flux through the CBL top of 53–98 pptv d⁻¹.

On the basis of the data presented here, the upper limit for the daytime DMS chemical destruction rate (i.e., the rate at which DMS is being destroyed rather than the observed rate of concentration decrease), assuming zero flux at the boundary layer top, is 22 pptv h⁻¹ (530 pptv d⁻¹), whereas Bandy et al.’s [1996] data are in the 332–505 pptv d⁻¹ range. (These rates pertain to midday hours; the diurnally averaged rates are about 1/3 of the above values.)

### 6. Applications and Limitations of the Mixed-Layer Gradient Approach

The mixed-layer gradient approach works well for species with a lifetime of order 1 day such as DMS. However, as we show here, it is not applicable to species with lifetimes much greater than a day. To demonstrate this, we start with the budget equation for a reactive species with a lifetime of order 1 day such as DMS.

\[
\frac{dS}{dt} = -\frac{\partial F_s}{\partial z} - W \frac{\partial S}{\partial z} - D_s, \quad (8)
\]

where the mean vertical air velocity is related to the mean atmospheric subsidence sub(z) by the relation

\[
W(z) = -\int_0^z \text{sub}(z') dz'. \quad (9)
\]

We average a photochemically reactive species across the diurnal cycle and assume the diurnally averaged concentration is in steady state. Then integrating (8) across the CBL where \(\partial S/\partial x\) is small, and introducing (4) gives

\[
F_{s0} - F_{st} = \int_0^{z_i} D_s dz \equiv \frac{\langle S \rangle}{\tau_s} z_i, \quad (10)
\]

where \(\langle S \rangle\) is an average concentration through the entire CBL.

The error bars in Figure 5 place limits on the maximum gradients that can be measured near the surface. To estimate this minimum gradient, we assume negligible entrainment flux so that (10) reduces to

\[
F_{s0} \approx \frac{\langle S \rangle}{\tau_s} z_i. \quad (11)
\]

Therefore, with (4), (5), and (11), the relationship (3) can be expressed as

\[
(S_1 - S_2)/(S_1) \simeq (\tau_t/\tau_s) \int_{z_1}^{z_2} g_i(z)dz. \quad (12)
\]

For the present case, \(\tau_t = 17\) min, and the integral of the bottom-up gradient function \(g_i(z)\) between \(z_1 = 0.11\) and 0.53 is 1.14. For gases other than DMS the error bars in Figure 5 are at about ±3%, which when substituted for \((S_1 - S_2)/(S)\) gives \(\tau_z = 10\) hours. Thus, for the flight altitudes, sampling strategy, and meteorological and chemical environment that characterize flight 7, we would not expect to see surface gradients for gases whose lifetimes are much longer than 10 hours. (The 10 hours is conservative, since this assumes that the measurements in each flight circle are independent.) The lifetime for CH₃I is about 4 days, and for CH₃Br, CH₂ONO₂, and C₂H₅ONO₂ it is about 1–2 weeks, which explains why the mixed-layer gradients for these gases (shown in Figure 5) are not well-defined, although both CH₃I and CH₃Br show a significant decrease at the upper level compared to the two lower levels. These are the two species (besides DMS and SO₂) that also show a significant diurnal change. Their daytime decay rates (Table 2) indicate a diurnally averaged lifetime of 5 days for CH₃I and 2 days for CH₃Br, in contrast to the values predicted in Table 1 of about 4 and 13 days, respectively.

The \(\tau_z\) estimate is quite sensitive to the lowest measured value of \(z_*, \) since \(g_i(z_*)\) increases rapidly as \(z_* \to 0\) (Figure 1). For example, if the flight level were lower or the CBL top were higher so that the lowest \(z_* = 0.07\), instead of 0.11, then the integrated value of \(g_i(z_*)\), and consequently the maximum value of \(\tau_z\) that can be estimated, would be about 2 times larger.

We can extend our consideration of the concentration profile to levels above the CBL, since profiles even for species with lifetimes of the order of a day (e.g., DMS) indicate significant concentrations above the CBL. As discussed, for example, by Russell et al. [1998], entrainment can occur in both directions across the CBL top, due to both cloud and clear-air processes. In the presence of clouds this layer immediately above the CBL, which contains a mixture of CBL and free-tropospheric air, has been called the cloud layer [e.g., LeMone, 1980]. However, since this two-layer structure can also form in
the absence of clouds, following Russell et al., we call this layer the buffer layer (BuL). Integrating (8) from $z_i$ to a level $h_s$ where $S \to 0$,

$$F_{st} = \int_{z_i}^{h_s} \left( D_s + W \frac{\partial S}{\partial z} \right) dz.$$  (13)

Therefore, substituting (13) into (10),

$$F_s = \frac{(S)z_i}{\tau_s} + \int_{z_i}^{h_s} \left( \frac{S}{\tau_s} + W \frac{\partial S}{\partial z} \right) dz.  \quad (14)$$

Equation (14) can also be used to estimate the surface flux for a steady state species (averaged over the diurnal cycle) whose sole source is at the surface and whose destruction rate is proportional to the mean concentration without assuming negligible transport across the CBL top. The ratio of the second (mean motion) term to the first term in the integral term of (14) is $\overline{v_r H}$, where $\overline{v_r}$ is a characteristic mean vertical velocity of the layer over which we integrate, typically of order $10^{-3}$ m s$^{-1}$ in the tropical CBL [Fuelberg et al., this issue], and $H$ is an equivalent height defined by

$$H = (S)^{-1} \int_{z_i}^{h_s} S dz.  \quad (15)$$

A typical value for $H$ over the tropical ocean is of order $10^3$ m. Thus the contribution of the second term in the integral term of (14) is only significant (on about the 10% level) if $\tau_s$ is greater than about a day (and thus typically is marginally significant for DMS). If $\tau_s$ is less than about a day,

$$\tau_s F_{s0} = (S)z_i + \int_{z_i}^{h_s} S dz,$$  (16)

so that knowing the mean concentration profile and either the surface flux or the time constant, we can solve for the remaining unknown. Equation (16) (or (14) for cases when the mean motion term is significant) should be useful for species with considerably longer lifetimes than those for which (12) can be used.

Finally, we note that we can estimate the ratio of species lifetimes through the following approach. From (4) and (13), assuming negligible mean vertical velocity, we have

$$F_{st} = \tau_s^{-1} \int_{z_i}^{h_s} S dz.$$  (17)

As shown by Russell et al. [1998], we can also write

$$F_{st} = -w_{eb} \Delta S,$$  (18)

where $w_{eb}$ is the entrainment velocity of air from the CBL into the BuL and $\Delta S = S_{Bu} - (S)$ is a characteristic jump in $S$ across the CBL top. We can combine (17) and (18), carry out the same procedure for another species $R$ with a different reaction time $\tau_r$, and take the ratio of the two to obtain

$$\frac{\tau_s}{\tau_r} = \frac{\Delta R \int_{z_i}^{h_s} S dz}{\Delta S \int_{z_i}^{h_s} R dz}.  \quad (19)$$

As pointed out by Lenschow [1996], estimating the appropriate jump in species concentration to use in (18) is difficult, especially when the jump is small (as is the case for longer-lived species). However, taking the ratio of the two species means that we need only select the same measurement levels for both species to estimate the jump.

We can test the timescale ratio relationship (19) for DMS and CH$_3$I using the observed vertical profiles given by Davis et al. [this issue]. We find that selecting the upper level at $\sim$900 m, where a set of DMS measurements were obtained, the observations indicate a timescale ratio of CH$_3$I to DMS of about 5, which is in reasonable agreement with the predicted ratio (Table 1).

7. Variance Technique

In this section we discuss the mixed-layer variance technique for variance generated by surface and entrainment fluxes that scale with $z_i$, as has been studied by LES. The observations show, however, that variance exists at horizontal scales longer than $z_i$.

7.1. Scale-Dependent Contributions to Moisture Flux and Variance

During PEM-Tropics a number of trace species were averaged over a 1 min (6 km) sampling period, which for the present CBL correspond to a horizontal distance of 10$z_i$. The variance technique, on the other hand, depends on variance functions obtained via an LES model covering a 5$z_i$ by 5$z_i$ area [Moeng and Wyngaard, 1984]. Thus the current variance formulation applies only to fluxes and variances up to 5$z_i$ wavelengths. One approach we considered was to extend the variance technique to longer wavelengths by using a surrogate scalar with a large surface flux for which smaller-scale measurements were available. Here humidity was used, since it was sampled at about 18 s$^{-1}$ by the TAMMS. We can then try to calculate a scale factor that relates contributions to the humidity variance for wavelengths >10$z_i$ to contributions for wavelengths <5$z_i$.

Figure 6 shows the power spectra of humidity and vertical velocity fluctuations, and their cospectra for a 50 km (88$z_i$) diameter circle at $z_* = 0.11$. Here the longer wavelengths (i.e., >5 km) make significant contributions to the humidity variance (area under the power spectrum) but contribute very little to the vertical velocity variance and, consequently, little to the total humidity flux $F_q$ (area under the cospectrum). Here, and in other data not shown, the contribution from wavelengths >10$z_i$ to the total humidity flux is quite variable, so that no well-defined relationship can be established between humidity variance contributions for wavelengths >10$z_i$ and wavelengths <5$z_i$. 
Figure 6. Mesoscale contributions to power spectra (PSD) times frequency of specific humidity ($q, g^2 \text{ kg}^{-2}$), vertical velocity ($W, \text{ m}^2 \text{ s}^{-2}$), and their cospectra. The plots are based on high-rate data, collected at about 18 samples/s, during the first two circles at $z_*, = 0.11$. The diagonal line in the power spectra plots shows the $2/3$ slope, characteristic of turbulence in the inertial subrange. The two vertical lines on the q power spectra mark frequencies at $10z_*$ and $5z_*$. 
We conclude therefore that the 1 min (10z_l) averaging time for trace gas species is clearly too long to obtain a reliable scaling factor from the present high-rate humidity data to estimate surface flux from variance generated by eddies that scale with z_l. However, if the sampling time were reduced to 10 s, which is probably the shortest feasible sampling time for flask samples, then the samples would average over wavelengths up to 1 km, which here corresponds to 1.8z_l. This cutoff would allow measurement of variance at scales that include contributions by eddies that scale with the convective eddies driven by the surface buoyancy flux, so that there would be a much better chance for obtaining a reliable scaling factor relating the variance scaling with z_l to the flux.

---

**Figure 7.** The humidity variance (σ_q)^2 (g/kg)^2 and the correlation coefficient F_q/(σ_wσ_q) for wavelengths < 5.3z_l. Each data point represents the variance calculated from high-rate data during one constant-altitude circle. The data were collected from 0530 to 1330 local time (1536–2330 UTC). The highest variance value (0.125 at z_*= 0.53) comes from the first circle 0536–0602 local time.

---

**Figure 8.** Normalized top-down and bottom-up fluxes (F_T/w_ and F_B/w_ in g kg^-1) calculated from (6) using measured variances for wavelengths < 5.3z_l. The long-dashed, short-dashed, and solid lines represent altitudes z_*= 0.11, 0.27, and 0.53, respectively. Ideally, the curves should cross at one point, thus giving unique values for F_T/w_ and F_B/w_, but here this is not the case. For comparison, the direct eddy correlation technique gives F_T/w_ = 0.06 g kg^-1.

---

### 7.2. Applying the Variance Technique to the Short-Wavelength End of the Spectrum

When contributions at wavelengths longer than about 5z_l are excluded, the humidity fluxes and variances show consistent relationships from one circle to the next at a given altitude within the CBL, in agreement with the results of Mann and Lenschow [1994]. Figure 7 shows the humidity variance (σ_q)^2 and the correlation coefficient F_q/(σ_wσ_q) at different altitudes and times, where σ_w is the vertical velocity standard deviation. (We have used a cutoff wavelength of 5.3z_l instead of 5z_l for computational convenience.) The correlation coefficient here remains nearly constant, while the humidity variance and flux decrease somewhat with time. This suggests that it may be possible to apply the variance technique to the high-rate humidity fluctuations at the short wavelength end of the spectrum.

Averaged over three constant altitude circles at z_*= 0.11, 0.27, and 0.53, the humidity variances for wavelengths < 5.3z_l are 0.050, 0.061, and 0.107 (g/kg)^2 respectively. Figure 8 shows the relationship between normalized TD-BU humidity fluxes (F_T/w_ and F_B/w_) calculated from (6) using the above humidity variances together with variance functions from Moeng and Wyngaard [1989]. For z_*= 0.11 and 0.27, the curves intersect at about F_T/w_ = 0.08 g kg^-1 and F_B/w_ = 0.05 g kg^-1. The value for the surface flux F_B/w_ is close to what was obtained by eddy correlation, which was 0.06 g kg^-1. In contrast, the z_*= 0.53 curve intercepts the z_*= 0.11 curve at an unrealistically low value for sur-
face flux, and there is no intercept with the $z_* = 0.27$ curve.

To match the eddy correlation surface flux, the $z_* = 0.53$ curve would have to be lowered by about 20%. This could be accomplished by decreasing the variance by about 40%; however, such a decrease would be difficult to justify, considering that the variance during the three circles at $z_* = 0.53$ changes by considerably less than that: 0.126, 0.100, and 0.096 (g/kg)$^2$. An alternative approach would be to increase the top-down variance function $f_t$ by about 40%. While Moeng and Wyngaard's [1989] $f_t$ plot shows some increase in $f_t$ with decrease in grid size, it is highly unlikely that further decrease in grid size could increase $f_t$ by as much as 40%. A more likely possibility is that cumulus convection (discussed in section 9) has increased the variances predominantly in the upper part of the CBL, so that the Moeng and Wyngaard variance functions no longer apply at the $z_* = 0.53$ level.

Another possible contributing factor is the stability condition across the top of the CBL under which the LES variance functions were obtained. Recent LES results by Sorkjan [1996] show that the shape of the humidity variance profile is sensitive to the potential temperature structure above the CBL. The sounding used for the Moeng and Wyngaard [1989] simulations had a virtual potential temperature increase across the inversion of 8 K, while for the case here, there is no discernible temperature jump across the CBL top, and a nearly wet adiabatic lapse rate above it. This is fairly typical of tropical marine CBLs. Thus, for flight 7, it would be desirable to use LES variance and gradient functions calculated for much less stable soundings than considered by Moeng and Wyngaard.

7.3. Species Lifetimes and Variance Estimates of Fluxes

The measured variances include not only contributions from actual atmospheric fluctuations of trace gas concentrations, but also contributions from errors in measurement. We can estimate the variance contribution from measurement errors by considering the measured variance for inert gases emitted into the atmosphere far from the measurement area and over an extended period of time. In that case, the variance is due solely to measurement errors. One of the trace gas species measured over 1 min intervals [Blake et al., 1996] was an inert species, CFC-12, for which $\sigma_t^t/(S) = 0.0086$.

Using the same approach that we used for the estimate of $(S_1 - S_2)/(S)$ from the gradient technique (12), we again assume a steady state concentration, where the increase in a trace gas concentration from surface flux is balanced by chemical destruction, and negligible entrainment flux. The scalar budget equation (8) then becomes $F_{s0} = D_s/z_0$, so that (6) reduces to

$$\frac{\sigma_s}{\langle S \rangle} \approx \frac{\tau_t}{\tau_s} f_t^{0.5}.$$  \hspace{1cm} (20)

At $z_* = 0.11$, $f_t^{0.5} = 2.7$, and if the variance from measurement errors for a nonconserved species is the same as for CFC-12, (20) gives a chemical lifetime of $\tau_s = 3.7$ days for the conditions of flight 7. That is, it would not be possible, in general, to estimate the surface emission flux using fluctuations generated directly by eddies that scale with $z_1$ for a trace species with a lifetime longer than about 4 days for the conditions of this flight. This excludes, for example, CHBr$_3$, CH$_3$ONO$_2$, and C$_2$H$_5$ONO$_2$ (Table 1), and makes evaluation of the surface flux of CH$_3$I a borderline procedure.

On the other hand, the normalized standard deviations (given in parentheses) for CHBr$_3$ (0.054), CH$_3$ONO$_2$ (0.045), C$_2$H$_5$ONO$_2$ (0.047), and CH$_3$I (0.047) are much larger than for CFC-12, and the lifetimes calculated from these variances are considerably shorter than current theoretical estimates of their chemical lifetimes, which are 10-25 days for CHBr$_3$, CH$_3$ONO$_2$, and C$_2$H$_5$ONO$_2$, and 4 days for CH$_3$I (Table 1). In other words, the variances measured for these species on the mesoscale are much larger than the $z_1$-scaled variance predicted by mixed-layer similarity. The reason is that the mesoscale contributions to the variance involve processes that occur at much longer temporal and spatial scales than the variance due to emission from a horizontally homogeneous surface. Variability at these scales is generated by, for example, transport of CBL air into the BuL by sporadic events such as cumulus convection or Kelvin-Helmholtz instabilities across the CBL top. This is followed by differential horizontal advection and intermittent localized turbulence diffusion in the BuL, which has a much longer time scale than mixed-layer turbulence. That is, the redistribution process in the BuL is much slower than in the CBL, so that both horizontal and vertical variations can persist for much longer times than in the CBL.

Concentrations of these photochemically reactive trace species in the BuL decrease with time after they are injected into the BuL, and are not replenished as rapidly as in the CBL where the ocean-emitted gases are efficiently mixed throughout on a timescale of a few tens of minutes. Thus the concentration difference between the CBL and the BuL increases at a rate proportional to the reaction timescale. Finally, intermittent horizontally heterogeneous entrainment events (likely, for the most part, to be the same events that transport CBL air into the BuL) transport BuL air back into the CBL. As a result, variance is generated on the scale of these mesoscale events that is proportional to the difference in concentration between the CBL and the BuL.
8. Relationships Among Mesoscale Variance, Entrainment and Surface Flux

Here we consider a simple model to show how variance in the CBL is generated by mesoscale processes, which for reactive species emitted at the surface, can be related to surface flux. We consider a simple CBL of mean concentration \( \langle S \rangle \) capped by a BuL of thickness \( h \) and mean concentration \( S_{Bu} \). We assume both are in steady state, and define entrainment velocities \( w_{ea} \) entraining BuL air into the CBL and \( w_{eb} \) entraining CBL air into the BuL. For this analysis we assume diurnal averaging, so that the relevant chemical reaction rate is denoted by \( \tau_s \). Integrating the scalar budget equation (8) across the CBL, assuming horizontal homogeneity and negligible mean motion gives

\[
\frac{F_{so}}{z_i} + \frac{w_{ea}(S_{Bu} - \langle S \rangle)}{z_i} - \frac{\langle S \rangle}{\tau_s} = 0, \tag{21}
\]

and integrating across the BuL gives

\[
\frac{w_{eb}}{h} \left( \langle S \rangle - S_{Bu} \right) - \frac{S_{Bu}}{\tau_s} = 0. \tag{22}
\]

Equation (22) can be solved for the jump across the CBL top \( \Delta S = S_{Bu} - \langle S \rangle \),

\[
\Delta S = -\langle S \rangle \left( \frac{1}{1 + \tau_s w_{eb}/h} \right). \tag{23}
\]

This relation between the jump and the species lifetime provides a basis for the concentration differences assumed in obtaining (23).

We assume that the variance measured by the grab samples, which is obtained from an average over a 6 km collection distance, is generated solely by mesoscale variability; that is, that fluctuations in species concentration that are generated by surface emission are transported throughout the CBL by eddies that scale with \( z_i \), and thus do not contribute significantly to variance at scales \( \gg z_i \). In the case of entrainment, we consider two sources of fluctuations. One is fluctuations generated by turbulent eddies in the CBL resulting from shear and buoyancy flux. These eddies again scale with \( z_i \) and penetrate far enough into the capping inversion that they bring down air from the BuL into the CBL. This part of the entrainment flux still scales with \( z_i \) [e.g., Moeng and Wyngaard 1989]. The other part is generation of fluctuations by mesoscale processes such as cloud-related entrainment and horizontal variations in stability within the BuL and between the BuL and the CBL. The variance generated by these processes is at distinctly longer horizontal scales than that generated by turbulence that scales with the CBL depth. Furthermore, in contrast to the turbulent eddies generated by buoyancy and shear, these events can also transport CBL air into the BuL. However, we argue that the variance generated by these longer-scale processes should still obey the same scaling behavior as the \( z_i \)-scaled processes considered in (6), although likely with a different (larger-valued) variance function. The basis for this is that they generate concentration differences in the CBL in the same way as smaller-scale turbulence, but since the variance is at longer horizontal scales it will persist for longer time periods (and thus be mixed more thoroughly throughout the CBL before being dissipated) than at CBL scales.

Thus, from (6), the mesoscale standard deviation generated by flux due to entrainment on the mesoscale is

\[
\hat{\sigma}_s = \frac{F_{st}}{w_s \varphi_t^{1/2}}, \tag{24}
\]

where \( \varphi_t \) is the top-down variance function (analogous to \( f_t \) for CBL-scale turbulence) applicable to these larger scales and \( F_{st} = -\bar{w}_{ea} \Delta S \) is the mesoscale entrainment flux. From (23) and (24) the normalized CBL standard deviation becomes

\[
\frac{\hat{\sigma}_s}{\langle S \rangle} = \frac{\bar{w}_{ea}}{w_s} \left( \frac{1}{1 + \tau_s w_{eb}/h} \right) \varphi_t^{1/2}. \tag{25}
\]

If we consider two reactive species, \( R \) and \( S \), we can calculate the ratio of their normalized standard deviations using (25),

\[
\frac{\hat{\sigma}_s(R)}{\langle S \rangle} = \frac{\tau_s + h/w_{eb}}{\tau_s + h/w_{eb}}. \tag{26}
\]

Typical values of the variables are \( h \approx 1000 \) m and \( w_{eb} \approx 10^{-2} \) m s\(^{-1} \), so that \( h/w_{eb} \approx 10^5 \). Thus we can expect to see differences in the mesoscale variance generated by differences in reaction times of up to several days. Therefore, if we measure the normalized standard deviations of two species, know the lifetime of one species, and can estimate \( h/w_{eb} \), we can estimate the lifetime of the other species. Alternatively, we can use (25) to solve for the ratio of the reaction time scales,

\[
\frac{\tau_r}{\tau_s} = \frac{\varphi_t^{1/2} \bar{w}_{ea}}{w_s} \left( \frac{\hat{\sigma}_r}{\langle R \rangle} \right)^{-1} - 1 \tag{27}
\]

where both \( \varphi_t^{1/2} \bar{w}_{ea} \left( \frac{\hat{\sigma}_r}{\langle R \rangle} \right)^{-1} \) and \( \varphi_t^{1/2} \bar{w}_{ea} \left( \frac{\hat{\sigma}_s}{\langle S \rangle} \right)^{-1} \) > 1. In this form, however, we need to know \( w_s, \bar{w}_{ea} \), and the variance function \( \varphi_t \). This is, in some sense, analogous to the arguments used by, for example, Colman et al. [1998] to estimate atmospheric residence times of the order of a year for nonconserved species using species variability measured throughout the troposphere on intercontinental scales.

Similarly, from (21) and (24), if the species lifetime is known, the species surface flux can be estimated as

\[
F_{so} = \frac{z_i}{\tau_s} (\langle S \rangle) + w_s \hat{\sigma}_s \varphi_t^{1/2}. \tag{28}
\]
Therefore, from (28), the ratio of surface fluxes for two species is

\[ \frac{F_{r0}}{F_{s0}} = \left( \frac{(R)_{r\tau}}{(S)_{r\tau}} \right) \left( \frac{1 + u_{s1}z^{-1/2}_{s\varphi} \tau_{s\varphi} / (R)}{1 + u_{r1}z^{-1/2}_{r\varphi} \tau_{r\varphi} / (S)} \right). \]  

(29)

A typical value for the factor multiplying the product of the reaction time and the normalized standard deviation is \( w_{z1} \varphi_t^{-1/2} \sim 10^{-3} \) s\(^{-1}\). Furthermore, \( \delta_s/(S) \sim 0.05 \), so that for reaction times greater than about a day,

\[ \frac{F_{r0}}{F_{s0}} \sim \frac{\tau_s \delta_r}{\tau_r \delta_s}. \]  

(30)

Table 1 shows normalized standard deviations for several species measured via the 1-min sample collection. Before computing the standard deviations, a linear trend in time was removed. Variances were computed for each circle within the CBL, which consisted of 5 or 6 samples per circle. The standard deviations in Table 1 were obtained from variances averaged over all circles. The results indicate that there is little variation in standard deviation from one species to another despite the estimated factor of six difference in species lifetimes indicated in Table 1. This could be due to either all the species lifetimes \( \ll h/w_{sb} \) or that the actual species lifetimes are similar (i.e., the actual lifetimes differ from the theoretical estimates). The measured standard deviation for CFC-12, which is essentially a conserved species, is about a factor of 5 smaller than for the reactive species, which indicates that the accuracy of the measured differences is sufficient to resolve real fluctuations in the reactive species listed in Table 1.

9. Sources of Mesoscale Variability

The large-scale variations in humidity can, in part, be attributed to drift in the Lyman-alpha humidity probe. However, similar large-scale variations can also be seen in the more steady, slow-rate (1 s) specific humidity data derived from dew point temperature.

Figure 9 shows 1 s values of specific humidity, potential temperature, and sea surface temperature during the first and last circle at \( z_s = 0.53 \). We see variations in humidity on scales \( 10z_t \) to \( 100z_t \) (1 to 10 min). The humidity variations cannot be attributed to variations in sea surface temperature because it changes much more gradually. The variations in potential temperature and humidity tend to be inversely correlated. Since the sea surface was warmer than the overlying air, this suggests horizontal variability in the entrainment flux. This has been observed previously in a marine CBL (Q. Wang, et al., Characteristics of the marine boundary layers during two Lagrangian measurement

---

Figure 9. Variations in specific humidity (\( q \)), potential temperature (\( \text{THETA} \)), and surface temperature (\( T_s \)). These are 1 s data, collected 5.7 hours apart at \( z_s = 0.53 \). One minute = 6 km \( \approx 10z_t \).
We note that over the 5.7 hour time between the two circulations, both the potential temperature and the sea surface temperature have increased by about 0.7 °C, but the specific humidity remains nearly the same, which suggests a near balance between the humidity gained due to evaporation from the sea surface and lost due to entrainment.

9.1. Cumulus Convection

A few small clouds above the CBL were noted by observers on the aircraft, and they are evident as dips in the ultraviolet (UV) radiation recorded by the upward pointing radiometer while the aircraft was circling in the CBL (Figure 10). To see if these clouds were advected, inactive cloud patches or small cumulus clouds (Cu) rising from the CBL, we look at humidity fluxes during the various constant altitude circles and semicircles within and above the CBL (Figure 11). To avoid mesoscale variations, the fluxes here represent wavelength <5.3zi. For circles at ze < 1 the fluxes are measured over the entire circle; for ze > 1 the airplane alternated between two levels, with 5 min at each level around the circle so that the total sampling period is less than half the 30 min period available for circles ze < 1.

The humidity fluxes for circles nearest the surface (ze = 0.11) remain essentially constant during all three circles over a 6 hour period; at ze = 0.27 and 0.53 they increase somewhat over time, but there are no well-defined changes with altitude indicative of significant flux convergence/divergence within the CBL. This is consistent with the nearly constant humidity in the CBL observed during the experiment (Figure 9). In contrast, above the boundary layer top, at ze = 1.1, 1.33, and 1.6, the humidity fluxes are highly variable among runs at the same level, and the up and downward pointing UV radiometers indicate that the highest positive and negative fluxes are in regions with the most clouds.

Figure 12 shows data from a flight segment passing through a cloud at ze = 1.1, where the upward pointing radiometer (UVZ) records a drop in UV radiation from above, while the downward pointing radiometer (UVN) shows an increase in UV radiation from below. Increases in radiation from below but with no changes in radiation from above, indicate that there are smaller clouds below the flight level. The expanded portion of the cloud penetration in Figure 12 shows that the high humidity regions associated with the cloud are, for the most part, in negatively buoyant downdrafts, which suggests that we are observing the dissipating stages of a small Cu.

The last plot in Figure 12 shows the potential temperature profile from a nearby aircraft sounding. Since this is a slantwise sounding, the small oscillations in potential temperature are likely due to horizontal variations. While the CBL is well-mixed, it is not capped by an inversion. Instead, it is topped by a BuL [Russell et al., 1998] or cloud layer [e.g., LeMone, 1980], which here has a nearly wet-adiabatic lapse rate. Since there is no discernible temperature jump at the CBL top, large eddies carrying warmer, moister portions of the CBL air may easily rise into the BuL thus forming Cu clouds.

The UV radiometer data show that the small Cu are not randomly distributed, but appear in clusters with stretches of clear air in between (Figure 10). Over time, this type of nonuniform convection and the associated entrainment through the CBL top could produce mesoscale variations not only in the CBL humidity, but also in trace gases. Since the extent of these variations depends on the concentration differences across the CBL top, the resulting power spectrum for fluctuations in trace gas concentrations need not have the same shape as the power spectrum for humidity fluctuations.

9.2. Roll Organization

Horizontal roll vortices along the wind direction are often observed in CBLs [e.g., Etling and Brown, 1993]. To see if roll organization exists in this CBL, we examine cross-wind and along-wind portions of the constant altitude circles.

Figure 13 shows the vertical velocity power spectra in nearly cross-wind and nearly along-wind portions of the circle, at ze = 0.53. The spectral peak is well defined in the cross-wind segments, whereas in the segments along the wind direction the peak spreads over a wide range of scales. The total variance is lower in the along-wind segments than in the cross-wind segments.

The time series of vertical velocity traces shown on the bottom of Figure 13 correspond to the power spectra directly above them. In the cross-wind segments the spacing between updrafts is somewhat variable, usually around 2zi or 3zi, which is compatible with roll organization (zi = 570 m, and each 10 s subdivision corresponds to about 1 km). The vertical velocities from the flight segment nearly along the wind direction suggest the presence of turbulent rolls intercepted at a wide angle.

Similar power spectra from cross-wind and along-wind portions of the flight are seen in data from other circles, but not consistently in every cross- or along-wind portion of the circle, which indicates that the roll organization is intermittent. While over a circular path the effects of roll organization tend to average out, intermittent roll organization could introduce some uncertainty in our scaling factor for relating the long and the short wavelength ends of the power spectrum.

9.3. Mesoscale Variations in the Horizontal Wind: How Well Did We Track the Air Mass?

Figure 14 shows TAMMS high-rate east and north wind components during two clockwise circles, 5 hours
Figure 10. Distribution of clouds above the boundary layer as inferred from dips in UV radiation measured by the upward pointing radiometer. These data are from two clockwise circles in the boundary layer at 0905–0935 and 1224–1254 local time.

Figure 11. Humidity flux from wavelengths <5.3z_i measured within and above the boundary layer. The highest fluxes above the boundary layer are associated with large patches of clouds.
40 min apart, at $z_*=0.27$. Here and in other constant altitude circles (not shown), the wind at the northern end of the circle is persistently 2-3 m s$^{-1}$ stronger than at the southern end, and there are variations on smaller scales as well. These variations can be expected to introduce variability in the air trajectories along the flight track, and thus the observed mesoscale variations may, in part, reflect different past histories of the air sampled.

The positions of the circles were adjusted to follow the air mass trajectory using the Flight Management System wind velocity, which has a relatively slow response time. The TAMMS high-rate velocities, processed after the flight, are expected to be more accurate. The lower plot in Figure 14 shows the flight tracks (solid lines) during the two circles. The dashed line shows the approximate position of the first circle 5 hours 40 min later, assuming it is traveling with the wind observed during the first circle. The circle has been stretched,
Figure 13. Some evidence of roll organization: vertical velocity power spectra from the (left) cross-wind and (right) nearly along-wind flight directions for 3 min (18 km) flight segments during circles at $z_a = 0.53$. Below are time series of vertical velocity traces for the power spectra directly above. The diagonal line in the power spectra plots shows the 2/3 slope, characteristic of turbulence in the inertial subrange.
and it is about 70 km NE of the actual 2224:00-2254:00 UT flight track.

The above illustrates the difficulties of following an air mass in the presence of variable and/or inaccurately measured horizontal wind. A ±1 m s⁻¹ error in the mean wind velocity will produce a ±22 km error in position 6 hours later.

10. Optimal Flux Measurement Strategies

In this section we outline the procedures necessary to optimize measurement strategies in order to estimate surface fluxes of trace species by both the mixed-layer gradient and the variance techniques.

10.1. Using the Gradient Technique

As pointed out earlier, the accuracy of flux measurement by the gradient technique improves considerably as the height of the lowest measurement decreases because the concentration gradient increases. Moeng and Wyngaard [1984, 1989] found that the gradient changes approximately as $z^*^{-3/2}$ near the surface.) Thus, to optimize the accuracy of the flux measurement, the lowest flight level should be flown as low as possible. An added advantage is the concomitant decrease in
the integral scale of the turbulence as the height decreases [Lenschow, 1995], which means that the averaging length required for a specified measurement accuracy also decreases. On the other hand, LES does not necessarily accurately simulate flow in the lowest part of the CBL (the surface layer) because of the size of the grid used in the simulations, and deficiencies in the subgrid scale closure scheme. In fact, however, extrapolation of the LES results into the surface layer agrees well with measurements of both gradients and variances in the surface layer. Finally, since the gradient becomes small in the middle of the CBL, there is no need to obtain measurements at more than one level there. Davis [1992] has examined in detail various strategies for minimizing flux measurement errors using the gradient technique.

Another consideration for applying the gradient technique is the necessity for accurate measurements of height above the surface, especially close to the surface where the gradient becomes large. For example, a 20 m error in height translates roughly to a 20% error in the surface flux estimate for $z_i \approx 0.1$ and $z_i \approx 1000$ m. This points to the necessity of accurate geometric altitude measurements by, for example, a radio altimeter, rather than by correcting pressure altitude measurements.

Finally, for gases which are destroyed by photochemical reactions, it would be preferable to measure before sunrise or after sunset to avoid corrections for diurnal changes. Scattered clouds may also reduce the measurement accuracy both by introducing horizontal variability into the photochemical destruction rate and into the entrainment rate at the top of the CBL.

### 10.2. Using the Variance Technique

Here we distinguish between variance that scales with $z_i$ and mesoscale variance. For the $z_i$-scaled variance technique it is also important to select a horizontally uniform CBL, with minimal cloudiness, although the effects of mesoscale variability can, to some extent be mitigated by high-pass filtering. Again, as with the gradient technique, flying lower increases the measurement accuracy, but the rate of improvement is less than for the gradient technique. This also means that the variance technique is less sensitive to errors in altitude measurement.

To estimate $z_i$-scaled variance from grab samples, it is desirable to minimize the sampling time, so as to include as large a portion of the data from the shorter-wavelength end of the variance spectrum as possible. If the sampling time were reduced to 10 s, which is probably the shortest feasible collection time for flask samples, then the sampled variance would include wavelengths as small as 1 km, which is well within the regime where variance is generated in a horizontally homogeneous CBL by the surface fluxes rather than by mesoscale processes. The larger the number of samples, the better the accuracy. Presently, practical considerations probably limit the number of samples to about 140 per flight. If the samples are independent, the measured variance samples follow a chi-squared distribution. Therefore, if 10 samples are collected, there is a 90% probability that the measured standard deviation (which is proportional to the flux) will lie between the limits $0.6\sigma_s < \sigma_s < 1.4\sigma_s$, where $\sigma_s$ is the actual standard deviation. For 41 samples the limits are $0.8\sigma_s < \sigma_s < 1.2\sigma_s$.

Fast-response measurements of a reference reactive scalar emitted from the surface would be very useful, in addition to humidity, for estimating a scaling factor to be applied to the grab-sampled variance estimates. DMS has ideal properties for this: a 1–2 day lifetime, a reasonably uniform surface source, and negligible solubility in cloud. A prototype chemiluminescence fast-response DMS sensor has been demonstrated in the laboratory by Hills et al. [1998].

For estimating mesoscale variance from grab samples, collection times of 1 min or more are appropriate. Although this technique, applied to a single species, would be difficult to implement in order to give quantitative estimates of lifetimes or surface fluxes, it may be possible to estimate lifetimes or surface fluxes for a target species by taking ratios of standard deviations of the target species with a species whose lifetime or surface flux is known. The advantages of the mesoscale variance technique is that it can be used with measurements obtained over averaging times of a minute or more, and it can be applied to species emitted from the ocean with lifetimes of perhaps a week or more.

### 11. Summary and Conclusions

Flight 7 during PEM-Tropics provided a good opportunity to observe diurnal changes within a Lagrangian framework. We have estimated the daytime destruction (production) rates under nearly clear skies for DMS, SO$_2$, CHBr$_3$, and CH$_3$I (Table 2). On this flight the DMS destruction and the SO$_2$ production rates balance each other. Using the mixed-layer gradient technique adjusted for diurnal variations, we estimate a DMS surface flux of $2.5 \pm 1.0$ pptv m $^{-1}$ (6.1$\pm$2.4 $\times 10^{13}$ molecules m$^{-2}$ s$^{-1}$, or 8.8$\pm$3.4 $\mu$mol m$^{-2}$ d$^{-1}$). The DMS flux is on the high side, but not incompatible with previous measurements.

We show that the gradient technique requires high measurement accuracy even with fairly short-lived trace gases. To estimate fluxes of the more long-lived trace gases that did not show surface gradients outside the expected errors, we attempted to use the mixed-layer variance technique. This approach did not lead to useful results because of long sample collection distances (6 km) and mesoscale variability. We show that the mixed-layer variance technique could be applied to relatively short-lived trace gases in cumulus-free CBLs that are horizontally more uniform, if shorter sampling times were used (of the order of 10 s or less). For tropical
marine CBLs it would be desirable to recompute the LES mixed-layer variance and gradient functions using soundings where the temperature jumps across the CBL top are weak to better simulate that regime. The presence of species emitted from the ocean that have a lifetime of a few days or less above the CBL indicates that transport of CBL air into the overlying BuL occurs. This transport arises, for example, from clusters of small cumulus clouds rising into the BuL, or episodic shear-induced turbulence. These processes induce horizontal variations in entrainment flux and concentration on the mesoscale in both the CBL and the BuL. The timescale for these processes is longer than for turbulent fluctuations directly generated by surface fluxes. We show how this process can be used to estimate surface fluxes and lifetimes for species with lifetimes that are too long to estimate fluxes by mixed-layer gradients or variance directly associated with surface fluxes.
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