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ABSTRACT OF THE DISSERTATION

Electromigration-Aware On-Chip Power Grid Design and Optimization

by

Han Zhou

Doctor of Philosophy, Graduate Program in Electrical Engineering
University of California, Riverside, March 2021

Dr. Sheldon X.-D. Tan, Chairperson

As technology scales into smaller feature sizes, electromigration (EM) has become a pro-

gressively severe reliability challenge due to increased interconnect current densities. It

may lead to an increase in wire resistance thus resulting in functional failure of the system.

In other words, the reliability of very large scale integrated (VLSI) circuits is increasingly

endangered by EM. Therefore, to ensure reliable circuits, it is important to shift today’s

design flow from the traditional EM verification towards an EM-aware design methodology.

Since power grid wires experience the largest current flows on a chip, they are

more susceptible to long-term reliability issues and functional failures. The interconnect

wire in power grid networks usually contains multiple segments, which is a multi-segment

wire. Generally, the wider the interconnect, the lower the current density and the greater

the resistance to EM. On the other hand, during the power grid synthesis in a typical design

flow, one important step is to size the wire width of the power grid stripes after the topology

of the power supply network has been determined. The area of the power grids is expected

to be optimized while EM and excessive IR drop constraints are met.
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In this dissertation, several EM-aware power grid wire sizing methods are presented

to enhance EM reliability in the traditional optimization approaches and speed up the

optimization process. Specifically, first, new power grid network sizing techniques based on

the novel EM immortality check methods for general multi-segment interconnects have been

proposed. Second, by taking EM aging effects into consideration, we have developed two

EM lifetime constrained power grid optimization methods to address the overconservative

EM immortality constraint. Furthermore, we have proposed a new data-driven fast EM-

induced IR drop estimation framework to accelerate full-chip EM-induced IR drop analysis.

Last but not least, we have presented novel approaches for localized and global optimization

by utilizing the inherent differentiable power of deep neural networks.
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Chapter 1

Introduction

1.1 Motivation

On-chip power supply or power-ground network provides power to the circuit mod-

ules in a chip from external power supplies. It is a crucial backbone for feeding voltage

sources to all transistors in cells from top metals on a chip as it affects performance (IR

drop, timing) as well as area and cost (routability, layout density, metal stack). As the

complexity of power-ground networks increases, methods for efficient analysis and aggres-

sive optimization of these networks become essential [44].

As technology scales into smaller features with increasing current densities, electro-

migration (EM) remains one of the top killers for copper-based interconnects in current and

near-future advanced very large scale integrated (VLSI) circuit technologies. An effective

scaling model predicted that the EM lifetime decreases by half for each new generation [1].

However, the latest international roadmap for devices and systems (IRDS) [3] indicates that

interconnect resistance has now entered an exponential increase regime because of non-ideal
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scaling. As a result, the EM-related aging and reliability will become worse for current 5nm

and below technologies.

1.1.1 EM-aware power grid wire sizing

For practical VLSI chips, since power grid wires experience the largest current

flows on a chip, they are more susceptible to long-term reliability issues and functional

failures. These reliability issues and failures typically come from electromigration, excessive

IR drops, and ∆I (Ldi/dt) noise along with the back end of line time-dependent dielectric

breakdown (TDDB) [9, 7, 75, 14].

From EM perspective, interconnect wire in a power grid network is usually a

tree structure containing multiple segments. A multi-segment interconnect tree consists

of continuously connected high-conductivity metal within one layer of metallization. Due

to EM aging and failure effects, the voltage drop of power grids that meets the design

requirement at the design time may get worse and lead to timing violations as time goes by.

This introduces additional challenges for designing robust power grid networks to satisfy

the demanding design requirements.

An important step for power supply synthesis in the typical EDA design flow is to

size the wire width of the power grid stripes after the topology of the power supply network

has been determined, so that the minimum amount of chip area will be used while avoiding

potential reliability failures due to electromigration and excessive IR drops. The area of

the power grids can be optimized while EM and excessive IR drop constraints are met.

Many practical solutions have been investigated for the power grid network optimization

actively over the past years, based on nonlinear or sequence of linear programming (SLP)
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methods [18, 17, 16, 24, 56, 57, 61]. To satisfy the EM reliability, most research efforts

adopted the current density of individual wires as the constraint, which is mainly based

on the highly conservative Black’s EM model [9]. Empirical observation has shown that a

wire’s mean time to failure depends on the current density through its cross-section and

limiting this current density can control EM [44].

However, recent studies and experimental data show that the time to failure pre-

dicted by Black’s EM model is too conservative and thus more accurate physics-based EM

models have been proposed [45, 33]. More importantly, practical VLSI interconnects, es-

pecially the global networks such as power supply and clock networks, contain a lot of

multi-segment wires. Studies show that the current-induced stress developed in those seg-

ments is not independent [59, 29, 55]. In other words, the hydrostatic stress in multi-segment

interconnects is coupled and the EM failure condition of the entire interconnect must be

considered as a whole [47, 33, 41, 12, 13, 55, 19, 54]. Since the parameter change of one wire

segment may affect the EM stress condition of another wire segment in the same intercon-

nect tree, it provides more powerful potential to optimize a power grid network subject to

EM constraints for multi-segment wires compared with the traditional current density-based

methods. By comparing the so-called EM voltage against the critical EM voltage, a fast

EM immortality check method [50] checks all the wire segments to determine immortality.

However, this new multi-segment EM immortality check has not been further applied to

optimize power grid networks, which will be one of the focuses of this work.

With further development of EM research, the above-mentioned voltage-based

EM immortality check has shown limitations: void nucleation is not allowed. For a multi-

3



segment interconnect, once a void is formed, it will start to grow. However, the void growth

will stop when the compressive stress in the remaining wires reaches the steady-state (the

back force from the compressive stress is equal to the force for void growth). The void volume

at this time is called saturation volume. If the saturation volume of a void is smaller than

the so-called critical volume, then the wire will still be considered immortal. The critical

volume is defined as the volume (or critical area in the two-dimensional case) that the void

must reach or exceed to completely block the current flow in the copper interconnect and

shunt it to the metal liner [51, 52]. Therefore, the conservative nature of the power grid

optimization process can be further relaxed if this saturation volume effect is considered,

which will be another focus of this work.

Another important issue with the existing power grid network optimization meth-

ods is that they fail to consider the aging effects. In other words, they can hardly optimize

a power grid network that has nucleated wires or even completely failed wires at the tar-

get lifetime, even though the whole power grid network may still work. The difficulty for

such optimization lies in the need for accurate time to failure estimation and transient wire

resistance change estimation methods. With recent advancements in physics-based EM

models and numerical analysis techniques such as three-phase EM models [63, 49, 19, 55],

it has been possible to perform more accurate time to failure estimation for multi-segment

interconnects.

Furthermore, all the existing power grid optimization methods mainly consider

wire sizing which impacts the lifetime of wires, rather than take other more effective opti-

mizing knobs into account, i.e., adding or relocating reservoirs or sinks which belong to the

4



interconnect. These approaches benefit from complicated physics-based EM models, which

have become possible with the recent advanced techniques.

1.1.2 Machine learning accelerated power grid analysis

As technology advances, interconnect resistance of proportionally scaled wires has

increased significantly, making IR drops a major factor in the performance of power grid

networks. Since the stress and IR drops are interrelated, if the EM constraint or EM

aging effect can be directly integrated into the IR drop constraint, then the optimization

formulation for power grids would become much simpler.

In the past few years, research efforts on physics-based EM analysis for power grid

networks have been explored, especially a coupled time-varying EM and IR drop analysis

method [53]. However, all the methods need to solve the partial differential equations (PDE)

of hydrostatic stress for multi-segment interconnect wires, which is very time-consuming for

full-chip analysis.

On-chip power grid networks typically go through many iterations between power

grid designs, IR analysis, and floorplan/placement updates before the final EM sign-off.

Typically power grid networks at late design stage are well designed and sized to meet the

IR drop requirement, both static and dynamic. But IR drops at a few nodes may still fail at

the target lifetime due to EM aging and failure process. At this stage, engineering change

order revisions or updates for the power grid layout will be carried out.

Hence, there is a need for fast EM-induced IR drop estimation for power grid

networks. Such analysis will be different from the traditional fast IR drop analysis meth-
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ods [39, 25, 30, 66] as those methods are mainly aimed at accelerating the design time

dynamic IR drop analysis.

On the other hand, deep neural networks (DNN) have propelled an evolution in

machine learning fields and redefined many existing applications with new human-level

AI capabilities. They have been applied to many cognitive applications such as visual

object recognition, object detection, speech recognition, natural language understanding,

etc., due to dramatic accuracy improvements in those tasks [37]. Recently, generative

adversarial network (GAN) [28] gained increasing attention as it can learn features (latent

representation) without extensively annotated training data.

GAN-based methods have been applied to VLSI physical designs such as various

noise map generation to facilitate the sensor placement [40], layout lithography analysis [68],

sub-resolution assist feature generation [5], analog layout well generation [67]. However,

these GAN-based designs and analyses are mainly targeted for the statistical and static

image generations (analysis). Few works have been explored to learn time-series data.

1.2 Contributions

The work presented in this manuscript presents several contributions in the area

of EM-aware on-chip power grid network design and optimization:

• For EM immortality constrained power grid optimization, a new power grid network

sizing technique based on the voltage-based EM immortality check method for general

multi-segment interconnect wires is proposed. This power grid network optimization

problem subject to the voltage IR drop and new EM constraint can still be formu-
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lated as an efficient SLP problem, where the optimization is carried out in two linear

programming phases in each iteration. The new optimization ensures that none of

the EM wires fail as long as all the constraints are satisfied, which is not possible

with the existing current density constrained optimization methods. Then, by taking

advantage of a new saturation volume estimation method for general multi-segment

interconnects, we illustrate that some power grids with nucleated wires that cannot

be optimized using the voltage-based EM immortality constraints can be further op-

timized. In other words, we consider two EM immortality constraints: EM nucleation

phase immortality and EM incubation phase immortality. Then we show that both

EM immortality conditions can be naturally integrated into the linear programming-

based power grid optimization framework, which remains the most efficient power

grid optimization method. In addition, to mitigate the overly conservative nature of

the optimization formulation, we propose to insert proper reservoirs or size up failed

wires to meet one of the immorality conditions subject to the design rules so that the

programming-based optimization can be carried out.

• For EM lifetime constrained power grid optimization, two power grid network sizing

techniques from different perspectives have been proposed. To address the overcon-

servative issue of EM immortality constraint, EM aging effects are taken into con-

sideration: one is for interconnect wires and the other is for the entire power grid

network. The first method aims to enforce the target lifetime for all the wires. It is

by means of considering the aging effects of interconnects at the target lifetime, which

is based on the physics-based EM assessment technique. Specifically, this method
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allows a part of short-lived wires to fail and optimizes the rest of the wires in the

presence of wire resistance increase. In this way, the original power grid networks can

be optimized and the resulting networks become more robust and aging-aware over

the lifetime of the chip. In the second method, we consider the EM-induced aging

effects over power grid networks for a target lifetime. A large change sensitivity-based

optimization scheme is proposed to perform localized power grids fixing. The method,

based on the new coupled EM-IR analysis method for power grid networks, may fix

EM-induced IR drops in a few minutes.

• For full-chip EM-induced IR drop prediction, we proposed a data-driven fast EM-

induced IR drop analysis framework, called GridNet, based on the conditional gen-

erative adversarial networks. GridNet treats the EM-induced time-varying voltage of

power grid networks as the time series data images which are conditional outputs of

the given electrical features. It can lead to five orders of magnitude speedup over

the full-chip coupled EM-IR analysis tool EMspice. We show that GAN model can

be adopted to learn temporal dynamics in the power grid aging process by using the

continuous time as one of the conditions. More importantly, GridNet can not only

perform fast if-then analysis for EM-induced IR drop estimation but also provide im-

portant sensitivity information of node voltage with respect to the wire resistance

with marginal cost. It is obtained by leveraging the differentiable feature of DNNs as

we can easily extend differentiable loss function of DNNs for the input data as well.

For our DNN model, we select resistance of all the wire segments and current sources

attached at certain nodes as the electrical features, assuming that the mesh-structured
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power grid networks have given voltage sources. Since we capture the IR drop in view

of incremental circuit analysis, our model can be used on power grid designs with

different workloads, different wire widths and lengths without retraining as long as

the main power grid structure and voltage sources remain unchanged.

• By utilizing the inherent differentiable function of DNNs for fast sensitivity compu-

tation, a new fast EM-induced IR drop constrained optimization framework, called

GridNetOpt, is developed for full-chip power grid networks. The new optimization

framework first builds an unsupervised DNN-based model for EM-induced IR drop of

power grid designs with various wire widths and current workloads. With the DNN-

based model (GridNet) trained in the first step, the sensitivity information of node

voltage with respect to the wire resistance/conductance can be obtained with marginal

cost for any power grid designs of the same topology via the auto-differentiation func-

tion of the DNN model. First, for localized IR drop fixing, performing a localized

fixing on vulnerable power grids with data from GridNet at late design stages only

takes a few seconds, which is extremely efficient. Second, for global power grid opti-

mization, we frame the area sizing problem of the time-varying power grid network

and solve it via the conjugate gradient method, in which the sensitivity information

is computed by GridNet. Compared with conjugate gradient optimization method

using the traditional adjoint network approach, GridNetOpt can lead to an order of

magnitude speedup.
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1.3 Organization

The rest of this dissertation is organized as follows. Chapter 2 provides the back-

ground knowledge of physics-based EM models. It then focuses on on-chip power grids

modeling and analysis. A full-chip EM-induced IR drop analysis method is also introduced.

Chapter 3 presents novel formulation and solution methods of EM immortality constrained

and EM lifetime constrained power grid wire sizing problems. A more relaxed EM im-

mortality constrained power grid optimization based on saturation volume is developed in

Chapter 4, an IR drop constrained power grid network fixing method is also presented.

Chapter 5 investigates a novel optimization scheme employing machine learning techniques,

where sensitivity information can be obtained quickly through automatic differentiation op-

erations. Chapter 6 further presents a global power grid optimization method, utilizing the

cheap sensitivity information from deep neural networks. Finally, Chapter 7 concludes the

dissertation.
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Chapter 2

Preliminaries of EM physics and

power grids analysis

2.1 Electromigration fundamentals and existing models

2.1.1 Electromigration fundamentals

Electromigration is a major reliability concern for interconnect wires with increas-

ing current densities under advanced technology nodes. It is a physical phenomenon of

material migration caused by an electrical field. Wind force, which is produced by current

flowing through a conductor, acts in the direction of the current flow and is the primary

cause of EM [38]. Atoms (either lattice atoms or impurities) migrate from the cathode

to the anode of the metal wire along the trajectory of conducting electrons. Because of

the diffusion barriers, atoms cannot escape the metal volume easily. This oriented atomic

flow leads to metal depletion at the cathode and accumulation at the anode. During the
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migration process, hydrostatic stress is generated inside the embedded metal wire due to

momentum transfer between lattice atoms. Void and hillock formations are caused by

conducting electrons at the opposite ends of the wire.

The currently employed method for predicting the median time to failure (MTF)

is based on an empirical model, Black’s equation [9], for simple linear interconnects.

MTF =
A

jn
· exp

(

Ea

kBT

)

(2.1)

whereMTF is the median time to failure in hours, A is a cross-sectional-dependent constant,

j is the current density, Ea is the EM activation energy, kB is the Boltzmann’s constant,

and T is the temperature. The variable n is to allow the model to be applied to different

types of dominant failure mechanisms.

The main disadvantage is that this equation is designed for linear interconnects

and cannot successfully be applied to entire wires with changes in direction or changes in

layer. Besides, calculating the MTF of individual branches characterized by known current

densities and temperatures is the subject of growing criticism as it does not scale very well

over a wide range of current densities [38, 55].

On the other hand, the Blech limit or Blech product [10] is used for the filtering

out of immortal branches.

(jL) ≤ (jL)crit =
Ωσcrit
eZρ

(2.2)

where L is the wire branch length, Ω is the atomic volume, e is the electron charge, eZ is

the effective charge of the migrating atoms, ρ is the wire electrical resistivity, and σcrit is

the critical stress needed for void or hillock formation as a precursor to failure.
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It should be mentioned that the Blech limit is valid only for a single wire segment

or branch within the diffusion blocking boundaries. It does not work for multi-segment

interconnect trees. These trees are terminated by diffusion barriers at vias and contacts

and can have more than one terminating segment, as shown in Fig. 2.1. Existing EM

modeling and analysis techniques mainly focus on the simple straight line interconnect with

two line-end terminals. However, clock and power grid networks in a practical integrated

circuit layout contain many such interconnect trees. The EM effects in these segments are

not independent and have to be considered simultaneously.

Figure 2.1: Example of a multi-segment wire.

To mitigate the major flaws in the Black-Blech models, several physics-based EM

models have been developed recently [34, 46]. Void is responsible for time-dependent resis-

tance degradation of interconnect wire, in these models, void nucleation and void evolution

are explicitly characterized.
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2.1.2 Physics-based three-phase EM models

As shown in Fig. 2.2, the EM failure process consists of three important phases:

void nucleation phase, void incubation phase, and void growth phase. In the nucleation

phase, the stress at the cathode end of the interconnect wire increases. When it reaches

critical stress, a void will be nucleated. The time to reach the critical stress is called nucle-

ation time (tnuc). After the nucleation phase, the void starts to grow (tinc) and eventually

leads to wire failure after a period of time (tgrowth). The time to failure (TTF) or lifetime

of the wire can be described as

TTF = tlife = tnuc + tinc + tgrowth (2.3)

(a) (b)

Figure 2.2: (a) The three-phase EM model; (b) the resistance change over time.
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Nucleation phase

When current is applied to a wire, the tensile stress will start to increase over time

at the cathode end of the wire (x = 0). When the tensile stress reaches the critical stress

σcrit, the void will be nucleated.

As metal wires in integrated circuits are confined, i.e., encapsulated, by dielectric

material, every material movement annihilates and/or generates vacancies. There are differ-

ent mechanical stress generation and evolution models to explain this process. Korhonen’s

model [36] is one of them and it describes the stress through a one-dimensional equation as

follows

∂σ (x, t)

∂t
=

∂

∂x
[κ(

∂σ (x, t)

∂x
+ Γ)] (2.4)

where σ is the hydrostatic stress, x is coordinate along the line, t is time, κ = DaBΩ
kBT

, and

Γ = eZ
Ω ρj. Here, Da is the atomic diffusivity, B is the applicable modulus, Ω is atomic

volume, kB is Boltzmann constant, T is absolute temperature, Z is the effective charge

number, e is the electron charge and j is the current density.

Incubation phase

In this phase, the void is nucleated, but its size is not significant enough and the

void cannot fully cover the cross-section of the via or the wire. Hence the resistance of the

interconnect remains almost the same. The incubation time tinc can be expressed as

tinc =
∆Lcrit

vd
(2.5)
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where ∆Lcrit is the length of critical void size and vd is the void growth rate. vd is given

by the mobility (Da/kBT ) times the electromigration driving force Fe [31], then we have

vd =
Da

kBT
Fe =

Da

kBT
eZρj (2.6)

It is noted that in this phase, the approximated drift velocity vd is proportional

to the current density j and thus tinc is related to j−1. The incubation time also reflects

the technology scaling impacts on EM. As the feature size of each generation of technology

shrinks, which is closely related to minimum via or wire sizes, the EM model is scalable and

predictable for technology scaling in addition to scalability in stressing current density.

Growth phase

A copper (Cu) wire structure is confined by the highly resistive barrier layer (such

as Ta/TaN) with a capping layer (such as SiN) at the top. The capping layer is fabricated

with dielectrics with very high resistance, so it does not shunt current flow.

At the beginning of the growth phase, the void reaches the critical void size and

blocks the cross-section above the via. Then the current starts to flow over the liner or

barrier layers. Since the liner resistivity is much larger than copper and the liner is very

thin, current density of the liner can be very high. In consequence, the high current density

and high resistance lead to significant joule heating. As shown in Fig. 2.2(b), joule heating

causes the temperature to rise, which brings about a resistance jump at the beginning.

After this jump, the resistance will increase linearly. For a confined Cu wire with

a highly resistive barrier layer such as Ta surrounding the three sides of the wire, using the
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same drift velocity, the wire resistance change can be approximately described as

∆r (t) = vd (tgrowth)

[

ρTa

hTa (2H +W )
−
ρCu

HW

]

(2.7)

where ρTa and ρCu are the resistivities of the barrier material and copper, W is the line

width, H is the copper thickness, and hTa is the barrier layer thickness.

Note that the void can cause either early failure or late failure of the wire [4].

Early failure typically happens in a via-to-via structure as shown in Fig. 2.3(a). When

the void forms in a via-above line and reaches critical size [31, 69], the via will be blocked

by the void, and thus the connection to the upper layer will also be blocked. Late failure

typically happens in a so-called via-below structure as shown in Fig. 2.3(b), when the void

forms in a via-below line and reaches critical size, current can still go through the barrier

layer and the resistance will increase over time. Statistically, early failure can happen in

the via-below structure and late failure can happen in the via-above structure. Although

the void can grow at these positions, the possibility is very low.

(a) (b)

Figure 2.3: Side-view of void formation: (a) void in a via-above line (early failure mode);
(b) void in a via-below line (later failure mode).
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2.2 Power grid network models

With the VLSI technology scaling, power supply voltage continues to decrease as

device number on a chip continues to increase, power network design becomes a challenging

task for chips with millions of transistors. The common task in VLSI power network design

is to provide enough power lines across the chip to reduce the voltage drops from the power

pads to the center of the chip. The voltage drops are mainly caused by the resistance or

inductance of the power network metal lines [75]. Generally, the power delivery analysis can

be split into two problems, a detailed steady-state problem and a simplified time-domain

problem.

2.2.1 Styles of on-chip power distribution networks

Several topological structures are typically used in the design of on-chip power

distribution networks. The power network structures range from completely irregular

structures to highly regular and uniform structures. The basic topologies include routed

networks, mesh networks, grid structured networks, power and ground planes, cascaded

power/ground rings, and hybrid-structured networks [35].

Fig. 2.4 shows a typical mesh-structured power/ground network with multi-layer

power grids. This example is somewhat idealized. In a realistic design, the mesh is not

complete, i.e. some wires may be missing or truncated. Also, the periodicity and density

of the wires may vary, so areas of the chip which require less power may have fewer and

narrower power grid wires than areas that are more power-hungry.
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Figure 2.4: A small portion of a typical power grid network [43].

2.2.2 EM in power grids

Electromigration is a serious problem in submicron designs, in most cases, it only

affects the power distribution network as the wires carry unidirectional currents. The prob-

lem occurs when the power wires are too narrow or an insufficient number of contacts or

vias are placed to carry high current density. Current density can be reduced by increasing

the size or number of the metal wires. Generally, the use of more metal wires and vias in

the power distribution network can help reduce EM failures as well as excessive IR drops.

Therefore, enough power wires should be provided in the early design planning stage.

2.2.3 Modeling assumptions

In this section, we will describe the modeling assumptions in this work. The

assumptions are used in extracting the equivalent electrical characteristics of the power

grids. Fig. 2.5 shows the equivalent circuit of the power grid network in Fig. 2.4.
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1. We have a power distribution network containing a power network and a ground

network, however, our optimization attention is restricted to power networks, which

consists of VDD nets only (also referred to as power grids in the following).

2. We focus on the steady-state (DC) problem, which means we are only interested in the

resistance of the power grid networks. Transient behaviors addressed by decoupling

capacitor allocation and other optimization techniques are out of the scope of this

work.

3. The power grid network is composed of an orthogonal mesh of wires and contains

multiple segments/branches, which are multi-segment interconnect wires.

4. To simplify the problem, the circuits are modeled with shorted vias, which means the

via resistance is ignored and vias will not be sized. The first reason is that vias cannot

be sized under most of the design rules. Second, the void typically forms in a wire

segment rather than the via unless it is due to initial thermomechanical stress from

the fabrication process. Furthermore, the via resistance is quite small compared to

the wire resistance, thus it can be ignored.

2.2.4 Power grid analysis

Analyzing the power grids accurately requires solving a system of linear equations

with many variables. The power grid networks in this work are modeled as linear resistance

networks with known voltage and current sources.

For a power grid network with n nodes, to obtain the initial nodal voltages and

branch currents, the following linear equation which is formulated through modified nodal
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Figure 2.5: Equivalent circuit of the small portion of a typical power grid.

analysis (MNA) approach must be solved first:

G (t)× v (t) = I (t) (2.8)

where G (t) is an n×n conductance matrix, I (t) is the vector of independent current sources,

and v (t) is the corresponding vector of voltages at the nodes. In our problem, each EM

mortal wire will start to change its resistance value upon entering into the growth phase,

therefore, the power grid system is a time-varying system. The time scale is the EM time

scale, which can be months or years.

2.3 Full-chip EM-induced IR drop analysis

EM aging process typically leads to resistance increase or even open-wire segments

over time. However, for on-chip mesh-structured power grid networks, due to its inherent

redundancy, a few wire failures may not immediately result in a significant IR drop increase.

But as more wires nucleate, the IR drop will eventually lead to timing violations. As a result,

the power grid networks become time-varying networks with time-varying IR drops due to
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the EM-induced aging process [33, 13, 49, 48]. On the other hand, the failed wire segments

alter the current distributions of all the interconnect wires, which may further accelerate the

failure process. Hence, one has to consider the interplay between the two physics: electrical

characteristics and hydrostatic stress in the interconnect wires.

EMspice [53, 2] is a coupled electrical and stress analysis method on full-chip

power grids, which represents the latest development for EM-induced IR drop analysis. This

method will be used as the baseline for the EM-induced IR drop prediction method presented

in Chapter 5. EMspice takes synthesized power network from Synopsys IC Compiler and

then tells which wires will fail, how their resistance will change and how the resulting IR

drop of the power grids will increase over the aging time.

For a specific design, the entire EM check in EMspice consists of several steps.

In the first step, the power grid information is constructed from Synopsys IC Compiler

during the physical synthesis process. Next, the power grid and the corresponding branch

currents are passed to the EM immortality filter to remove all the immortal wires. This

step considers the wire immortality for both nucleation and incubation phases. Thirdly, it

solves the stress and IR drop of interconnect wires in a coupled way. The coupled solver

consists of a finite difference time domain (FDTD) solver for EM stress [13, 19] and a linear

network DC solver for IR drop. Lastly, all information will be fed into the graphical user

interface (GUI) for interactive user analysis.
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In the third step, the coupled FDTD EM solver and linear network IR drop analysis

can be described as

Cσ̇(t) = Aσ(t) +PI(t),

Vv(t) =

∫

ΩL

σ(t)

B
dV ,

M(t)× u(t) = PI(t),

σ(0) = [σ1(0), σ2(0), ..., σn(0)] , at t = 0

(2.9)

where M(t) is a time-varying admittance matrix of the power grid network due to the fact

that wire resistance changes with EM aging effects, P is a b × p matrix, where p is the

number of inputs, i.e., the size of current sources I(t). u(t) represents the nodal voltages

of the network and I(t) represents the current sources from the functional blocks. C and

A are n × n matrices, where n is the number of nodes. Note that σ(0) denotes the initial

stress at t = 0. For each new simulation step, the stress from the previous simulation step

is used as the initial condition, iteratively.

The above equations must be solved together. Linear network IR drop solver

passes time-dependent current densities and power layout information to the FDTD EM

solver. Once the voids are formed, IR drops in the power grid will change and the current

at each time step will be different. The FDTD EM solver provides the IR drop solver with

new resistance information, particularly, wires with voids. Since these two simulations are

coupled together, the current and resistance of each mortal wire are dependent on each

other. Note that C and A matrices that depend on wire structures are time-independent

in the coupled equations.
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In conclusion, EMspice is able to tell the resulted IR drop and EM failure hotspots

at the target time. However, such analysis on a long target lifetime can be extremely time-

consuming for very large power grid networks.
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Chapter 3

EM immortality and lifetime

constrained power grid wire sizing

3.1 EM immortality check and lifetime estimation for multi-

segment wires

3.1.1 Steady-state EM-induced stress modeling

Steady-state EM-induced stress modeling helps find the immortality information

of the interconnect wire quickly as no complex calculations are required. For these kinds

of models, stress on the cathode at the steady state (σsteady) is compared with critical

stress (σcrit). If σsteady is lower than σcrit, the wire is considered immortal. One of the

well-known steady-state analysis methods is Blech product [10], but it is only suitable for a

single (one-segment) wire. Recently, a voltage-based EM immortality analysis method for

multi-segment interconnect structures has been proposed [50, 49]. In this method, an EM
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voltage (VE) which is proportional to stress at the ground node (σg) is calculated as

VE =
1

2A

∑

k 6=g

akVk (3.1)

where Vk is the normal nodal voltage with respect to cathode node g at node k, ak is the

total area of branches connected to node k and A is the total area of the wire. With the

voltage of node i (Vi), steady-state stress at that node (σi) is calculated as σi = β(VE −Vi),

where β = eZ
Ω , e is elementary charge, Z is effective charge number, and Ω is the atomic

lattice volume. A critical EM voltage Vcrit,EM is defined by

Vcrit,EM =
1

β
(σcrit − σinit) (3.2)

where σinit is the initial stress. In order to check whether the interconnect wire is immortal

or not, we need to check the following condition

Vcrit,EM > VE − Vi (3.3)

If this condition is met for all the nodes, EM failure will not happen. Since

generally the cathode node has the lowest voltage within an interconnect wire, we may just

check the cathode node instead of all the nodes, which means

Vcrit,EM > VE − Vcat (3.4)

where Vcat is the voltage at the cathode.

The method can be illustrated using the following example. Fig. 3.1 shows a 3-

terminal wire. In this wire, node 0 is treated as the ground node. The current densities of

the two segments are ja and jb which may not be the same because they will be determined

by the rest of the circuit. The EM stress equations become
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Figure 3.1: Interconnect example of a straight 3-terminal wire for EM analysis.

V0 = 0, a0 = lawa, σ0 = βVE

V1 = jalaρ, a1 = lawa + lbwb, σ1 = β(VE − V1)

V2 = jblbρ+ jalaρ, a2 = lbwb, σ2 = β(VE − V2)

(3.5)

Then the EM voltage can be obtained easily

VE =
a0V0 + a1V1 + a2V2

2A
=
a1V1 + a2V2

2A
(3.6)

where

A =
a0 + a1 + a2

2
(3.7)

We can compare VE and Vcrit,EM to see if this wire is immortal.

3.1.2 Transient EM-induced stress estimation

Sometimes the steady-state methods are overly conservative, therefore more com-

plete models of transient hydrostatic stress evolution are needed. In general, the failure

process is divided into nucleation phase, incubation phase, and growth phase.
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It is well-known that the nucleation phase was accurately modeled by Korhonen’s

equation [36], however, this PDE-based model is hard to solve directly using numerical

methods and has very low efficiency for tree-based EM assessment. Recently a few numerical

methods have been proposed such as the finite difference methods [20, 13] and analytical

expressions-based approaches [15, 62]. In this work, an integral transformation method for

straight multi-segment wires [62] is employed. Suppose we have n segments in a multi-

segment wire as shown in Fig. 3.2. After discretizing Korhonen’s equation, the stress can

be expressed as

Figure 3.2: Example of a straight multi-segment wire.

σ (x, t) =
∞
∑

m=1

ψm (x)

N (λm)
σ̄ (λm, t) (3.8)

where the norm of eigenfunctions N(λm) is

N(λm) =

∫ L

χ=0
[ψm(χ)]2dχ (3.9)

and σ̄(λm, t) is transformed solution of stress which is

σ̄(λm, t) =F̄ (λm)e−κλ2
mt +

1

λ2m
(1− eκλ

2
mt)

·
n
∑

k=1

Γk ·
(

cos
xk−1

L
mπ − cos

xk
L
mπ

)

(3.10)

where F is

F̄ (λm) =

∫ L

χ=0
ψm(χ) · σ0(χ)dχ (3.11)
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λm and ψ(x) are eigenvalues and eigenfunctions which are the solutions of the Sturm-

Liouville problem corresponding to the diffusion Eq. (2.4) and the boundary conditions

λm =
mπ

L
, ψm(x) = cos

x

L
mπ (3.12)

where m = 1, 2, · · · ,∞. Γk is

Γk =
eZρ

Ω
jk, k = 0, 1, . . . , n (3.13)

With Eq. (3.8), given critical stress σcrit, the nucleation time tnuc can be obtained

quickly by using nonlinear equation solving methods such as Newton’s method or bisection

method.

We remark that when the compressive stress at the anode continues to be built

up, hillocks or extrusion may be formed, which will lead to a resistance decrease [60] and

can potentially cause short-circuit failure. But the void nucleation is still the dominant EM

failure effect [32]. In this work, we only focus on the void-induced EM failure.

After the void is nucleated, the incubation phase starts. In this phase, the resis-

tance of the interconnect remains almost unchanged since the cross-section of the via is not

covered by the void and the current can still flow through the copper.

In power grid networks, the interconnect trees are generally multi-segment wires.

All segments connected with the void can contribute to the void growth since electron wind

at each segment can accelerate or slow down the void growth based on their directions. In

this phase, void growth rate vd is estimated to be [51]

vd =
DaeZρ

kTWm

∑

i

jiWi (3.14)
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where ji and Wi are the current density and width of the ith segment, respectively. Wm is

the width of the main segment where the void is formed.

After the incubation phase, the void fully covers the via, initiating the growth

phase. In this phase, the resistance starts increasing. It is important to note that early

failure and late failure have different failure mechanisms.

For early failure, the wire fails once the void covers the via, which means that the

wire fails at the end of the incubation phase and there is no growth phase (tgrowth = 0).

Hence, the failure time is the sum of tnuc and tinc.

For late failure, after the void size reaches the critical size, there will be no open

circuit since the current can still flow through the barrier layer. In this case, the void

growth will lead to resistance increase. When the resistance increases to the critical level,

the interconnect wire is considered to be failed. The time period between the void covering

the via and wire failure is called growth time. The growth time for late failure is

tgrowth =
∆r(t)

vd

[

ρTa

hTa (2H +W )
−
ρCu

HW

] (3.15)

where ρTa and ρCu are the resistivities of tantalum (the barrier liner material) and copper,

respectively, W is the line width, H is the copper thickness, and hTa is the liner layer

thickness.

However, the void may saturate before reaching the critical void length. The

saturation length is expressed in [33] as

Lss = Lline ×

[

σT
B

+
eZρjL

2BΩ

]

(3.16)
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where Lss is the void saturated length, Lline is the total length of the wire and σT is thermal

stress. Void growth may stop before the calculated tgrowth because the void is saturated. In

this case, we can treat the wire as immortal or its lifetime is larger than the target lifetime.

3.2 EM immortality constrained optimization for multi-segment

interconnects

Study and experimental data show that the current-induced stress developed in

the individual segments within an interconnect tree is not independent. In other words, if

we just look at the current density for each segment individually, it may appear as if all

wire segments are immortal, but the whole interconnect tree could still be mortal. The

reason is that the stress in one segment of an interconnect tree depends on other segments,

which are not independent. As discussed before, this issue has been resolved by the fast

EM immortality check method for general multi-segment interconnect wires.

In this section, we present the EM immortality constrained power grid wire sizing

optimization method considering multi-segment interconnect wires. We notice that the new

EM constraint will ensure that all the wires are EM immortal, so we call this method EM

immortality constrained power grid optimization.

3.2.1 Problem formulation

Let G = {N,B} be a power grid network with n nodes N = {1, ..., n} and b

branches B = {1, ..., b}. Each branch i in B connects two nodes i1 and i2 with current

flowing from i1 to i2. li and wi are the length and width of branch i, respectively. ρ is the
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sheet resistivity. The resistance ri of branch i is

ri =
Vi1 − Vi2

Ii
= ρ

li
wi

(3.17)

Objective function

We can express the total routing area of a power grid network in terms of voltages,

currents and lengths of branches as follows:

f (V, I) =
∑

i∈B

liwi =
∑

i∈B

ρIil
2
i

Vi1 − Vi2
(3.18)

We notice that the objective function is linear for branch current variables I and

nonlinear for node voltage variables V.

The EM immortality constrained optimization in Eq. (3.18) does not depend

on temperature. In other words, the immortality condition of a wire is temperature-

independent. However, if the wire fails, the nucleation time will depend on the temperature,

which will be addressed by the lifetime constrained optimization shown later.

Constraints

The constraints that need to be satisfied for a reliable, working power grid network

are shown as follows.

Voltage IR drop constraints In order to ensure proper logic operation, the IR drop

from the power pads to the nodes should be restricted. For each node, we must specify a

threshold voltage

Vj > Vmin for power network (3.19)
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In the modern high-performance processor design, usually 10% or so of the overall

wiring resources on all wiring levels are dedicated to power delivery.

Minimum width constraints The widths of the power stripes are technologically lim-

ited to the minimum width allowed for the layer where the segment lies. Thus, we have

wi = ρ
liIi

Vi1 − Vi2
≥ wi,min (3.20)

EM constraints for multi-segment interconnects As described before, for a multi-

segment interconnect m, the EM constraint should be satisfied

Vcrit,EM > VE,m − Vcat,m (3.21)

where VE,m, computed by Eq. (3.1), is the EM voltage for the mth interconnect tree and

Vcat,m is the cathode nodal voltage of that tree. Unlike previous methods whose branch

currents are monitored and used as constants, in this new method, voltages are used as

constraints. Only the cathode node voltage for a whole interconnect tree needs to be

monitored and no other complex calculations are required.

Equal width constraints For typical chip layout designs, certain tree branches should

have the same width. The constraint can be written as wi = wk. In terms of nodal voltages

and branch currents, we have

Vi1 − Vi2
liIi

=
Vk1 − Vk2
lkIk

(3.22)
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Kirchhoff’s current law (KCL) For each node j, we have

∑

k∈B(j)

Ik = 0 (3.23)

where B(j) is the set of branches incident on node j.

The power grid optimization aims to minimize objective function (3.18) subjected

to constraints (3.19)-(3.23). It will be referred as problem P. Problem P is a constrained

nonlinear optimization problem.

3.2.2 Relaxed two-step sequence of linear programming solution

In the aforementioned constrained nonlinear optimization problem, we notice that

the EM constraint (3.21) is still linear in terms of nodal voltage. As a result, we can follow

the relaxed two-phase iterative optimization process [16, 57] and apply the sequence of

linear programming technique to solve the relaxed problem in each phase. Specifically, we

have two phases: the voltage solving phase (P-V phase) and the current solving phase (P-I

phase).

P-V optimization phase

In this phase, we assume that all branch currents are fixed, then the objective

function can be rewritten as

f(V ) =
∑

i∈B

αi

Vi1 − Vi2
(3.24)

where αi = ρIil
2
i , subject to constraints (3.19), (3.21) and (3.22). We further restrict

the changes of nodal voltages such that their current directions do not change during the
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optimization process:

Vi1 − Vi2
Ii

≥ 0 (3.25)

Problem P-V is nonlinear, however, it can be converted to a sequence of linear

programming problem [57]. By taking the first-order Taylor’s expansion of Eq. (3.24) around

the initial solution V 0, the linearized objective function can be written as

g (V ) =
∑

i∈B

2αi

V 0
i1 − V 0

i2

−
∑

i∈B

αi
(

V 0
i1 − V 0

i2

)2 (Vi1 − Vi2) (3.26)

Besides, an additional constraint will be added

ξsign(Ii)
(

V 0
i1 − V 0

i2

)

≤ sign((Ii) (Vi1 − Vi2) (3.27)

where ξ ∈ (0, 1) is a restriction factor, which will be selected by some trials and experience

and sign(x) is the sign function.

P-I optimization phase

In this phase, we assume that all nodal voltages are fixed, so the objective function

becomes

f(I) =
∑

i∈B

βiIi (3.28)

where βi =
ρl2i

Vi1 − Vi2
, subject to constraints (3.20), (3.22) and (3.23). Similarly, we restrict

the changes of current directions during the optimization process:

Ii
Vi1 − Vi2

≥ 0 (3.29)

As can be seen, problem P-I is a linear programming problem.
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3.2.3 EM immortality constrained power grid optimization

The EM immortality constrained power grid optimization starts with an initial

feasible solution. We iteratively solve P-V and P-I. The procedure for solving the prob-

lem in P-V phase can be transformed to the problem of choosing ξ and solving a linear

programming problem, and then repeating this process until the optimal solution is found.

We summarize the entire EM immortality constrained power grid optimization procedure

as Algorithm 1.

Algorithm 1 EM immortality constrained power grid wire sizing algorithm

Input: Spice netlist GI containing a power grid network.

Output: Optimized power grid network parameters.

1: /*Problem Setup*/

2: k := 0.

3: Compute the initial V k, Ik from GI .

4: repeat

5: /*P-V Phase*/

6: Construct constraints (3.21), (3.22), (3.25) and (3.27) with Ik.

7: m := 1.

8: Compute V k
m := argmin g

(

V k
)

subject to constraints (3.19), (3.21), (3.22), (3.25)

and (3.27).

9: while f
(

V k
m

)

> f
(

V k
m−1

)

do

10: Determine the search direction dm := V k
m−1 − V k

m.

11: Choose step size α for line search.

12: V k
m+1 := V k

m + αdm.
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13: m := m+ 1.

14: end while

15: V k+1 := V k
m.

16: /*P-I Phase*/

17: Construct constraints (3.20), (3.22) and (3.29) with V k+1.

18: Compute Ik+1 := argmin f
(

Ik
)

subject to (3.20), (3.22), (3.23), and (3.29) con-

straints.

19: k := k + 1.

20: until
∣

∣f
(

V k, Ik
)

− f
(

V k−1, Ik−1
)∣

∣ < ε

In practice, only a few linear programmings are needed to reach the optimum

solution. Thus the time complexity of our method is proportional to the complexity of

linear programming. It is known that linear programs can be solved in polynomial time

using the interior point method [57, 8], which will be represented as fSLP (n, b) from now

where n and b are the number of nodes and number of branches respectively in the given

power grid network.

We remark that in Algorithm 1, the nodal voltages and branch currents will not

change dramatically from one iteration to another for a similar value of the objective func-

tion (3.18). The reason is that the branch voltages and node voltages are uniquely related

in the power and ground networks where the reference voltages are given. If the voltage

difference or branch voltage for a wire will not change dramatically from one iteration to

another during the optimization, which typically is the case for the late stages of P-V opti-

mization, then the nodal voltages will not change dramatically as well. Moreover, the nodal

voltages will be uniquely determined by those branches and reference voltages. This is also
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true for the P-I phase as the branch current solution needs to satisfy Kirchhoff’s current

law first. On top of this, if the branch voltages do not change too much in the P-V phase

based on the previous analysis, the branch currents will not change significantly as well for

a similar value of the objective function.

3.3 EM immortality constrained power grid wire sizing with

reservoir insertion

As mentioned earlier, EM immortality requirement for all the interconnect trees

can be overconservative. This happens when the initial power grids are designed so that we

may not be able to find a solution from the wire sizing method in Algorithm 1. To mitigate

the issue, we present a novel reservoir insertion-based method.

Reservoir is a zero-current metal segment added to the cathode of a metal wire so

that the wire’s lifetime can be increased. Fig. 3.3 shows a two-segment wire in which the left

segment is a reservoir. Adding a reservoir branch will reduce the steady state tensile stress

of the cathode node, which may make the mortal wire immortal. In other words, it can

significantly increase the lifetime of the wire. The area of the reservoir will determine the

final steady state stress at the cathode node. Fig. 3.4 shows how the different widths and

lengths of the reservoir will affect the TTF of the reservoir-enabled wires. As we can see,

increasing the length or width of the reservoir will benefit the lifetime. Doubling the length

increases nucleation time by around 13.7% while doubling the width increases nucleation

time by 89.5% [51].
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Figure 3.3: The 3D view of a two-segment wire with a reservoir.

With the impact on TTF shown in Fig. 3.4, we can adjust the width or length of

a reservoir to change the lifetime of the wire. However, there will be an opposite impact on

the lifetime when a zero-current wire is added to the anode.

Fig. 3.5 shows the placement of reservoirs in a practical power grid layout where

the shaded yellow branches in the power grids are reservoirs. If the cathode is at the terminal

of a multi-branch wire, then the reservoir can be placed either at the top, bottom, left, or

right of the wire. In general, reservoirs should be placed as close to the cathode as possible

to have the maximum effect. But in a practical layout, the reservoir placement is subject

to routing and area constraints. After the location of the reservoir is determined, we need

to decide its size and shape. As we know, the width of the reservoir has a higher impact on

the lifetime, to be more specific, on the nucleation time. The wider the width, the longer

the lifetime as it leads to slower stress growth. As a result, width is a preferred parameter

over length to improve the EM lifetime. Take Fig. 3.3 as an example, assume node 1 is the
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Figure 3.4: The impact of length and width of the reservoir on the TTF of a wire.

ground (cathode) node, then jR should be 0. We can obtain the following equations:

VE =
a2V2
2A

=
(lbwb) · V2

(lbwb) + (lbwb)

VE,new =
a2V2
2Anew

=
(lbwb) · V2

(lRwR) + (lRwR + lbwb) + (lbwb)

(3.30)

where A and Anew are the areas of the wire before and after reservoir insertion respectively.

According to Eq. (3.4), to make the interconnect immortal, we should have

Vcrit,EM > VE,new − Vcat,m (3.31)

Here Vcat,m will be zero for ground networks, but will not be zero for power networks for

the mth interconnect. Then Anew can be calculated easily by making the inequality equal

Anew =
A · VE

Vcrit,EM + Vcat,m
(3.32)

and Areservoir can also be obtained

Areservoir = Anew −A (3.33)
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Figure 3.5: Inserted reservoirs in the power grid network.

Areservoir is actually the minimum area added to the cathode node to make the mortal wire

immortal. For power grid network optimization, adding reservoir branches helps increase

the lifetime of the wire greatly, at the cost of some chip area. In other words, for the

wires that are hard to optimize with the EM immortality constrained optimization, we can

trade some chip area for a longer power wire lifetime. The modified wire sizing algorithm

is summarized as Algorithm 2.
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Algorithm 2 EM immortality constrained power grid wire sizing algorithm with reservoir
insertion
Input: Spice netlist GI containing a power grid network.

Output: Optimized power grid network parameters.

1: repeat

2: Perform Algorithm 1 using GI .

3: if fail due to the EM constraints then

4: Find all the mortal wires.

5: Insert reservoir segments (also properly sized) at or around the cathodes of these

wires so that all of those wires become immortal.

6: else

7: Break.

8: end if

9: until optimize successfully

When compared to Algorithm 1, Algorithm 2 needs to do EM condition check

and reservoir insertion, whose computing cost is quite small and thus can be ignored. As a

result, Algorithm 2 has the same time complexity as Algorithm 1: fSLP (n, b).

Note, once a reservoir is inserted into a power grid network, it does not participate

in sizing, but just provides a smaller EM voltage. The reason being, the reservoir is a zero-

current branch, and in the objective function we represent branch area by branch current

in the numerator.

Adding reservoirs may be subject to some design rules in the practical layout.

We first try to add the reservoir branch along the preferred routing direction, which is
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perpendicular to the current flow direction of the main branch. The maximum allowable

length for the reservoir branch is the grid distance minus the minimum space requirement as

shown in Fig. 3.6. Otherwise, we can add the reservoir branch in the non-preferred direction

if the design rule is still allowed. If neither is possible, then the EM lifetime constrained

power grid optimization method will be applied.

Figure 3.6: DRC check for reservoir segment placement.

3.4 EM lifetime constrained power grid optimization

In the previous sections, we discussed the power grid sizing optimization ensuring

none of the interconnect trees fail based on the voltage-based EM immortality check. How-

ever, such EM constraint may be conservative because some wires can have EM failures

as long as the power grid networks can still work (its IR drop is still less than the given

threshold) at the target lifetime.
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3.4.1 EM lifetime constrained power grid optimization flow

In this section, we present a new EM lifetime constrained power grids wire sizing

optimization method in which some segments of multi-segment interconnect wires will be

allowed to fail or to age. The impacts of these segments in terms of resistance change

or even wire openings will be explicitly considered and modeled. Such aging-aware EM

optimization essentially takes the EM aging-induced impacts or guard bands into account

so that the designed power grid networks can still work in the target lifetime. In this work,

we only consider void formation, which is the dominant EM failure effect and will lead

to an increase in resistance. On the other hand, hillocks or extrusion will cause resistance

decrease or even short-circuit, i.e., ∆R < 0. In terms of voltage and current, ∆R < 0 means

a decrease in voltage or IR drop, or an increase in current, or both. As a result, hillocks

can have positive (reduced IR drop) or negative impacts (increased current density) on the

power grid network.

The new optimization flow is shown in Fig. 3.7. In this new flow, we first check

whether a given power grid network can be optimized using the EM immortality power

grid optimization given in Algorithm 1. If the optimization does not succeed, it means the

EM condition may be over-constrained (perhaps the over-constraints are due to IR drop

constraints instead of EM constraints, in this case, topology changes will be needed and it

falls out of the scope of this paper). After this step, the lifetime of all the interconnect trees

will be computed based on the EM lifetime estimation method discussed in Algorithm 3.
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Figure 3.7: Flowchart of the EM lifetime constrained power grid optimization process.

We have several scenarios to discuss before we perform the optimization again.

Let’s define tlife,m as the lifetime of the mth interconnect tree and ttarget as the target

lifetime.

1. If VE,m − Vcat,m > Vcrit,EM and tlife,m < ttarget:

Themth interconnect wire will be marked as a failed wire. Then we have the following

changes for the wire before the next round of optimization.

If it is an early failure case, the cathode node of the wire segment connected by the

failed via will be disconnected, which is called wire disconnection. The failure cases will

depend on the current directions around the cathode node. Also, the disconnection
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will depend on whether the void growth can eventually reach the critical void size or

not as discussed in Chapter 3.1.

If it is a late failure case, the wire segment associated with the cathode node will have

a resistance change. The specific resistance change for each failed segment will be

calculated based on the target lifetime using our EM lifetime estimation method.

If it is a late failure case, the wire segment associated with the cathode node will have

a resistance change. The specific resistance change for each failed segment will be

calculated based on the target lifetime using our EM lifetime estimation method.

2. If VE,m − Vcat,m > Vcrit,EM and tlife,m > ttarget:

The lifetime of interconnect wire still meets the target lifetime even though it will

have void nucleation and resistance change. This also includes the case in which void

growth saturates before its size reaches the critical void size. The wire still works

since the current can flow through the barrier layer.

In this case, we use the existing VE,m−Vcat,m value as the new EM constraint (defined

as VE,m,next − Vcat,m,next) for this wire only (mth wire): VE,m − Vcat,m < VE,m,next −

Vcat,m,next. This is called constraint relaxation. The rationale behind this is that we

expect the EM status of this wire to become worse during the next optimization so its

lifetime will not change too much and still meet the given lifetime after the follow-up

optimizations.

After resistance change, or wire disconnection, or constraint relaxation, a new

round of SLP programming optimization, which is similar to Algorithm 1, is carried out.
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When the power grid optimization is successfully finished, one has to check if all

the wires, which are marked as failed ones, meet their failure conditions. For instance, if a

failed wire (its failed segment) has a 20% resistance change at the target 10-year lifetime

before the optimization, however, after the optimization, it has 30% resistance change at

10 years, then the final IR drop condition may not meet at 10 years. As a result, more

iterations need to be carried out until such process is converged.

Another way to avoid such iterations is to set up some guard bands. Specifically,

we can increase the target lifetime from 10 years to 15 years when computing the resistance

change for all the failed wires. After optimization, we check whether all the failure conditions

are satisfied against the real 10-year target. In this way, we may just need one iteration at

the cost of more routing areas used for the power grid networks.

The time complexity of the new EM lifetime constrained optimization flow shown

in Fig. 3.7 is O(l ∗fSLP (n, b))+O(b), where the l is the number of iterations of Algorithm 1

and O(b) comes from Algorithm 3 discussed below. Since fSLP (n, b) is nonlinear with

respect to b, the total time complexity can be further reduced to O(l ∗ fSLP (n, b)).

3.4.2 Transient EM analysis for a multi-segment interconnect

One important aspect of the above lifetime constrained power grid network opti-

mization is to calculate the lifetime of a given wire and its electrical conditions. Another

process we need is to compute the resistance change for a given target lifetime. Based on

the EM models and fast assessment techniques presented in Chapter 3.1, the two functions

can be described by the following transient EM analysis algorithm: Algorithm 3. In this
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algorithm, if the increased resistance of the nucleated branch exceeds 10%, the interconnect

tree is marked as failed.

Algorithm 3 Lifetime or resistance change analysis for an interconnect tree

Input: A given interconnect wire and its electrical conditions, target lifetime ttarget.

Output: Lifetime of the wire tlife and resistance change ∆R at ttarget.

1: Compute the initial current density and the corresponding EM driving force.

2: /*Nucleation Phase*/

3: Compute the transient hydrostatic stresses σx,t inside the interconnect tree.

4: if σmax,t > σcrit then

5: Solve the nucleation time tnuc using the bisection method.

6: /*Incubation Phase*/

7: if Lss < ∆Lcrit then

8: tinc := ∞ and ∆R := 0.

9: else

10: Compute tinc using Eq. (2.5).

11: /*Growth Phase*/

12: if early failure mode is true then

13: tgrowth := 0 and ∆R := ∞.

14: else

15: Compute tgrowth using Eq. (3.15) assuming ∆R = 0.1 ∗ R or compute the wire

resistance change ∆R so that tnuc + tinc + tgrowth = ttarget.

16: end if

17: end if
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18: tlife := tnuc + tinc + tgrowth.

19: else

20: tlife := ∞ and ∆R := 0.

21: end if

In Algorithm 3, to compute the lifetime tlife of a given wire, we need to make sure

that the wire is mortal and Eq. (3.4) is not satisfied. If the target lifetime ttarget is given,

then Algorithm 3 will return the resistance change ∆R at the target lifetime.

For those mortal wires, we start with time t = 1000 years and use the bisection

method to find tnuc. The transient hydrostatic stress will be computed by Eq. (3.8) at the

given time. Once the stress of one segment hits the critical stress, the wire is deemed as

nucleated.

First, we discuss the case that the wire is void incubation phase immortal, that is,

the void saturated length is less than the critical length. Then incubation time (eventually

the lifetime) becomes infinite and the resistance remains unchanged.

Otherwise, the failure mode of the wire should be determined by looking at the

current direction in the cathode node based on the patterns in Fig. 2.3(a) and Fig. 2.3(b).

If the wire is in early failure mode, then the wire will become an open circuit. In

this case, the whole interconnect tree will be disconnected from another interconnect wire

as shown in Fig. 3.8(a). For the wire in late failure mode, we have another solution. The

wire resistance change will be incurred and the growth time will be computed when the

resistance change reaches 10% as shown in Fig. 3.8(b). If the target lifetime is given, then

the wire resistance changes by ∆R at the target lifetime.
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(a) (b)

Figure 3.8: The electrical impact of different failure mechanisms on the interconnect wires:
(a) early failure mode; (b) late failure mode.

In Algorithm 3, it is clear that finding out the void nucleation time tnuc is the most

time-consuming part. Specifically, the time complexity of calculating hydrostatic stress for

one multi-segment wire can be expressed as O(si), where si is the number of segments of

that wire. Once we obtained the stress, the cost of using the bisection method to find tnuc

is very small and can be ignored. Overall, the time complexity of Algorithm 3, which is to

find the nucleation time for wire i, is fAlg3,i = O(si). If in the worst case, all the wires are

calculated, then total time complexity becomes O(b) =
∑b

i fAlg3,i, where b is the number of

wire segments of the whole power grid network.

3.5 Experimental results and discussions

3.5.1 Experiment setup

The presented EM-aware and lifetime constrained power grid optimization is im-

plemented in C/C++. We carried out the optimization on a workstation with 2 Intel Xeon

E5-2698 which has 128G memory. Both IBM power grid networks [43] and self-generated
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networks are used to test our work. From the annotated Spice format IBM benchmarks,

current source, voltage source, and resistance values can be obtained easily. Node loca-

tion and layer information are also provided, therefore, the geometric structure of a certain

benchmark is known. Since there is no wire length and width information, we made some

assumptions including wire length and layer height for the experiments. Within the IBM

power grid benchmarks, there are both power networks and ground networks. Only power

networks are used to test our method and their current source values are scaled to ensure

that the initial voltage drop of each node is small enough. We assume that the material

of the multi-segment interconnect wire is Cu and the barrier layer is Ta. The maximum

allowable IR drop is assumed to be 10%Vdd and the minimum allowable width is 0.1µm.

Some important parameters used in our experimental setup are listed in Table 3.1.

Table 3.1: Parameters used in the optimization process.

parameter value parameter value

σcrit 500MPa Ω 1.182× 10−29m3

Vcrit 3.69× 10−3V Ea 0.8eV

T 323K D0 5.55× 10−8m2/s

B 140GPa ρCu 1.9× 10−8Ω ·m

Z 10 ρTa 1.35× 10−7Ω ·m

3.5.2 EM immortality constrained power grid optimization results

Table 3.2 compares the results of the new optimization method using immortal

EM constraint with the results of the existing power grid optimization method using the

current density only EM constraint [58, 57]. Although many EMmodels have been proposed,

including the new physics-based models [55], the current density-based EM models based
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on the Black equation and Blech’s product [9, 10] are still widely used in today’s industry

even though they are subject to growing criticism. For the full-chip EM analysis, most

EDA tools only check the current density to see if it meets the requirements provided by

the manufacturer. Therefore, comparing our method against the SLP method based on

the current-based model is still meaningful. The new EM immortality model [50, 49] used

in this SLP algorithm can be viewed as the extension of Blech’s product to general multi-

segment interconnects. As a result, essentially we compare and evaluate the impact of the

EM immortality model against the Blech’s product-based traditional EM model.

Table 3.2: EM immortality constrained power grid optimization results for IBM power grid
networks.

circuit # node # bch area (mm2)
VB-EM constraint CD-EM constraint

CPU time area reduced CPU time area reduced tlife−min

(min) (%) (min) (%) (yr)

ibmpg1 11572 5580 158.43 0.06 35.66 0.06 72.29 13.57

ibmpg2 61797 61143 60.38 3.13 77.55 1.65 91.35 8.16

ibmpg3 407279 399201 697.71 131.00 22.60 28.57 57.98 9.64

ibmpg4 474836 384709 210.44 186.20 18.42 112.38 29.70 7.61

In our optimization processes, we assume that all the branches have the same

width on one tree but different trees can have different widths. For a fair comparison, we

only allow the difference in the EM constraints. In Table 3.2, column 1 to 4 list the power

grid network benchmarks (circuit), the number of nodes in the power grid network (# node),

the number of branches (# bch), and the original area (area (mm2)). Column 5 and 7 show

the CPU time of the two methods in minutes (CPU time (min)). Column 6 and 8 report

the reduced chip area ratio (area reduced (%)) with respect to the original area for the

two methods with voltage-based EM constraint (VB-EM constraint) and current density-
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based EM constraint (CD-EM constraint), respectively. Column 9 presents the minimum

lifetime in years (tlife−min (yr)) from current density-based EM power grid optimization as

we may have mortal wires after the optimization. Usually, the optimization process can be

completed within 3 iterations.

As we can see, for the ibmpg2 example, which has 61797 nodes, 120 voltage sources

and 18963 current sources, the original area is 60.38mm2. After 2 iterations, the area can be

reduced to 13.55mm2, which means 77.55% area has been reduced. Although the previous

work [57] has about 91.35% reduction, better performance in terms of area reduction, our

detailed analysis shows that there exist many mortal wires. For instance, one wire has a

lifetime of 7.8 years. In contrast, the new work ensures that none of the wires fail.

It can be observed that the new method typically leads to less area reduction

compared to the current density-based method. But we want to emphasize that the two

methods are not equal as the existing current density method [58] was based on Black’s

equation, which cannot ensure EM immortality. Table 3.2 basically shows that the presented

method can guarantee the immorality of the whole power grid network, while the existing

method cannot and some of the optimized results can even lead to the violation of 10-year

lifetime constraint (such as the ibmpg2, ibmpg3, ibmpg4) even though they may have better

area reduction ratio. Essentially the current-based EM optimization trades lifetime for

better area reduction.

As for CPU time, since all interconnect trees need to be calculated at least once

in the new power grid optimization method, it takes some time to build the new EM

constraint, as a result, the new method is a bit slower than the CD-EM constraint method.
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Furthermore, interconnect trees with more branches usually need more time to get the EM

voltage.

3.5.3 EM immortality constrained power grid optimization with reservoir

insertion results.

Next, we show the results from the reservoir insertion and EM immortality con-

strained SLP programming for power grid optimization. Instead of directly using the orig-

inal IBM power grid networks, we made some modifications to them. We mainly increased

the lengths of wires while keeping the original mesh structures. Additionally, a few branches

of the benchmarks have been added or deleted. The goal is to make the power grid more

vulnerable to EM failure.

The only exception is ibmpg4a, which is the same as ibmpg4. In this case, we show

that if a power grid network can be optimized successfully without reservoir insertion, then

performing Algorithm 2 is equivalent to performing Algorithm 1.

In the optimization process, we assume all the reservoirs are added in two direc-

tions, e.g., on top of a horizontal interconnect tree and on the left of a vertical interconnect

tree. If one wire is determined to be mortal, we first add a reservoir of calculated size at

the cathode node to make the wire immortal and then perform the two-phase optimization

process. The inserted reservoir and the interconnect tree should be in the same layer. The

length of the reservoir will be limited to be less than its perpendicular branch length.

Table 3.3 shows the results of the new optimization method with the reservoir

insertion feature. In this table, column 2 and 3 show the number of total trees (# tree)

and the number of trees that may fail (# nucleated wires). Column 5 tells if the first
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optimization (w/o reservoir insertion) can be finished successfully. Column 6 and 7 give

the CPU time and the reduced chip area ratio with respect to the original area when the

reservoir insertion option is turned on.

Table 3.3: EM immortality constrained power grid optimization with reservoir insertion
results for IBM power grid networks.

circuit # tree # nuc-wires area (mm2)
w/o reservoir w reservoir

finish CPU time area reduced
successfully? (min) (%)

ibmpg1a 689 249 633.56 no 0.06 21.25

ibmpg2a 462 91 120.65 no 3.15 28.64

ibmpg3a 7388 329 1032.55 no 131.85 15.22

ibmpg4a 9458 0 210.44 yes 186.20 18.42

As we can see, the CPU time results are similar to those with VB-EM constraint

method in Table 3.2, which means that reservoir insertion does not have much computing

overhead. In Table 3.3, the power grid networks are quite different from those in Table 3.2

because of the EM concern. So the area reduction results of the two networks are different

even using the same SLP algorithm.

From the results, we can see that by adding reservoir branches, the mortal power

grid networks can be made immortal without consuming much extra running time, and

the area can still be optimized successfully using the sequence of linear programming. In

every iteration, nodal voltages and branch currents are changed. We remark that cathode

node voltage may change, but the cathode node typically does not change. After adding a

reservoir onto an interconnect, a new EM voltage VE,new in Eq. (3.30) will be used for power

grid optimization. Then the area of the resulting interconnect will be optimized (reduced

or no change) while the EM immortality constraint can still hold after the optimization.
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3.5.4 EM lifetime constrained power grid optimization results

Table 3.4 shows the lifetime constrained power grid optimization with our self-

generated power grid networks. We remark that the IBM power grid circuits may not have

the desired immortal wires suitable for the demonstration and it is more convenient to use

self-generated power supply grids because we need to test our optimizer under different

testing conditions. These network topologies are simple, the name pg10×10 means that the

circuit consists of 10 rows and 10 columns power grid strips, in other words, there are 20

interconnect trees in total. So the size of the circuit in terms of nodes is approximately

equal to # of rows × # of columns. In this table, column 3 shows the number of nucleated

trees that stall the optimization. Note that nucleated wires can be the failed wires or wires

that have the potential to fail (its final lifetime may be longer than the target lifetime even

though its VE − Vcathode is larger than the critical voltage). If we have to relax the EM

constraint, the maximum Vcrit will be presented in column 6 (Vcrit−max (V)), meanwhile,

the shortest lifetime after optimization is presented in column 5 (tlife−min (yr)).

Table 3.4: EM lifetime constrained power grid networks for self-generated power grid net-
works.

circuit # tree # nuc-wires
before after CPU time area reduced

tlife−min (yr) tlife−min (yr) Vcrit−max (V) (s) (%)

pg5×10 15 1 - immortal - 1.84 76.51

pg10×10 20 5 80.68 77.39 4.307× 10−3 11.95 38.29

pg30×50 80 11 5.53 19.88 5.61× 10−2 96.39 26.68

pg20×100 120 8 > 100 > 100 7.22× 10−2 117.52 46.62

From Table 3.4, we can see if there are no violations for the initial power grid

networks, the optimization can be easily carried on. Sometimes, even with some violations,

after a few P-V and P-I iterations, the violations can be eliminated and we can still obtain

EM immortal solution. Note that the area improvement strongly depends on the original
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layouts, thus the absolute values of the reduced area are not that important. We notice that

there are several nucleated wires in each case, which means that we do not check their EM

during the optimization process as we treat them as failed wires. For instance, for pg5×10

case, there exists a nucleated wire before optimization. We won’t check the lifetime until

the optimization finishes, however, after optimization, no lifetime calculation is needed as

the network becomes immortal.

As for the pg30×50 case, before optimization, the shortest lifetime tlife−min is

5.53 years, which violates the lifetime constraint. After the optimization, the lifetime was

improved to 19.88 years. As we can see from this example, the lifetime can be extended

while the area can still be saved. The reason is that we let some wires fail or relax, but the

failure of those wires (resistance change or open circuits) will be compensated by properly

sizing of other wires to meet the lifetime requirement due to the redundant structure design

of power grid networks. It may lead to a wider width, but the overall area of all the wires can

be reduced. This further demonstrates the superior advantage of the lifetime constrained

method over the immortality constrained method.

For other cases, even though they have a few nucleated wires, their lifetime is very

long. After optimization, this is still the case. For most cases, if VE − Vi ≫ Vcrit in the

initial condition, it is difficult to optimize successfully for the first time. With our lifetime

constrained optimization flow, the optimization results can always be achieved after several

iterations so that the lifetime target can be met.
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3.6 Summary

In this chapter, we first presented a new power grid network sizing technique based

on the voltage-based EM immortality check method for general multi-segment interconnect

wires and the physics-based EM assessment technique for fast time to failure analysis. We

showed that the new power grid optimization problem subject to the voltage IR drop and

new EM constraints can still be formulated as an efficient sequence of linear programming

problem. The new optimization method will ensure that none of the wires fail if all the

constraints are satisfied. In addition, we improved the optimization method with reservoir

branch insertion, which helps make the initial power grid network more robust. To mitigate

the overly conservative nature of the optimization formulation, we further considered EM-

induced aging effects on power grid networks for a target lifetime and then presented an EM

lifetime constrained optimization method which allows some short-lived wires to fail and

optimizes the rest of the wires. Numerical results on a number of IBM and self-generated

power grid networks showed that the new methods can effectively reduce the area of the

power grid networks while ensuring reliability in terms of immortality or target lifetime,

which is not the case for the existing current density constrained power grid optimization

methods.
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Chapter 4

Robust power grid network design

considering EM aging effects

4.1 Saturation volume-based EM immortality check

EM is a material migration process caused by an electrical field. Due to momentum

exchange between atoms, hydrostatic stress is generated inside the embedded metal wire

during the migration process. Before the hydrostatic stress reaches the critical level, the

atomic flux flowing caused by electron flow from the cathode to the anode can still balance

with the atomic flux caused by the inhomogeneous distribution of hydrostatic stress. When

the stress reaches the critical level, a void and a hillock caused by atom migration will be

formed at the cathode end and anode end, respectively. However, if the hydrostatic stress

cannot reach the critical level, the void will not be formed or nucleated. The case where a

void cannot be formed is called EM nucleation phase immortal.

59



After a void is formed, it will keep growing until saturation. Void saturation

happens when two kinds of flux balance with each other. One is the flux of atoms previously

located in metal which is consumed by the growing void and the other is the back flux of

atoms generated by a gradient of growing stress. If the void volume is smaller than the

volume of the intersection which is recognized as critical volume Vcrit, current can still flow

through the copper wire since the wire cross-section is not blocked by the void. Once the

void size is large enough and occupies the wire cross-section, current has to go through

the liner whose resistivity is much higher than copper and the resistance of the wire will

increase, indicating that the wire enters the growth phase. As can be seen, if the saturation

volume is smaller than the critical volume, the wire is still immortal even if a void is formed.

This case is called EM incubation phase immortal.

A model predicting the saturation volume Vsat was proposed in [51]:

Vsat =
∑

i

Vsat,i = h×
∑

i

Asat,i

= h×
∑

i

[(−2σc,i +
jiliρeZ

Ω
)×

liwi

2B
]

= h×
∑

i

[(−2σc,i +
VieZ

Ω
)×

liwi

2B
]

(4.1)

where h is the thickness of the wire and Vsat,i, Asat,i, σc,i, ji, li and wi represent the

contribution to void volume, contribution to void area, stress at the cathode, current density,

length, and width of the ith segment, respectively. For the segment in which a void has

been nucleated, σc,i is 0 on the cathode. Except for the segment with the void, the steady-

state stress on the cathode of the other segments is the same as the anode of the segment

connected to them.
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As shown in Eq. (4.1), voltage and width on each branch i contribute to the void

volume, so the saturation void volume can be adjusted by modifying the voltage and width

of the branches in order to make the wire incubation phase immortal.

Fig. 4.1 uses a two-segment wire to illustrate this method. In Fig. 4.1(a), the

direction indicates electron flow. Here, stress at node 1 and node 2 can be calculated as

σ1 = 0−
(V1 − 0)eZ

Ω
= −

j1l1ρeZ

Ω

σ2 = −σ1 −
(V2 − V1)eZ

Ω
= −

(j1l1 + j2l2)ρeZ

Ω

(4.2)

(a)

(b)

Figure 4.1: (a) A two-segment wire; (b) stress integration area of a two-segment wire.
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Fig. 4.1(b) shows the stress at steady state versus branch length. A1 and A2 in

the figure are the contributions of the two branches on void area, which indicate that the

stress on both branches has a contribution to the void formation.

In addition, critical volume Vcrit is defined as

Vcrit = h× w × d (4.3)

where h is the thickness of the wire, w is the wire width and d is the via diameter. For wide

wires, multiple vias may be applied, then d is equivalent to w. In this case, we can assume

that Vcrit is proportional to w
2.

In order to determine whether the wire is EM incubation phase immortal or not,

the saturation volume is compared with the critical volume, more specifically, the wire is

incubation phase immortal if

Vsat < Vcrit (4.4)

4.2 New EM immortality constrained optimization for multi-

segment interconnects

In this section, we present a new EM immortality constrained power grid wire

sizing method for multi-segment interconnect wires. Compared to previous work [72, 73],

the new EM constraint is less conservative and can optimize more hard-to-optimize problems

while ensuring all the wires are EM immortal.
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4.2.1 New EM immortality criteria

EM conditions for multi-segment wires

Fig. 4.2 shows the void formation in a power grid network. We consider the

following three cases.

Figure 4.2: Void formation examples in a power grid network.

Case 1 In the left vertical wire, no void is formed, which means the stress at the cathode

does not exceed the critical stress in the nucleation phase, thus the wire is EM immortal.

We call it EM nucleation phase immortal.

Case 2 In the middle vertical wire, a void is nucleated, but it does not fully cover the

via, EM failure process ends at the incubation phase in which no meaningful wire resistance

is observed. Note that the via resistance may change due to void formation, but we do

not take via resistance into consideration here. In conclusion, the void is saturated before
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reaching the critical volume and the wire is still considered EM immortal. We call it EM

incubation phase immortal.

Case 3 In the right vertical wire, a void is nucleated at the cathode, after the incubation

phase, it fully covers the via, initiating the true growth phase. In this phase, the resistance

starts increasing as current starts to flow through the more resistive barriers of the copper

wire. When it increases to the critical level, such as 10% or other defined thresholds, the

wire can be considered to be failed. We deem this kind of wire EM mortal.

New EM immortality check

In Chapter 3.1, EM immortality check criteria have been presented for general

multi-segment interconnects. This voltage-based EM or VBEM method, in contrast to the

traditional current density-based method, formulated the new criteria in terms of nodal

voltages. Specifically, this EM immortality condition of a multi-segment interconnect is

described as

VE < Vcrit,EM (4.5)

However, this condition only checks void nucleation (Case 1). It fails to consider

the case where a void is nucleated in a wire but the saturation void volume is less than the

critical volume (Case 2).

Given a multi-segment wire m, the new EM immortality criteria first checks

VBEM. If it passes, then the wire is immortal. Otherwise, we compute the saturation

void volume Vsat from Eq. (4.1) and perform a saturation volume check using Eq. (4.4).

If Eq. (4.4) satisfies, the wire is still considered to be immortal. Otherwise, it is mortal,
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a more complicated analysis of transient hydrostatic stress evolution is needed to evaluate

the time to failure.

Note that EM nucleation phase immortal indicates that the stress will not reach

the critical level. No void is formed does not mean that the saturation volume is zero,

however, saturation volume makes sense only after a void is nucleated.

We remark that the EM models applied in our work are for general cases, we will

consider process variation with the Monte Carlo method in the future.

4.2.2 Problem formulation

Let G = {N,B} be a power grid network with n nodes N = {1, ..., n} and b

branches B = {1, ..., b}. Each branch i in B connects two nodes i1 and i2 with current

flowing from i1 to i2. li and wi are the length and width of branch i, respectively. ρ is the

sheet resistivity. The resistance ri of branch i is

ri =
Vi1 − Vi2

Ii
= ρ

li
wi

(4.6)

Objective function

The total routing area of a power grid network is expressed in terms of nodal

voltages, branch currents, and branch lengths as follows:

f (V, I) =
∑

i∈B

liwi =
∑

i∈B

ρIil
2
i

Vi1 − Vi2
(4.7)

Constraints

The constraints that need to be satisfied for a reliable power grid network are

shown as follows.
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1. Tree-related constraints

Equal width constraints For typical chip layout designs, branches within an in-

terconnect tree should have the same width, i.e., wi = wk.

Vi1 − Vi2
liIi

=
Vk1 − Vk2
lkIk

(4.8)

Note that typically an interconnect tree is just a power grid stripe and equal width is

a common assumption for general power grid networks.

New EM immortality constraints for multi-segment interconnects As de-

scribed before, for a multi-segment interconnect m, we consider two EM immortality

constraints: the EM nucleation immortal constraint (4.5) and EM incubation phase

immortal constraint (4.4). We will select one of them based on the stress conditions.

We remark that in constraints (4.5) and (4.4), both the EM voltage VE,m and the

saturation volume Vsat,m are linear functions of the nodal voltages of the interconnect

wires, supposing that each branch has the same width. As a result, the constraints

are still linear in terms of nodal voltages, which is a requirement for the sequence of

linear programming method.

2. Other constraints

Voltage IR drop constraints A threshold voltage is required to guarantee proper

logic operation

Vj > Vmin for power network (4.9)
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Minimum width constraints Usually different layers have different requirements

for the width of the wire segments

wi = ρ
liIi

Vi1 − Vi2
≥ wi,min (4.10)

KCL For each node j, we have

∑

k∈B(j)

Ik = 0 (4.11)

where B(j) is the set of branches incident on node j.

4.2.3 Relaxed two-step sequence of linear programming solution

The power grid optimization aims to minimize objective function (4.7) subject to

constraints (4.5), (4.4), (4.9)-(4.11). The problem is a constrained nonlinear optimization

problem.

Note that VE,m is a function of both nodal voltage and area of a wire. According

to objective function (4.7), the area of a wire segment is a function of nodal voltages and

branch current, therefore, VE,m is a nonlinear function. Take a three-segment wire similar

to Fig. 4.1(a) as an example,

VE,m =
a1 (V0 − Vcat,m) + (a1 + a2) (V1 − Vcat,m)

2 (a1 + a2 + a3)

+
(a2 + a3) (V2 − Vcat,m) + a3 (V3 − Vcat,m)

2 (a1 + a2 + a3)

=
l1w1V0 + (l1w1 + l2w2)V1 + (l2w2 + l3w3)V2 + l3w3V3

2 (l1w1 + l2w2 + l3w3)

− Vcat,m

(4.12)

where Vcat,m is the cathode node voltage of the mth wire. If we have the equal width

constraint (4.8), which indicates w1 = w2 = w3, then the EM nucleation phase immortal
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constraint (4.5) actually becomes a linear function of nodal voltage again.

VE,m =
l1V0 + (l1 + l2)V1 + (l2 + l3)V2 + l3V3

2 (l1 + l2 + l3)
− Vcat,m (4.13)

For Vsat,m, it is also nonlinear in terms of nodal voltages, assuming V0 is the

cathode node voltage,

Vsat,m =h×

[(

−2σ0 +
(V1 − V0) eZ

Ω

)

l1w1

2B
+

(

− 2σ1

+
(V2 − V1) eZ

Ω

)

l2w2

2B
+

(

−2σ2 +
(V3 − V2) eZ

Ω

)

l3w3

2B

]

=h×
eZ

2BΩ
[(V1 − V0) l1w1 + (V1 + V2 − 2V0) l2w2

+(V2 + V3 − 2V0) l3w3]

(4.14)

However, considering Vcrit,m is proportional to w2, EM incubation phase immortality con-

dition can be simplified as

eZ

2BΩ
[(V1 − V0) l1 + (V1 + V2 − 2V0) l2 + (V2 + V3 − 2V0) l3] < w (4.15)

With all these linear constraints, we can follow the relaxed two-phase iterative

optimization process and apply the sequence of linear programming technique [72] to solve

the relaxed problem in each phase.

Note that the equal width constraint aims for the optimization flow only, the

segments of an interconnect can have different widths due to reservoir insertion [73]. Besides,

sensitivity-based IR drop fix methods, which will be discussed in Chapter 4.4, can also lead

to distinct segment widths.

Specifically, we have a voltage solving phase when all branch currents are assumed

to be fixed and a current solving phase when all nodal voltages are fixed. Because the

objective function in the voltage solving phase is nonlinear, we take the first-order Taylor’s
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expansion around the initial solution V 0 to get the linearized objective function.

g (V ) =
∑

i∈B

2ρIil
2
i

V 0
i1 − V 0

i2

−
∑

i∈B

ρIil
2
i

(

V 0
i1 − V 0

i2

)2 (Vi1 − Vi2) (4.16)

Since Ii is a constant, an additional constraint is added

ξsign(Ii)
(

V 0
i1 − V 0

i2

)

≤ sign(Ii) (Vi1 − Vi2) (4.17)

where ξ ∈ (0, 1) is a restriction factor, which will be selected by some trials and experiences,

and sign(x) is the sign function.

4.3 Comprehensive power grid optimization strategies

4.3.1 New EM immortality constrained power grid optimization

In the aforementioned optimization problem, the new EM immortality constrained

power grid optimization starts with an initial feasible solution obtained from Chapter 2.2.

Then we iteratively go through the voltage solving phase and current solving phase. The en-

tire EM immortality constrained power grid network optimization procedure is summarized

as Algorithm 4.

Algorithm 4 New EM immortality constrained power grid wire sizing algorithm

Input: Spice netlist GI containing a power grid network.

Output: Optimized power grid network parameters.

1: /*Problem Setup*/

2: k := 0.

3: Compute the initial V k, Ik from GI .

4: repeat
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5: /*P-V Phase*/

6: Perform new saturation volume-based EM immortality check flow, construct equal

width constraints (4.8) and EM nucleation phase immortal constraints (4.5) or EM

incubation phase immortal constraints (4.4).

7: Construct minimum width constraints (4.10) and linear companion constraints (4.17)

with Ik.

8: m := 1.

9: Compute V k
m := argmin g

(

V k
)

subject to constraints (4.9), (4.10), (4.5), (4.4), (4.8),

and (4.17) by a sequence of linear programmings.

10: while f
(

V k
m

)

> f
(

V k
m−1

)

do

11: Determine the search direction dm := V k
m−1 − V k

m.

12: Choose step size α for line search.

13: V k
m+1 := V k

m + αdm.

14: m := m+ 1.

15: end while

16: V k+1 := V k
m.

17: /*P-I Phase*/

18: Construct equal width constraints (4.8) and minimum width constraints (4.10) with

V k+1.

19: Compute Ik+1 := argmin f
(

Ik
)

subject to constraints (4.10), (4.8) and (4.11).

20: k := k + 1.

21: until
∣

∣f
(

V k, Ik
)

− f
(

V k−1, Ik−1
)∣

∣ < ε
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At the beginning of each voltage solving phase (line 6), we check the EM immor-

tality for all the interconnect trees. If there exists a wire, which is neither EM nucleation

phase immortal nor EM incubation phase immortal, we consider the power grid cannot be

optimized. Otherwise, one EM constraint is built for each wire for later optimization. Note

that the length and width of a certain branch used in each iteration may differ, thus the

constant part of the EM constraints may change. The new saturation volume-based EM

immortality check flow is shown in Fig. 4.3.

Figure 4.3: Saturation volume-based EM immortality check for power grid networks.
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4.3.2 EM immortality constrained power grid optimization with wire pre-

sizing

EM immortality requirement for all the interconnects at the initial stage sometimes

can be too strict. This happens when the initially designed power grids do not meet the EM

requirement. As discussed earlier, we check the EM immortality conditions at the beginning

of the voltage solving phase and consider the power grid network cannot be optimized if

neither immortality condition is satisfied, which will greatly reduce the optimization space.

To mitigate this problem, we present a wire pre-sizing strategy, which can be seen

as a preprocessing stage before the power grid optimization. In other words, in order to

enable the optimization, we keep the original topology but adjust the resistance/width of

power grid stripes.

When a wire fails the immortality criteria, one idea is to size the width up to

make the wire immortal subject to the design rules. When we increase the width of the

wire segments or the interconnect tree (for all of its segments), we will increase the critical

void volume, which is increased quadratically with width w as defined in Eq. (4.3). As a

result, the wire may become incubation phase immoral based on Eq. (4.4). Besides, width

increase will also reduce the current density and branch voltages, therefore, it may make

the wire nucleation phase immortal based on Eq. (4.5). In our approach, we size up the

failed wires so that one of the immortal conditions is met. The wire is sized by recomputing

the branch voltages assuming that it will not affect other connected interconnect trees as a

first-order approximation until one of the immortality conditions is met.
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If the number of the wire segments need to be sized up is large, it indicates that the

power grid network is not well designed in terms of EM in the first place and some structure

change (e.g., adding more power strips) is probably needed first. Sizing up wire segments

is trivial as long as design rules are allowed, which is an efficient way of preprocessing.

4.4 IR drop constrained power grid optimization

For power grid network design, the ultimate design constraint is still the IR drop

at the target lifetime (e.g., 10 years), which means that we can allow some EM failures in

the power delivery networks as long as IR drop constraints are met. In this section, we

present two strategies to optimize the power delivery networks to meet IR drop constraints

with relaxed EM constraints.

4.4.1 EM lifetime constrained power grid optimization

Previous methods use EM immortal constraints to ensure that none of the inter-

connect trees fail. However, such constraints may be conservative because some wires can

have EM failures as long as the power grid networks still work in the target lifetime and

it fails to consider the aging effect. Therefore, an EM aging-aware power grid wire sizing

optimization method is applied in which some segments of interconnects will be allowed to

fail or to increase resistance.

After performing an EM immortality check, if neither of the EM constraints is

met for a certain interconnect tree, then the lifetime of the wire will be computed based on

the fast EM lifetime estimation method [62]. If the calculated lifetime is smaller than the
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target lifetime, the interconnect will be marked as failed and its EM constraint will not be

considered anymore. Furthermore, if the void is formed in via-above interconnect, the via

will be treated as disconnected, otherwise (via-below case), the increase in resistance of the

segment will be computed [73].

On the other hand, if the calculated lifetime meets or exceeds the target lifetime,

the saturation volume obtained from the previous optimization Vsat,m,prev for mth intercon-

nect will become the new critical void saturation volume for the next optimization iteration,

i.e., Eq. (4.4) becomes

Vsat,m,prev > Vsat,m (4.18)

The rationale behind this is that we relax the incubation phase immortality constraint as

it still leads to a satisfactory lifetime for this wire in the previous optimization. By adding

this constraint, we expect that its lifetime will not change too much and still achieve the

given lifetime goal after the follow-up optimizations. After either resistance change, or wire

disconnection, or constraint relaxation, a new round of SLP optimization is carried out

until the optimized chip meets the EM lifetime target. Compared with [73], there will be

more sizing space with the saturation volume-based constraint and it will provide better

optimization results.

4.4.2 Sensitivity-based localized power grids fixing

In this section, we present a large change sensitivity-based IR drop fixing method,

which aims at enhancing EM reliability at late power grid network design stage, i.e., sign-

off or electrical engineering order stages. As we know, both early failure and late failure
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contribute to the voltage change. When an early failure occurs, the interconnect is discon-

nected from another one, which can be seen as an open circuit. In contrast, the resistance

of late failure trees increases gradually and finally stops when the voids reach the saturation

volume. As a result, the wire resistance can experience large changes (from zero to infinity)

during the target lifetime. Note that the definition of power grids lifetime is different from

wire lifetime. It refers to the time at which an EM-induced voltage failure is expected to

happen.

Algorithm 5 presents the large change sensitivity-based fixing algorithm.

If there exist mortal wires after performing EM immortality check, we deem the

power grid network is a mortal one. For mortal power grids at design time, we first perform

the IR drop simulation. The MNA equation for the power grid network at t0 is represented

as

G(t0)v(t0) = i (4.19)

where G is the admittance matrix of the network, v = [V1, ..., Vn]
T is the vector of resulted

node voltages and i is the attached current sources. The conductance of branch i is

gi =
wi

ρli
(4.20)

Therefore, the elements of G can be expressed as

Gij =































−
∑N

k=1 gk, i = j and (k1 = i or k2 = i)

gk, i 6= j and (k1 = j or k2 = j)

0, i 6= j and k1 6= j and k2 6= j

(4.21)

Second, the coupled EM-IR drop analysis for the power grid network is performed

through EMspice [53, 2]. The new MNA equation at the target lifetime ttarget can be
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Algorithm 5 Large change sensitivity-based power grid fixing algorithm

Input: Spice netlist GI containing a vulnerable power grid network.

Output: Robust power grid network spice netlist GO.

1: Perform IR drop simulation and obtain Gk(t0) and vk(t0) for the power grid network

at initial time t0 .

2: Perform EM-IR co-simulation and obtain Gk(ttarget) and vk(ttarget) at time point ttarget.

3: while vk(ttarget) ≤ Vthreshold do

4: Calculate the difference of m resistor widths ∆wk using Eq. (4.23) and determine the

sensitivity matrix Sk
n×m.

5: Obtain the error vector ǫk based on the threshold voltage Vthreshold and vk(ttarget).

6: Use gradient descent method Eq. (4.33) to update the width wk(t0) and widen the

branch i with wk+1
i (t0) which satisfies wk+1

i (t0) > wk
i (t0).

7: if the updated branch width does not meet the design rules then

8: Set the branch width to the maximum allowable value and mark it as unadjustable.

9: end if

10: Perform IR drop simulation and obtain Gk(t0) and vk(t0) for the power grid network

at initial time t0 .

11: Perform EM-IR co-simulation and obtain Gk(ttarget) and vk(ttarget) at time point

ttarget.

12: end while
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expressed as

G(ttarget)v(ttarget) = i (4.22)

Assume that m resistor (g1, g2, . . . , gm) values would change due to void formed at the cath-

ode. Then the difference of the corresponding effective width ∆w = [∆w1,∆w2, . . . ,∆wm]T

between t0 and ttarget time points are given by

∆wi = ∆giρli = [gi(ttarget)− gi(t0)]ρli (4.23)

Finally, we only change the i-th width with increment ∆wi at one time to calculate

the voltage increments ∆v = [∆v1,∆v2, . . . ,∆vn] compared to the original network. When

changing the i-th resistor, the G(t0) matrix is modified by adding the perturbation matrix

∆gipiq
T
i , which is expressed as

Gv =
(

G(t0) + ∆gipiq
T
i

)

(v(t0) + ∆v) = i (4.24)

where pi and qi are n× 1 vectors. Their elements are given by

[pi]k =































1, k = i1

−1, k = i2

0, otherwise

[qi]k =































−1, k = i1

1, k = i2

0, otherwise

(4.25)

Based on Eq. (4.24), the increments of voltage can be determined by

∆v = −(G(t0) + ∆gipiq
T
i )

−1∆gipiq
T
i v(t0) (4.26)

This equation involves the inverse of an n× n matrix and can be rewritten as [23]

∆v = −G(t0)
−1pi(∆g

−1
i + qT

i G(t0)
−1pi)

−1qT
i v(t0) (4.27)
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Therefore, we only need to calculate the inverse of G(t0) once to obtain the sensitivity

[∆v1
∆wi

, ∆v2
∆wi

, . . . , ∆vn
∆wi

]T . By repeating the above procedure m times, we can compute the

sensitivity matrix Sn×m as

Sn×m =

























∆v1
∆w1

∆v1
∆w2

. . . ∆v1
∆wm

∆v2
∆w1

∆v2
∆w2

. . . ∆v2
∆vm

...
...

. . .
...

∆vn
∆w1

∆vn
∆w2

. . . ∆vn
∆wm

























(4.28)

Therefore, the relationship between ∆v and ∆w can be described by

∆v = S×∆w (4.29)

To solve ∆w, we have

ST∆v = STS×∆w

∆w = (STS)−1ST∆v

(4.30)

Similar to constraint (4.9), to meet the operating requirements of the VLSI circuit, the

voltages at all nodes should be no less than the threshold voltage Vthreshold within a certain

lifetime. Therefore, our destination is to minimize the error vector

ǫ = [ǫ1, ǫ2, . . . , ǫn]
T (4.31)

where

ǫi =















0, Vi(ttarget) ≥ Vthreshold

Vthreshold − Vi(ttarget), Vi(ttarget) < Vthreshold

(4.32)

Then we can optimize the problem using the gradient descent method

wk+1(t0) = wk(t0) + α(STS)−1ST
ǫ (4.33)
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where α is the step size and can be selected by some trials. Note that the required width

w to be changed maybe also subject to the design rules as there is an upper bound for the

widths.

4.5 Experimental results and discussions

The presented EM-aware constrained power grid optimization is implemented in

C/C++. IBM power grid benchmarks [43] are used to test our work, and we also have a

few synthesized IBM-format power grid networks so that different kinds of EM immortality

constraints can be tested and verified.

4.5.1 New EM immortality constrained power grid optimization results

Table 4.1 compares the results of the new optimization method considering satu-

ration volume with the results of the existing power grid optimization method checking EM

nucleation phase immortality only [72].

Table 4.1: EM immortality and lifetime constrained power grid optimization considering
void saturation volume results.

circuit # tree
# nuc-wire area w/o saturation volume [72] w saturation volume
(b) (e) (mm2) area reduced (%) area reduced (%)

ibmpg2 462 0 0 60.38 77.55 77.55

PG1 128 0 0 40.21 34.34 34.34

PG2 38 0 9 0.50 28.78 38.33

PG3 9 1 3 0.031 can’t finish (mortal wires (II)) 53.26

PG4 12 1 1 0.030 can’t finish (mortal wires) 25.21

PG5 20 10 10 0.017 can’t finish (mortal wires) 14.84

PG6 20 2 2 0.23 27.39 28.41

PG7 80 11 11 1.28 26.68 29.76
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In the optimization process, we assume that all the branches have the same width

in one tree but different trees can have different widths. For a fair comparison, we only

allow the difference in the EM constraints. In Table 4.1, column 1 to 5 list the power grid

network benchmarks (circuit), the number of interconnect trees (# tree), the number of

nucleated wires at the beginning (# nuc-wires (b)), the number of nucleated wires at the

end (# nuc-wires (e)), and the original area (area (mm2)). Column 6 and 7 report the

reduced chip area ratio (area reduced (%)) with respect to the original area for the two

methods with EM nucleation phase immortal only constraint (w/o saturation volume) and

the new EM immortality criteria (with saturation volume) respectively. Note that for the

two methods, all the wires are EM immortal after optimization.

As we can see, for the ibmpg2 example, which has 462 immortal trees at the

beginning, the original area is 60.38mm2. After 2 iterations, the area can have a 77.55%

reduction without any EM violation. For PG2, all the wires are EM nucleation phase

immortal at first, after 2 iterations, although it has 9 nucleated wires, all of them are EM

incubation phase immortal. Compared with the previous work [72] which has about 28.78%

reduction, the new method has better performance in terms of area reduction, while still

ensuring EM immortality. Previous work can not size PG3 because it has nucleated wires

in the beginning. Since the nucleated wires can still pass the saturation volume check (it

is incubation immortal (II)), the power grid network can be sized properly with the new

method. Note that the area improvement strongly depends on the original layouts, thus

the absolute values of the reduced area are not that important.
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We further observe that the new method typically leads to more area reduction

compared to the previous method. The reason is that the new EM immortality criteria are

less conservative and thus it effectively allows the EM voltage to exceed the critical EM

voltage by using the EM incubation phase immortal constraint. In other words, a larger

current density that can nucleate a void is allowed in the new method while ensuring wire

resistance is not affected. As a result, we can conclude that the new method successfully

enables the optimization of power grids, which would have been impossible in the previous

method due to the conservative immortality constraint, in addition to leading to further

area reduction in power grids compared to the previous method.

4.5.2 EM immortality constrained power grid optimization results with

wire pre-sizing

The results of the EM immortality constrained power grid optimization with sizing

up are also shown in Table 4.1. There exist some benchmarks which do not satisfy the EM

requirement in the initial situation, in this way, we check if the interconnects can be sized

up to become incubation phase immortal. In the PG4 example, we find that there is one

nucleated wire which fails both immortality constraints in the beginning. As discussed in

Chapter 4.3, after width adjustment, it becomes incubation phase immortal. For PG5, half

of the interconnects are mortal at first, and they all become nucleation phase immortal after

wire pre-sizing. In this way, the optimization process can finish successfully.
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4.5.3 EM lifetime constrained power grid optimization results

PG6 and PG7 in Table 4.1 demonstrated the lifetime constrained optimization

case. In the PG6 example, the lifetime of the nucleated wires is longer than 100 years, thus

the difference between the previous method and the new method is the relaxed constraint.

In the PG7 example, before optimization, the shortest lifetime among the 11 nucleated wires

is 5.53 years, which violates the lifetime constraint. After the optimization, the lifetime was

improved to 17.02 years. As we can see from this example, the lifetime can be extended

while the area can still be saved. The reason is that the open circuit or resistance change

of the short-lived wires will be compensated by properly sizing the other wires to meet

the lifetime requirement due to the redundant structure design of power grid networks.

It may lead to a wider width, but the overall area of all the wires can be reduced. This

further demonstrates the superior advantage of the lifetime constrained method over the

immortality constrained method. For the cases with very long lifetime wires, even though

they may have a few nucleated wires, after optimization, this is still the case. Besides,

compared with the previous method, the void saturation volume-based method can lead to

more area reduction.

4.5.4 Sensitivity-based localized power grid fixing results

The sensitivity-based localized power grids fixing results are demonstrated in Ta-

ble 4.2. The power grid designs come from the power grids of the Cortex-M0 DesignStart

processor, which is a 32-bit processor that implements the ARMv6-M architecture. The
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processor is synthesized using Synopsys Design Compiler and we simply modified some of

the interconnects for our experiments.

Table 4.2: Sensitivity-based localized fixing results.

circuit # tree
# violations # mortal wires # modified area total
at ttarget (b) (e) bch increase time

ARM-PG1 64 11 3 3 2 0.0438% 150.27s

ARM-PG2 64 32 5 5 3 0.0352% 171.65s

ARM-PG3 64 87 4 4 2 0.0614% 377.18s

ARM-PG4 128 21 7 6 4 0.0348% 522.83s

We assume that the widths of the original power grids have already been set to

their minimums and thus cannot be reduced. Column 1 to 4 list the power grid network

benchmarks (circuit), the number of interconnect trees (# tree), the number of IR drop

violations at the target lifetime (# violations at ttarget), and the number of mortal wires

at the beginning (# mortal wires (b)). Column 5 to 8 report the number of mortal wires

at the end (# mortal wires (e)), the number of modified branches (# modified branches),

the increased chip area ratio (area increased (%)) with respect to the original area, and the

total simulation time (total time (s)).

With the localized fixing method, we are able to meet the power grid lifetime by

only widening a few branches. In the ARM-PG1 example, the lifetime of the whole power

grids is 8 years and the maximum voltage at ttarget is 10.022%Vdd. There are 3 mortal wires

and all of them have a lifetime of less than 10 years, in other words, there are 3 branch

resistance changes at ttarget. Note that the lifetime definitions of wire and power grid

network are different. After performing the sensitivity analysis, we get the information that

one of the wires needs to modify. The power grid meets the lifetime target with only one

83



iteration. The largest resistance change does not mean it contributes the most to voltage

violations. For ARM-PG3 who has 87 violations, the largest resistance change occurs at

tree 33. However, according to Eq. (4.30) tree 1 and tree 31 should be modified, and tree

1 has the smallest resistance among the 4 mortal wires. In addition, ARM-PG4 illustrates

that the number of mortal wires can be reduced after the fixing process, where the mortal

wires are less at the end than at the beginning. The total fixing time mainly depends on

the iteration number and the simulation time from initial to 10 years to get the EM-induced

IR drop.

The sensitivity-based localized power grid fixing method is better performed at

the later design stages, we suppose that the power grid is well designed and meets the IR

drop requirement at the start. Usually, the grid can be easily fixed to have a lifetime of 7

years or more. If the lifetime is too short, then there will be much more violations at 10

years, and maybe difficult to fix with widening only a small set of branches. In this case,

the interconnect widening method will be applied first.

4.6 Summary

In this chapter, we presented several power grid network design and optimization

techniques to consider the electromigration effects for multi-segment interconnect wires.

First, we considered a new EM immortality constraint due to EM void saturation volume,

which will reduce conservativeness in the EM-aware on-chip power grid design. We showed

that the new EM immortality constraint can be integrated into the existing programming-

based power grid optimization framework. Second, to further mitigate the excessive conser-
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vativeness of the immortality constrained optimization methods, we explored three strate-

gies: we first sized up failed wires to meet one of the immorality conditions subject to the

design rules; next, we considered the EM-induced aging effects on the power grid networks

for a target lifetime, which allows some short-lived wires to fail and optimizes the rest of the

wires. Third, we presented a large change sensitivity-based optimization scheme to perform

localized fixing based on the coupled EM-IR drop analysis method for power grid networks.

Numerical results on a number of IBM-format power grid networks demonstrated that the

new method can reduce more power grid area compared to the existing EM immortality

constrained optimizations. Furthermore, the new method is able to optimize power grids

with nucleated wires for the first time. Results also showed the sensitivity-based localized

power girds fixing can fix EM-induced IR drop violations in a few minutes for synthesized

power grid networks from ARM core designs.
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Chapter 5

GridNet: Fast data-driven

EM-induced IR drop prediction

and localized fixing for on-chip

power grid networks

5.1 Related works

5.1.1 Machine learning-based IR drop analysis and estimation

IR drop analysis is concerned with voltage drop estimation from given current or

power sources, which can be time-varying for dynamic analysis. A number of numerical

techniques have been well developed and can perform IR drop analysis well on power grids,
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such as hierarchical methods, random walk methods, Krylov-subspace methods, multi-grid

techniques, and vector-less verification methods.

To further speed up the IR drop analysis, several machine learning-based IR drop

estimation/prediction methods have been proposed [39, 25, 30, 66]. Those methods typi-

cally aim to replace the standard full-chip IR drop analysis tool such as ANSYS RedHawk,

via data-based learning and feature selections. For instance, Lin et al. [39] proposed full-

chip dynamic IR drop analysis based on some power and physical features extracted from

cells and layouts. Fang et al. [25] tried to improve the scalability by training the models

for localized regions of the layout. Xie et al. [66] proposed a CNN-based model transfer-

able across different designs that is able to incorporate design-dependent features during

preprocessing. Ho et al. [30] focused on incremental IR drop prediction and mitigation. It

uses more electrical and physical features for the training based on the gradient boosting

framework.

5.1.2 EM-induced IR drop analysis and fixing works

Since EM failure may lead to wire resistance increase and even open circuits, it

can cause an increase of IR drops over time. As a result, it is very important to perform the

EM analysis and eventually EM-induced IR drop analysis towards the user-specified target

lifetime. Many full-chip EM analyses for power grid networks have been proposed [33, 13,

49, 48]. These methods can predict the EM lifetime of the power grid and obtain failed trees.

Specifically, Huang et al. proposed the first physics EM model-based full-chip EM analysis

method [33, 34]. This method indeed considers the interaction between the EM and IR drops

of power grids, but the compact EM model is less accurate. Chatterjee et al. proposed a
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finite difference method (FDM) based full-chip EM analysis tool [13, 49] to get better

accuracy. However, such method still primarily considers the EM stress without considering

impacts from wire resistance changes of power grid networks. Cook et al. proposed a finite

difference analysis method, which was accelerated by the Krylov subspace-based reduction

technique [19]. This method can be applied to general multi-segment interconnect wires

with time-varying current and temperature. However, this method still considers only the

EM stress and ignores the EM and IR drop interaction in the power grid networks.

Recently, Sun et al. [53] proposed a full-chip EM-induced IR drop analysis, which

considers the dynamic interplay between the hydrostatic stress and electronic current/voltage

in a power grid network. This method solves the coupled time-varying partial differential

equations in the time domain accurately and obtains the stress evolution in multi-segment

interconnect trees. It is compatible with the synthesized power grid networks from commer-

cial design tools and can show the resulted IR drop and EM failure hotspots at the target

lifetime. However, the simulation can be very slow and hence not practical to use for fast

EM fixing. This is one of the major issues that motivate our work.

At the same time, there are some works proposed on wire segment sizing of power

grid networks in order to fix the EM failures or IR drops. Zhou et al. [74, 70] proposed

a power grid network sizing method based on the multi-segment EM immortality check

criteria. It automatically considers all the wire segments and their interactions in an inter-

connect tree. However, the EM immortality constrained optimization is still conservative as

it requires all the interconnect trees to be immortal. Chang et al. [11] proposed a learning-

based EM violation waiver system, which investigates every EM violation and takes an
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expert decision to either ignore the violation (waive-off) or resolve it (must-fix) in the de-

sign. However, this system is not able to take the violation fix action. Moudallal et al. [42]

directly optimized the EM-induced IR drops on the time-varying power grid networks due

to the EM aging process. This method is based on gradient descent optimization and aims

to size the individual wires to meet the target IR drop criteria, however, a large amount of

computation is required.

5.2 Fast data-driven incremental EM-induced IR drop pre-

diction

5.2.1 Overall workflow of the GridNet framework

Fig. 5.1 and Fig. 5.2 demonstrate the overall workflow of our GridNet framework.

The workflow consists of two phases: training and inference. The training phase is shown

in Fig. 5.1, the yellow block shows how the power grids are generated. Then in the red

block, we use EMspice [53] to predict the EM-induced IR drop for synthesized power grid

network using coupled EM-IR analysis. In the blue block, GridNet receives the EM-induced

voltage from 0 to Ttarget aging years as well as the power grid. It extracts electrical and

other information features, the training process is shown with dashed arrows. Fig. 5.2

illustrates the inference phase and the sensitivity-based power grid fixing flow. One of

the two outputs from GridNet is the EM-induced voltage at all the nodes at a specific

aging year. And the other is the sensitivity information: sensitivity of nodal voltages with

respect to the input resistances. These resistances can be obtained as a by-product from

the differentiable conditional generative adversarial network (CGAN) model as we will show
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later. The sensitivity information will be utilized for fixing IR drop violations efficiently in

the chip design flow. After incrementally updating the power grid, the new EM-induced

voltage is predicted by the GridNet model. If IR drop violations remain unaddressed, the

designer can just iteratively perform the same round of incremental prediction and fixing

until all IR drop violations are fixed.

Figure 5.1: GridNet training flow.
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Figure 5.2: GridNet prediction flow and grids fix flow with GridNet.

5.2.2 Feature selections for GridNet

Given a mesh-structured power network, if we only look at the node voltage and

input current sources, according to Eq. (2.9), we can formulate the time-varying model

essentially as following

M(t)× u(t) = PI(t), (5.1)

where M(t) is a time-varying admittance matrix, I(t) is a column vector whose elements are

current and voltage sources, and u(t) contains both nodal voltages and dependent current

variables. As a result, for the DNN-based modeling, the input features should include both
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I(t) and M(t), which can be represented by the resistance vectors of wire segments in the

power grid networks. The resistance of a wire depends on its length and cross-sectional area

that is proportional to wire width. Since we deal with mesh-structured power grids, the

topology of wire connections is implicitly presented if all the wire resistance or features are

pre-ordered (as a vector) based on some counting order. As a result, the GridNet model is

able to deal with different workloads, i.e., I(t) and initial wire resistances (different M at

t = 0 under the same power grid structure).

5.2.3 Training data preprocessing and representation

The preprocessing extracts the electrical features and geometries from raw layouts.

After the preprocessing, the workload samples will be represented in a customized scheme.

Data preprocessing

Given a specific design, Synopsys IC Compiler takes a synthesized gate-level netlist

and a standard cell library as input, and then automatically creates the circuit layout. In

the preroute (design planning) step, one important procedure is performing power network

synthesis. As shown in Fig. 5.3(a), the power and ground network are generated based on

the constraints that the user defines. It consists of VDD power nets, VSS ground nets, and

two external supplies. The results are later used to examine the voltage drop, resistance and

EM. Fig. 5.3(b) shows the voltage drop from the same power grid and the unit is mV. Since

our goal is to obtain EM-induced IR drop which considers the aging effect, we dumped the
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(a) (b)

Figure 5.3: (a) Power and ground networks of Cortex-M0 DesignStart; (b) voltage drop
map of the power network of (a).

power grid information including layout geometry, layer, via, as well as branch currents for

later simulation.

Having a sufficient amount of training data is a crucial requirement for machine

learning approaches. The GAN-based EM-induced IR drop prediction requires a lot of

power grid samples and their corresponding ground truth EM-induced IR drop along the

aging time. However, synthesizing a large number of designs and dumping their power grid

information is not realistic. We first synthesized three power grid designs, and then for each

design, we generated 10000 different workloads respectively. The network samples have the

same topology as the synthesized designs. Although they have the same number of power

strips, they differ in the branch width and length, thus the wire can be sized properly later

on for EM-induced IR drop fixing.
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Data representation

Representation of data has a tremendous impact on GAN behavior. To preserve

the geometric and spatial relationship, we first encode the power grid workloads and voltages

into matrices and then convert the voltage matrix into red-green-blue (RGB) channels of

images, as illustrated in Fig. 5.4. Each pixel stands for one node, the length and width

information are discarded, while the relative position of each node and its voltage value are

kept. Such compact representation will dramatically reduce the image size compared with

the representation from Fig. 5.3(b), which will further speed up the training process.

(a) (b)

Figure 5.4: Compact IR drop image of power grid networks of (a) Design 2: 4k nodes; (b)
Design 3: 16k nodes.

As the pixels in our images are not RGB colors but real voltage values instead,

they usually do not change dramatically, e.g., the maximum voltage value is 1.05V and most

values fall in the range [0.7 1.05]. The channels of input are real resistance and current,

thus they have the same numerical problem. Such a small numerical range is not suitable
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for neural networks. As a result, we rescaled all data in the training to the range between

-1 and 1.

5.2.4 GridNet architecture

GAN is a neural network model widely used in unsupervised machine learning

tasks. A traditional GAN is composed of two separate deep neural networks, one is generator

G and the other is discriminatorD, there is no control on modes of the data being generated.

In the CGAN model, the generator learns to generate a fake sample with a specific condition

rather than a generic sample from unknown noise distribution.

For our problem, GridNet does not generate voltage maps from the random noises,

instead, the inputs are the selected electrical and implicit geometrical features of the power

grid networks and aging time. In order to implicitly learn the distribution of the voltage

and map it to the corresponding 2D voltage image, we use a CGAN as the backbone for

our model shown in Fig. 5.5. As we can see, to make the GAN model learn the temporal

dynamics of EM-induced IR drops, we use the time variable as the continuous condition

for both generator and discriminator, which was demonstrated to be effective for financial

market risk analysis [27].

Take a power grid design with 120 rows and 120 columns as an example, there are

five channels of input for the generator: the column resistance image imgcol ∈ R
119×120×1,

the row resistance image imgrow ∈ R
120×119×1, the current source image imgcur ∈ R

120×120×1,

wire length l, and aging time t. t and l are expanded into R
128×128×1 by channel-wise dupli-

cation, respectively. In addition, the three images are all expanded to the same size, such
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Figure 5.5: The CGAN architecture for EM-induced voltage prediction.

that imgcol, imgrow, imgcur, l, and t can be concatenated depth-wise. The resulted input

x given to the generator is a 128× 128× 5 tensor with all entries normalized as described

in the previous section. We employ an encoder-decoder architecture as our generator that

is widely used in image-to-image applications. The input is downsampled through a series

of convolutional layers until a bottleneck layer, at which the latent features are extracted

and then reversely upsampled through transposed convolutional layers. The generator is

trained to extract useful latent features from the input and then reconstruct the output

voltage map basing on this information.

The output of the generator is a voltage map, which is denoted as G(x). Either

the generated G(x) or the real EM-induced voltage image y is fed into the discriminator D

alternatively together with its corresponding workloads and aging time x as the condition
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input. The output of the discriminator is denoted as D(G(x), x) or D(y, x) depending on

whether the generated or the real EM-induced voltage image was inputted. In the training

process, we use the Wasserstein Distance [6] as the measurement of the difference between

the real and the generated EM-induced voltage image distribution to take advantage of

higher stability and convergence possibility.

5.2.5 Fast sensitivity calculation using the automatic differentiation in

DNNs

One important observation for all the deep neural networks including the GAN

model is that they are all differentiable with respect to the model weights so that training can

be performed by sensitivity/gradient information via the automatic differentiation scheme,

specifically the back-propagation algorithm.

In this work, we leverage the existing automatic differentiation to compute the

sensitivity information between the output and all of the input resistance through GridNet.

To be specific, we can compute the partial derivatives of one output voltage map with

respect to every input resistance in one back-propagation (same cost of one inference) of

the generator DNN network using the Tensorflow tf.gradients API, which is exactly the same

technique employed in the training process. The only difference here is that the derivative

is taken with respect to the input of the generator instead of the trainable variables in

the model. In other words, one has to perform one inference using GridNet to compute

sensitivity for k resistances for one output node. Our sensitivity calculation is similar to

the adjoint network-based approach [22], however, this method requires two simulations of

the EMspice for the original and adjoint networks for each output node. In our case, we do
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not require computing the sensitivities for all the output nodes, instead, we only focus on a

few nodes that are subject to IR drop violations, which makes the sensitivity computation

even more efficient.

5.3 Fast layout fixing for EM-induced IR failures

Power network is usually synthesized at an early stage of the chip design flow.

Given a power gird, it is possible that it is vulnerable at the target time Ttarget. In other

words, the maximum IR drop exceeds the voltage drop threshold Vdropth , thus the design

flaws need to be fixed. Specifically, the EM-lifetime of the power grids refers to the time at

which an EM-induced voltage failure is expected to happen. There are two failure scenarios:

vulnerable in the initial state; robust initially, but has EM-induced voltage violations at

Ttarget.

In this section, we present two fast localized fixing methods based on GridNet.

The first method uses a relatively rough estimation to expediently fix IR drop failures at

the preroute stage. In contrast, the second method only takes the second failure scenario

into account. It benefits from the gradient information obtained from GridNet. We assume

that only a few EM-induced IR drop violations will occur at Ttarget during the later power

grid design stages such as EM sign-off. This is typically the situation as the power grid

network has been well designed at the synthesis step with EM failure considerations.
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5.3.1 Fast localized IR drop fixing

The first localized fix method tries to size the whole interconnect tree one at a

time until we meet the IR drop constraint at the targeted lifetime. Specifically, after a

power grid network is synthesized, multiple voltage violations may occur at Ttarget. With

GridNet, we can easily obtain all the nodal voltages at Ttarget. In addition, GridNet is able

to provide the EM lifetime of the power grid.

Starting from the original power grids, widening one interconnect tree can have

inevitable effects on nearby trees, namely, fixing several critical trees may be sufficient to

fix voltage violations on all trees within this local area. Therefore, there is no need to widen

all vulnerable trees at the same time, which would result in a large design overhead. In

our method, if voltage violations happen, the interconnect with the largest IR drop will be

widened by a scaling factor s, where s > 1 and it is determined by experiments.

According to Moudallal et al. [42], the voltage drop is a monotonically increasing

function with respect to aging time given a certain grid sample, thus we only need to look

at Ttarget without considering any time in between.

The modified power grid information is then fed into GridNet to get the newly

predicted nodal voltages at Ttarget. We iteratively predict voltages and widen one tree at a

time until the IR drops of all nodes are bounded within VDD − Vdropth .

According to the design rules and the minimum allowed space for standard cell

placement and routing, the interconnect wire must be modified in a manner under some

specific constraints. In our method, we specify that each wire can be widened under those

design rules, but they have a maximum allowed value.

99



5.3.2 Sensitivity-based localized IR drop fixing

As we discussed, the sensitivity information of node voltage with respect to the

wire resistance can be obtained as a by-product from the CGAN model of GridNet for each

given input design using simple back-propagation as mentioned in Chapter 5.2.5. Typically

the candidate wires (and their wire segments) are the wires with or close to void nucleations.

As a result, those wires are good candidates for fixing as they are the ones causing the EM-

induced IR drop failures.

Specifically, we assume that we have n violation nodes whose nodal voltages are

represented by vi, i ∈ {1, .., n} and m wire segments whose with are represented by wi,

i ∈ {1, ...,m}. Then we can compute the following partial sensitivity matrix Sn×m:

Sn×m =










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(5.2)

Let ∆V = [∆v1, ...,∆vn] represent the voltage drop changes we expected to meet

IR drop constraint at Ttarget and ∆W = [∆w1, ...,∆wm] be the required first-order width

changes to make the voltage drop change. Then we have

∆V = S×∆W (5.3)

To solve ∆W, we perform the least square regression as follows:

ST∆V = STS×∆W

∆W = (STS)−1ST∆V

(5.4)
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We note that the required width changes ∆W may also be subject to the design rules as

there is an upper bound for the width. Once we update the width changes to the power grid

network, we will run GridNet to verify IR drop at Ttarget. If there are still IR drop violations,

more sensitivity-based fixing will be performed until there is no IR drop violation. The final

design will be validated by EMspice.

5.4 Experimental results and discussions

5.4.1 Experiment setup

The above EM-induced IR drop prediction model for power grids (GridNet) has

been implemented in Python using the TensorFlow library. The voltage violation fixing

methods are implemented in Python. The experiments were carried out on a Linux server

with 2 Xeon E5-2698v2 2.3GHz processors and Nvidia Titan X GPU.

In order to validate our work, we start from the power grid of the Cortex-M0

DesignStart processor. It is a 32-bit processor that implements the ARMv6-M architecture.

This processor is synthesized using Synopsys Design Compiler and is placed and routed

with Synopsys 32/28nm Generic Library. The power grid of Cortex has two layers, and

there are 1k nodes in total.

Power grid information obtained from Synopsys IC Compiler is then fed into the

power grid parser. The information includes but is not limited to structure, node location,

wire layer, wire length, current source, voltage source and resistance values. The netlist

format extracted from the grids agrees with IBM power grid benchmarks [43]. In order to

101



obtain enough power grids for training, we generate lots of synthesized IBM-format power

grid networks so that different workloads can be tested and verified.

We train our DNN model using three different designs/topologies and each of them

has a dataset containing 12000 pairs of (workloads and aging time, EM-induced IR drop)

samples. Design 1 comes from Cortex-M0, Design 2 and Design 3 are shown in Fig. 5.4(a)

and Fig. 5.4(b), respectively. The temperature used in the experiment is 373K, the IR drop

threshold Vdropth is 10%VDD and the target EM lifetime Ttarget is set to 10 years. For each

workload, we collect the EM-induced IR drop results obtained by EMspice at 11 discrete

aging time instants (0 to 10 years). We randomly select 15% of workloads for testing and

the remaining 85% are assigned for the training set. During the training phase, all samples

are randomly permuted at the beginning of every epoch.

5.4.2 EM-induced IR drop prediction results

Accuracy analysis

Once the GridNet model is trained, the generator is preserved and serves as the

model for inference. The model can take any power grid workload with the same topology

as input and give the predicted EM-induced voltage at a specified aging year. The predicted

results from GridNet are compared with the baseline, which are the simulation results from

EMspice. To evaluate the estimation error, we employ the root-mean-square error (RMSE)

and as the metrics

RMSE =

√

∑N
i=1 (y

′ − y)2

N
(5.5)
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where y′ and y are the predicted and real voltage value, respectively. N is the total number

of nodes. We evaluate our trained GridNet model on the testing set which was set aside

during the training phase. The workloads in the testing set were randomly generated in

the same way as the training set was produced. The random generation process guarantees

that there is no overlap between these two datasets. The details and results are shown in

Table. 5.1.

Table 5.1: Prediction results of different designs.

circuit # nodes # voltage sources VDD (V) RMSE (mV)

Design 1 1024 2 1.05 5.697

Design 2 4096 4 1.05 6.100

Design 3 16384 9 1.05 3.922

A total number of 1800 different workloads are tested for each design. For each

workload, 11 voltage images at 0 to 10 discrete aging years are generated. As can be seen

from Table 5.1, comparing all 19800 generated EM-induced voltage images with the baseline

on Design 1, GridNet achieves an average RMSE of 5.697mV, which represents about 0.57%

error for a 1.05V power supply.

We randomly pick one testing workload from Design 2 and compare the EM-

induced voltage estimation at different aging years with the baseline in Fig. 5.6. Fig. 5.6(a)

shows the predicted and real voltages at 0, 6 and 10 years, respectively. Since there is no

obvious difference that can be seen, we zoom in the upper right corner of the design and

use Fig. 5.6(c) to demonstrate the prediction error. Initially, the error distributes evenly,

while at the end of the 6th year the error grows larger at two spots. The maximum error

at 10 years is only 0.04mV, which indicates a good prediction. Fig. 5.6(b) illustrates the
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EM-induced IR drop increasing process. The left figure shows that from 0 to 6 years, the

IR drop at some spots increases faster than the other nodes. When comparing the right

figure to the left, we can find that the spots are spreading over time. The reason is that

there are nucleated voids nearby and the EM aging process leads to the resistance increase.

We further compare the predicted EM-induced IR drop with the baseline on Design

1.1 and Design 1.2. To validate whether our model can successfully predict the IR drop of

unseen power grids, all the testing data is separated from training data. The error statistics

are shown in Table. 5.2, where std stands for standard deviation.

Table 5.2: Error statistics of Design 1.1 and Design 1.2.

Design 1.1 Design 1.2

initially

mean (µV) 0.8165 18.8496
max (mV) 3.4879 3.8722
std (µV) 0.6115 0.9303
RMSE (mV) 1.0199 2.1058

at 3rd aging year

mean (µV) 0.7382 31.1950
max (mV) 2.5299 12.8284
std (µV) 0.6999 1.2347
RMSE (mV) 1.0170 3.3547

at 10th aging year

mean (µV) -0.3939 82.7170
max (mV) 1.1503 27.0619
std (µV) 0.8030 2.5941
RMSE (mV) 0.8941 8.6685

Design 1.1 is a power grid with one mortal interconnect and the initial maximum

IR drop is 58.75mV. After one year, the resistance of the mortal interconnect begins to

increase due to EM and the value is changing over time. After 10 years, the maximum IR

drop becomes 59.54mV, which means the EM lifetime meets the 10-year target. In contrast,

the predicted IR drop in the initial state and after 10 years are 57.93mV and 59.95mV,
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(a)

(b)

(c)

Figure 5.6: Comparison of inference results from GridNet and EMspice: (a) IR drop distri-
bution at different years; (b) increased IR drop due to EM; (c) predicted voltage error.
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respectively. Fig. 5.7(a) presents the correlation between the predicted EM-induced IR

drop and baseline from 0 year to 10 years, with one-year interval, e.g., the purple dots

indicate IR drop at 10 years. The errors of all predicted values are less than 3.5mV. The

average error is 4.04× 10−4mV, with a standard deviation of 7.52× 10−4mV.

Design 1.2 is a power grid with 6 mortal interconnects and its EM-lifetime is just

3 years. Initially, the real maximum IR drop is 84.47mV whereas the predicted maximum

IR drop is 82.34mV. After 3 years, the EM-induced values become 84.58mV and 85.56mV

for the baseline and predicted values respectively. From the 4th year, wire resistance starts

to increase, which will have large impacts on the whole grid. As a result, both the baseline

and predicted one have the maximum IR drop larger than 110.83mV, resulting in a power

grid failure. Finally, in the 10th year, the baseline and the predicted IR drop value are

133.99mV and 127.39mV, respectively. From Fig. 5.7(a) and Fig. 5.7(b), we can see that

the correlations for different years in the first figure have similar patterns. On the other

hand, the second figure looks different, the data for the first few years are concentrated in

the lower part and the data for the last few years are distributed throughout the whole

figure. The reason is that the EM effect is more clearly reflected in Design 1.2, which has

a larger resistance increase.

The error histogram in Fig. 5.8 shows the error distribution of the predicted results.

In Fig. 5.8(a), most of the predicted results are concentrated near the center, which agrees

with the above analysis. As for Fig. 5.8(b), the error distribution for different years varies,

because there are relatively large changes in the nodal voltages due to EM. When we look at
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(a) (b)

Figure 5.7: Predicted IR drops versus the baseline of (a) Design 1.1; (b) Design 1.2.

the details of each year, we can find that the error still follows the uniform distribution. For

instance, in the 10th year, 87.79% of the nodes have errors between 8.13mV and 13.8mV.

(a) (b)

Figure 5.8: Error histogram of (a) Design 1.1; (b) Design 1.2.

We further do an accuracy study on the EM lifetime prediction for power grid

networks. We randomly select 700 mortal designs/workloads from the testing sets, the

lifetime prediction results are shown in Fig. 5.9. Among the designs, the prediction from
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GridNet is consistent with the baseline for 83% of cases. If we allow two-year prediction

errors, then it agrees with the baseline in 90.86% of cases. The accuracy degradation is

due to the fact that lifetime is more related to the minimum voltage rather than all nodal

voltages.

Figure 5.9: Predicted lifetime versus baseline.

Speedup analysis

In what follows, we provide a comparison of speed between GridNet and the base-

line EMspice on EM-induced voltage analysis. We randomly pulled the designs from both

training and testing set from Design 1, which contains 1k nodes. Both our GridNet model

and EMspice were tested to generate the voltages from the initial state until 10 years.

Specifically, the simulation time step of EMspice is set to one month. The experiments were

performed on the same server and the accumulating time costs on 500 designs are plotted

in Fig. 5.10.
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Figure 5.10: Prediction and simulation speed comparison between GridNet and EMspice.

The total computing time on the 500 designs is 31.26h and 10.0s for EMspice

and GridNet, respectively, indicating that about 11232 or 104× speedup over EMspice.

For EMspice, the time cost on the estimation of a single design varies from 0.57s to 427s

depending on the EM immortality condition. For GridNet, however, the inference speed

is steadily around 5ms for all the designs. The computing cost of GridNet is invariant

to immortality conditions, which makes it much more suitable for larger-scale designs and

leads to better scalability.

As for larger designs, the speedup becomes even more significant since the simula-

tion time for EMspice grows considerably. For instance, for Design 3 which has 16k nodes,

obtaining the EM-induced IR drop result at the 10th aging year takes more than 1.5h. If

applying GridNet, the inference time will be around 10ms, which indicates that the speedup

will be more than 5× 105.
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5.4.3 Fast IR drop fixing results

The results of the fast IR drop fixing method using prediction results from GridNet

are listed in Table 5.3. The last column in this table and following table indicate CPU times

used for the fixing process including data processing and inference costs of GridNet. There

exist some benchmarks which do not satisfy the target EM lifetime with their original width

configuration. In this case, we widened the most vulnerable interconnects to make the tree

less likely to fail. As we can see, in Design 1.a example, there are 9 mortal wires in the

beginning. At the same time, the minimum voltage of the power grid is 0.9201V, which is

a 12.37% voltage drop, meaning that the EM lifetime is 0. Following the method discussed

in Chapter 5.3.1, after the first time width adjustment, the number of mortal wires reduce

from 9 to 7, however, the maximum voltage drop is 10.8% which still does not meet our

design requirement. In the second iteration, we keep modifying the same interconnect, after

that, the number of mortal trees is reduced to 6, with a 1.93% area increase compared to the

original design. In the third iteration, another interconnect is widened, after modification,

there still exist 5 mortal wires, however, all the voltage drops in the initial state are within

10%, and after 10 years, the minimum nodal voltage is 0.9461V, which meets the 10 year

target.

Table 5.3: Fast IR drop fixing results.

circuit
# mortal original

# iter
# widened area total

wires lifetime wires increase time

Design 1.a 9 0 yr 3 2 3.31% 0.6644s

Design 1.b 3 8 yr 1 1 0.45% 0.2865s

Design 2.a 6 3 yr 2 2 1.75% 1.6461s

Design 2.b 4 6 yr 2 1 1.08% 1.3643s
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5.4.4 Sensitivity-based localized fixing results

Table 5.4 shows results from the sensitivity-based localized fixing scheme. In

Design 1.c example, the predicted lifetime of the power grid network is 9 years. This gird

has 3 mortal wires initially and 2 predicted IR drop violations at Ttarget. After finding

the violations and using the sensitivity information from GridNet, we find that all the 3

branches with void nucleations have to be widened. It turns out that with just one iteration,

the modified network meets the 10-year lifetime target. This result is also verified by the

simulation results from EMspice. Design 1.d is a power grid with 6 mortal wires and its

predicted lifetime is 7 years. At Ttarget, there are 13 IR drop violations and the minimum

voltage is 0.9435V. In the first iteration, 2 branches are widened according to Eq.(5.4).

Afterward, the minimum voltage is increased to 0.9442V and the number of violations is

reduced to 8. Then the second iteration is performed, after which only 3 violations are left.

Finally, the third iteration leads to a minimum voltage of 0.9452V. During the iterations, 5

branches are widened in total.

Table 5.4: Sensitivity-based localized fixing results.

circuit
# mortal # violations

# iter
# modified area total

wires at Ttarget branches increase time

Design 1.c 3 2 1 3 0.446% 1.62s

Design 1.d 6 13 3 5 0.765% 3.91s

Design 2.c 4 3 1 2 0.151% 1.07s

Design 2.d 7 9 2 6 0.352% 1.86s

According to the results in Table 5.4, the sensitivity-based localized fixing method

is very efficient in fixing the IR drop violations in a localized style. Since this method

enables localized branch fixing rather than whole interconnect modification, it keeps most
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branches unchanged, thus is more suitable to perform in the IR and EM sign-off stages of

the physical design flow. Compared with Table 5.3, we can see that the sensitivity-based

method leads to less area overhead compared to the first IR drop fixing method as we can

select the most profitable segments to size.

On the other hand, due to the maximum allowable power routing space and other

design rule constraints, IR drop reduction can be achieved by modifying only the branches

with void nucleations or the branches close to the wires with void nucleations. As a result,

a more expensive global wire fixing or optimization method may still be needed.

5.5 Summary

In this paper, we have presented GridNet, a fast data-driven EM-induced IR drop

analysis framework for power grid networks based on the CGANmodel. It is able to speed up

the incremental full-chip EM-induced IR drop analysis in sensitivity-based optimization and

IR drop violation fixing during the power grid design and optimization. We demonstrated

that the GridNet can be adopted to learn temporal dynamics in the aging process of power

grid networks by using the continuous time as one of the conditions. Numerical results on

a number of synthesized power grid networks validated that the new method can lead to

five orders of magnitude speedup over the recently proposed full-chip coupled EM and IR

drop analysis tool. More importantly, by leveraging the differentiable feature of the GridNet

model, we can easily obtain the sensitivity information of node voltage with respect to the

wire resistance or width. We then demonstrated two efficient localized strategies to fix

IR drop violations for late-stage power grid designs. Numerical results showed that the
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localized IR drop violation fixing is remarkably fast by utilizing the sensitivity information

from GridNet.
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Chapter 6

GridNetOpt: Fast full-chip

EM-aware IR drop constrained

power grid optimization via deep

neural networks

6.1 Related works

IR drop estimation problem can be accelerated by applying state-of-the-art ma-

chine learning techniques such as artificial neural network (ANN), XGBoost, and convolu-

tional neural network (CNN). A good summary of recent developments for machine learning-

based IR drop analysis can be found at [65]. Apart from IR drop estimation works, IR

drop-related machine learning works have also been actively studied. Some works directly
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estimate the impact of IR drop while some other works only view IR drop as one of the

design constraints.

Recently, an EM-induced IR drop estimation tool GridNet has been proposed,

which is based on the CGAN architecture to generate 2D IR drop maps from the netlist

and electrical features [71]. It has been demonstrated that the trained CGAN models can

be used to compute the sensitivity of objective function with respect to the wire resistances

for localized power grid fixing. In this work, we further leverage GridNet-like DNN for

full-chip power grid optimization subject to the EM-induced IR drop constraints.

6.2 New EM-induced voltage constrained optimization prob-

lem

6.2.1 Problem formulation

Let G = {N,B} be a power grid network with n nodes N = {1, ..., n} and b

branches B = {1, ..., b}. Each branch i in B connects two nodes p and q with current

flowing from p to q. li, wi and gi are the length, width and conductance of branch i,

respectively. ρ is the sheet resistance. The width wi of branch i is

wi = ρ
li
ri

= ρligi (6.1)
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Objective function

We can express the total routing area of the power grid network in terms of sheet

resistance, branch length, width and conductance as follows

a =
∑

i∈B

liwi =
∑

i∈B

ρl2i gi (6.2)

The objective is to minimize the area of the network. Assume that the topology and physical

locations of the network are fixed, ρl2i will become a constant and can be expressed as αi ,

then the objective function is simplified to bed

a =
∑

i∈B

αigi (6.3)

Constraints

The constraints that need to be satisfied for a reliable power grid network are

shown as follows.

1. New EM-induced voltage drop constraints: When a void is nucleated and the inter-

connect enters into the growth phase, an increase over time in branch resistance will

happen and may lead to time-varying nodal voltages.

The voltage drop of the leaf node j at aging time t is limited by a constant

vdd − vj,t ≤ u (6.4)

where vdd is the supply voltage and u is the bound of the IR drop.

2. Minimum width constraints: Usually different layers have different requirements for

the width of the metal wires

wi ≥ wi,min (6.5)
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where wi,min is the minimal metal line width.

According to Eq. (6.1), the above equation can be rewritten as

gi ≥
wmin

ρli
(6.6)

3. Kirchhoff’s current law: Kirchhoff’s current law defines the function of nodal voltages.

In our approach, we view node voltages as functions of conductance, so it is implicitly

satisfied.

6.2.2 Penalty method

The power grid optimization aims to minimize objective function (6.3) subject to

constraints (6.4) and (6.5). It will be referred as problem P. Problem P is a constrained

nonlinear optimization problem.

Penalty method is adopted to solve problem P . By adding a penalty term to

the objective function that prescribes a high cost for the constraint violations, the original

constrained problem is approximated with a sequence of unconstrained problems [64].

Penalty function formulation

We adopt a penalty function as follows:

f = a+ pt = a+ β ·
∑

j

c2j,t (6.7)

where a is the network area of function (6.3), pt is the penalty term and β is the penalty

parameter. For the voltage drop constraint violation

cj,t =























0, if vj,t ≥ vdd − u

vj,t − (vdd − u) , else

(6.8)
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Given branch i, we simplify Eq. (6.8) as

cj,t = vj,t − (vdd − u) , for all j ∈ Evdrop (6.9)

Minimal width constraints are not added into the penalty function (6.7), the reason

is that this algorithm simply sets the branches that do not satisfy minimal width constraints

with the minimal metal line width. The original constrained problem P is transformed to

the problem of minimizing the penalty function (6.7) with minimal width constraints (6.5).

We first analyze the network for the node voltages and the branch currents while

considering its aging time t and then identify the constraint violations. The conjugate

gradient method is adopted to update branch widths during each iteration. The process

stops when all the constraints are satisfied.

Moudallal et al. [42] observed that the IR drop vdd−vj,t is a monotonically increas-

ing function with respect to time, in other words, vj,t1 ≥ vj,t2 for 0 ≤ t1 ≤ t2. Although

branch resistance increase does not necessarily lead to an IR drop increase, this assumption

holds in most cases. With this, we restrict our attention to the target aging time T , then

Eq. (6.9) becomes

cj,T = vj,T − (vdd − u) , for all j ∈ Evdrop (6.10)

Optimization scheme

Given an initial penalty parameter β, we minimize the penalty function. We then

increase the value of the penalty parameter β for the next minimization iteration. The

process continues until all the constraints are satisfied. In this way, the original prob-
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lem is transformed into a sequence of unconstrained minimization problems. The solution

procedure can be described as follows.

1. Set an initial value of penalty parameter β; initial conductance vector G(0); and error

bound εb > 0.

2. Solve the unconstrained minimization problem (6.7), obtain the current conductance

vector G(k).

3. If p
(k)
t < εb, then stop; else, update penalty parameter β, set k = k + 1, and go to

step 2).

In practice, the selection of penalty parameter β proves to be tricky and difficult.

6.3 Optimization strategies

6.3.1 Conjugate gradient method

In the penalty method, the efficiency of solving unconstrained minimization dom-

inates the execution time. The conjugate gradient method, which is a method between

the steepest descent method and the Newton method, deflects the direction of the steepest

descent method by adding to it a positive multiple of the direction used in the last step.

This method only requires the first-order derivatives but overcomes the steepest descent

method’s shortcoming of slow convergence. At the same time, the method does not need

to save and compute the second-order derivatives that are needed by the Newton method.

We notice that the conjugate gradient method has been used for IR drop con-

strained power distribution network optimization [64] and for on-chip power/ground net-

work optimization considering decap as well [26]. The IR drop constrained work [64] shows
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that the conjugate gradient-based optimization method is more scalable than the linear

programming-based method [58]. However, this method is still based on the Black’s based

EM model, which adds limited current density constraint to each wire segment. It can-

not optimize the power grids with nucleated wires whose target is a given lifetime. In our

problem, we solve the EM-induced IR drop optimization problem at the target lifetime

considering more complicated physics-based EM models. Specifically, the models involve

many computationally intensive circuit-level EM-IR multi-physics simulations for full-chip

power grid networks.

Flether-Reeves (F-R) conjugate gradient method is employed in this work. The

steps are summarized as Algorithm 6.

Algorithm 6 Unconstrained power grid area minimization algorithm

Input: Current conductance vector G.

Output: New conductance vector G.

1: k := 0.

2: Set initial descent direction to negative direction of the gradient P (k) = −∇f
(

G(k)
)

.

3: /*F-R conjugate gradient method*/

4: repeat

5: Line search to determine a nonnegative scalar λ
(k)
opt that minimizes f .

6: Update conductance vector G(k+1) = G(k) + λkP
(k).

7: Choose new descent direction P (k+1).

8: k := k + 1.

9: until
∥

∥∇f
(

G(k)
)∥

∥ < εFR
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6.3.2 DNN-based fast EM-induced IR drop estimation

The conjugate gradient optimization framework requires the sensitivity of panel-

ized objective with respect to wire conductance or width. As we show later, this actually

requires intensive full-chip coupled EM and voltage (IR drop) analysis using EMspice. Such

circuit-level multi-physics-based full-chip power grid simulations are very expensive and

even prohibitive for large problem sizes.

In this work, we build the learning-based models based on the physics-based sim-

ulation tool to accelerate the sensitivity calculation. Among different DNN candidates, we

select GAN [28, 21] as the IR drop map analysis can be treated as a 2D image generation

process from some given conditions or features. Specifically, conditional GAN is adopted

to estimate EM-induced voltage maps via an unsupervised learning process based on the

simulated data from EMspice. This CGAN model does not generate voltage maps from

the random noises, instead, the inputs are the selected electrical and implicit geometrical

features of the power grid networks and aging time, which are treated as conditions. In

order to implicitly learn the distribution of the voltage and map it to the corresponding

2D voltage image, as stated in Chapter 5.2.4, CGAN architecture in Fig. 5.5 is applied as

the backbone for our problem. As we can see, to make the GAN model learn the temporal

dynamics of EM-induced IR drops, aging time t is used as the continuous condition for both

generator and discriminator.
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6.3.3 Gradient calculation for the objective function

In the first step of the F-R conjugate gradient method, we analyze the network and

derive the node voltage and current flow. From Eq. (6.7), the partial derivative of penalty

function with respect to branch conductance can be expressed as

∂f

∂gi
=
∂a

∂gi
+
∂pt
∂gi

(6.11)

The first term of Eq. (6.11) is equal to a constant αi and the second term can be expanded

easily. To sum up,

∂f

∂gi
= αi + β ·

∑

j

∂vj,t
∂gi

· 2 · cj,t, for all j ∈ Evdrop (6.12)

Since our main focus is to ensure that the EM-induced voltages at target time T do not

have violations, it is enough to search for a solution that decreases voltage drops at time T .

∂f

∂gi
= αi + β ·

∑

j

∂vj,T
∂gi

· 2 · cj,T , for all j ∈ Evdrop (6.13)

Thus, the gradient of penalty function f with respect to conductance vector G is

∇f (G) =

[

∂f

∂g1
,
∂f

∂g2
, . . . ,

∂f

∂gi
, . . . ,

∂f

∂gb

]T

(6.14)

6.3.4 Gradient calculation via adjoint network method

Traditionally, the adjoint network method has been proposed to calculate the par-

tial derivative of the node voltages with respect to branch conductance [22]. The adjoint

network method can compute the sensitivity of one node voltage with respect to all resis-

tance or conductance, but computing the sensitivities for all the node voltages will have

very low efficiency. Instead of solving all adjoint networks separately, the merged adjoint
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network method only needs to solve circuit equations twice to calculate the final gradi-

ent of the objective function [26]: one is for the original network and the other is for the

merged adjoint network. In this work, we implement the merged adjoint network method

for performance comparison.

Compute merged adjoint network using EMspice

Let N and N ′ (j) be the original network and the adjoint network, respectively.

The two networks have the same topology and conductance values. By running EMspice

simulator, we can easily obtain conductance matrices of N and N ′ (j) at time T . The only

difference between the two networks is that all the absorbing current of N ′ (j) is set to zero

except node j. Since EMspice also tells the nodal voltages for N at time T , we only have

to build B (j) to solve the branch voltages for N ′ (j).

B (j) = [0, 0, . . . ,−1, 0, . . . , 0]T (6.15)

where −1 appears at index j.

Let vi,T and v′i,T denote branch i’s voltage of N and N ′ (j), the partial derivative

of node voltage vj with respect to the conductance of branch i is computed by

∂vj,T
∂gi

= vi,T × v′i,T = (vp,T − vq,T )×
(

v′p,T (j)− v′q,T (j)
)

(6.16)

Then Eq. (6.13) becomes

∂f

∂gi
= αi + 2 · β · (vp,T − vq,T )×





∑

j

v′p,T (j) cj,T −
∑

j

v′q,T (j) cj,T



 (6.17)

Suppose V ′ (j) is a vector formed by the nodal voltages of N ′ (j), we can have

v′p (j) = CpV
′ (j) , v′q (j) = CqV

′ (j) (6.18)
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where Cp = [0, 0, . . . , 0, 1, 0, . . . , 0] with 1 appears at index p, and Cq = [0, 0, . . . , 0, 1, 0, . . . , 0]

with 1 appears at index q.

Therefore, Eq. (6.17) can be rewritten as

∂f

∂gi
= αi + 2 · β · (vp,T − vq,T ) (Cp − Cq)





∑

j

cj,TV
′ (j)



 (6.19)

6.3.5 Fast gradient calculation via deep neural networks

As mentioned earlier, sensitivity computation by adjoint network methods based

on the detailed multi-physics EMspice simulation is computationally expensive. To mitigate

this issue, we take advantage of the DNN-based model for sensitivity computation.

The objective of problem P is to minimize the power grid area while ensuring that

the functional modules work properly at the target EM aging time T . Note that Eq. (6.1)

holds only before the interconnect enters into the growth phase. Once the growth phase

starts, the resistance starts increasing as current starts to flow through the more resistive

barrier layer of the wire. In other words, the decrease in conductance gi does not have an

impact on the wire width wi.

Let us add subscript time t to illustrate. Back to our EM-induced voltage drop

constrained problem, the sensitivity value s we expect is ∂vj,T /∂wi, which means the partial

derivative of the node voltages at aging time T with respect to the branch width. According

to Eq. (6.13), what we need to calculate is ∂vj,T /∂gi. Since the width does not change

during the EM process, i.e., wi,T = wi,0, it indicates that gi here should be gi,0. The

rationale behind this is that we have to update conductance matrix G(k) for the next
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iteration, however, updating G(k) implies updating width W (k), only the initial W (k) can

be modified.

In EMspice, the coupled EM and IR simulation undergo a complex stress evolution

and the change of EM-induced voltage drop with respect to time is nonlinear. From initial

time 0 to target time T , the resistance of branch i may increase or remain unchanged, while

the width of branch i always unchanged. It is impossible to express those partial derivatives

using equations. Therefore, by applying the merged adjoint network method, we can easily

get ∂vj,t/∂gi,t, but cannot obtain ∂vj,T /∂gi,0.

One important observation for all the deep neural networks is that they are all

differentiable with respect to the model weights as well as data input as well so that training

can be performed by sensitivity or gradient information via the automatic differentiation

scheme, specifically the back-propagation algorithm.

In this work, we leverage the existing automatic differentiation scheme in DNN to

compute the sensitivity information between the output and all of the input conductance

through the CGAN model introduced in Chapter 6.3.2. To be specific, we can compute

the partial derivatives of one output voltage map with respect to every input conductance

in one back-propagation (same cost of one inference) of the generator DNN network using

TensorFlow, which is exactly the same technique employed in the training process. The only

difference is that the derivative is taken with respect to the input of the generator instead

of the trainable parameters in the model. In other words, one has to perform one inference

using the CGAN model to compute sensitivity for all b resistances for one output node.

Specifically, we assume that we have m violation nodes at time T whose nodal voltages are
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represented by vj , i ∈ {1, ..,m}. The CGAN model is able to give the estimated sensitivity

values in milliseconds. Then we can compute the following partial sensitivity matrix Sm×b

easily

Sm×b =

























∂v1,T
∂g1,0

∂v1,T
∂g2,0

. . .
∂v1,T
∂gb,0

∂v2,T
∂g1,0

∂v2,T
∂g2,0

. . .
∂v2,T
∂gb,0

...
...

. . .
...

∂vm,T

∂g1,0

∂vm,T

∂g2,0
. . .

∂vm,T

∂gb,0

























(6.20)

More importantly, this automatic differentiation scheme is able to tell ∂vj,T /∂ri,0

(∂vj,T /∂gi,0) directly, which is more reasonable to employ in our problem. With this,

Eq. (6.13) via deep neural networks becomes

∂f

∂gi
= αi + β ·

∑

j

∂vj,T
∂gi,0

· 2 · cj,T , for all j ∈ Evdrop (6.21)

6.4 Experimental results and discussions

The above EM-aware constrained power grid optimization (GridNetOpt) is imple-

mented in Python with the TensorFlow library. The experiments are carried out on a Linux

server with 2 Xeon E5-2698v2 2.3GHz processors and Nvidia Titan X RTX GPU with 24

GB memory.

In order to validate our work, we start from the power grid of the Cortex-M0

DesignStart processor. The power grid of Cortex has two layers, and there are 1k nodes

in total. The netlist format extracted from the grids is consistent with IBM power grid

benchmarks [43]. In order to obtain enough power grids with different EM conditions, we
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generate lots of synthesized IBM-format power grid networks so that different workloads

with different EM conditions can be tested and verified. In this work, we also tried an

additional CNN model, and the results proved that the CGAN model can produce higher

accuracy and more smooth node voltage images.

The maximum allowable IR drop is assumed to be 10% Vdd and the target EM

aging time T is 10 years.

The power grids optimization results are shown in Table 6.1. ARM-PG1 - ARM-

PG4 are the power grid network benchmarks. They have the same structure as the syn-

thesized Cortex-M0 DesignStart processor, each of them has 64 interconnect wires and

thousands of nodes but they differ in wire resistance, length, width and current sources.

Therefore, the initial EM conditions of these benchmarks are different, such as the num-

ber of immortal wires. The number of violation nodes comes from the CGAN model for

EM-induced voltage estimation.

Column 2 to 4 and 5 to 7 report the number of iterations (# iter), the reduced

area ratio (area reduced) with respect to the original area and the total computational time

(time) of our GridNetOpt and traditional adjoint network method with EMspice, respec-

tively. From the results shown in the table, the area of both methods can be reduced

after optimization and the area reduced ratio are similar. This demonstrates that our work

achieves comparable optimization results compared to other conjugate gradient-based opti-

mization works. We notice that for some cases the area reduced ratio is not big, the reason

is that the test cases we used are already well-designed, the optimization space left is not

large enough.
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Table 6.1: Comparison of GridNetOpt against adjoint network method.

circuit
GridNetOpt adjoint network method

speedup
# iter area reduced (%) time (s) # iter area reduced (%) time (s)

ARM-PG1 4 0.29 54.79 4 2.56 624.61 11.40

ARM-PG2 6 0.69 38.45 8 0.25 787.81 20.49

ARM-PG3 6 1.42 35.34 5 0.18 631.49 17.87

ARM-PG4 6 0.76 45.08 3 0.12 662.34 14.69

With the GridNetOpt, we are able to meet the power grid lifetime target much

faster than using the adjoint network method with EMspice, which would be a great advan-

tage when the optimization space is not that large, because designers do not want to wait

for a long time to only seek for a reduction potential. In the ARM-PG2 example, the life-

time of the whole power grids is predicted less than 10 years because the maximum voltage

at T exceeds 10%Vdd. There are 1 mortal wire and 84 violation nodes in total. Note that

the lifetime definitions of individual interconnect wire and power grid network are different.

The power grid lifetime refers to the earliest time t that EM-induced voltage violations of

a power grid occurs, here, we do not care about the earliest time t, but cares about if there

exist IR drop violations at target time T . By utilizing the by-product sensitivity informa-

tion, we are able to get the optimization direction much easier as no complex calculation

is required. Iteratively solving the unconstrained minimization problem and updating the

conductance vector and penalty parameter, the power grid meets the lifetime target after 6

iterations. Even though GridNetOpt achieves better area reduction than using the adjoint

network for this case, the iteration number of the former is fewer. There is no obvious

relationship between reduced area and the number of iterations of the two methods that

can be observed, e.g., GridNetOpt went through more iterations in the ARM-PG1 case.
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Consider both area reduction and computation time, GridNetOpt got similar area

reduction but much better speedup (about 10x or more) for all the cases, we can con-

clude that it outperforms the traditional adjoint network method for EM-induced IR drop

constrained power grid optimization problem.

6.5 Summary

In this chapter, we presented a novel on-chip power distribution network wire sizing

framework, called GridNetOpt, considering EM-induced IR drop constraints at the target

aging time. The optimization framework is empowered by the data-driven learning-based

time-varying IR drop modeling using deep neural networks. The new method can naturally

leverage the differentiable feature of deep neural networks for fast sensitivity computation

of node voltage with respect to wire resistance or width. Numerical results on a number

of synthesized power grid benchmarks from ARM core CPU designs show that GridNetOpt

can lead to an order of magnitude speedup over the conjugate gradient method with the

traditional adjoint network approach.
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Chapter 7

Conclusions

EM is a major failure effect for on-chip power grid networks of deep submicron

VLSI circuits. EM degradation of metal grid lines can lead to excessive voltage drops

before the target lifetime. This dissertation focuses on the presentation of new EM-aware

power grid design and optimization techniques. In this chapter, the main contributions are

summarized.

7.1 Summary of contributions

7.1.1 EM immortality and lifetime constrained power grid wire sizing

Chapter 3 presents a new power grid network sizing technique based on a fast

voltage-based EM immortality check method for general multi-segment interconnect wires

and a new physics-based EM assessment technique for more accurate time to failure analysis.

We first show that the new power grid optimization problem, subject to the voltage IR

drop and new EM constraints, can still be formulated as an efficient sequence of linear
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programming problem. The new optimization will ensure that none of the wires fail if all

the constraints are satisfied. However, requiring all the wires to be EM immortal can be

over-constrained. To mitigate this problem, the first improvement is by means of adding

reservoir branches to the mortal wires whose lifetime cannot be made immortal by wire

sizing. This is a very effective approach as long as there is sufficient reservoir area. The

second improvement is to consider the aging effects of interconnect wires in power grid

networks. The idea is to allow some short-lived wires to fail and optimize the rest of the

wires while considering the additional resistance caused by the failed wire segments. In

this way, the resulting power grid networks can be optimized such that the target lifetime

of the whole power grid networks can be ensured and they will become more robust and

aging-aware over the expected lifetime of the chip. Numerical results on a number of IBM

and self-generated power grid networks demonstrate that the new method can effectively

reduce the area of the networks while ensuring immortality or enforcing target lifetime for

all the wires, which is not the case for the existing current density constrained optimization

methods.

7.1.2 Robust power grid network design considering EM aging effects

Chapter 4 presents a number of power grid network design and optimization tech-

niques that consider the EM effects for multi-segment interconnect wires. First, we add a

new void saturation volume-based EM immortality constraint, which helps reduce the con-

servativeness of the EM-aware on-chip power grid design. Along with the EM nucleation

phase immortality constraint, we show that both EM immortality constraints can be nat-

urally integrated into the existing programming-based power grid optimization framework.

131



Second, to mitigate the overly conservativeness of the immortality constrained optimization

methods, we further explore three strategies: we first size up failed wires to meet one of the

immorality conditions subject to the design rules; second, we consider the EM-induced aging

effects on the power grid networks for a target lifetime, which allows some short-lived wires

to fail and optimizes the rest of the wires; third, we present a large change sensitivity-based

optimization scheme to perform localized fixing based on the recently proposed coupled

EM-IR drop analysis method. Numerical results on a number of IBM-format power grid

networks demonstrate that the new method can reduce more power grid area compared to

the voltage-based EM immortality constrained optimizations. Moreover, the new method

can optimize power grids with nucleated wires, which would not be possible with the ex-

isting methods. Results also show the sensitivity-based localized power girds fixing can fix

EM-induced IR drop violations in a few minutes for synthesized power grid networks from

ARM core designs.

7.1.3 Fast data-driven EM-induced IR drop prediction and localized fix-

ing for on-chip power grid network

Chapter 5 presents a fast data-driven EM-induced IR drop analysis framework for

power grid networks, named GridNet, based on the CGAN model. It aims to accelerate

full-chip EM-induced IR drop analysis, as well as IR drop violation fixing during the power

grid design and optimization. More importantly, GridNet can naturally leverage the differ-

entiable feature of DNNs to obtain the sensitivity information of node voltage with respect

to the wire resistance or width with marginal cost. GridNet treats continuous time and the

given electrical features as input conditions, and the EM-induced time-varying voltage of

132



power grid networks as the conditional outputs, which are represented as data series images.

We show that GridNet is able to learn the temporal dynamics of the aging process in the

time domain. Besides, we can take advantage of the sensitivity information provided by

GridNet to perform efficient localized IR drop violation fixing in the late-stage design and

optimization. Numerical results on 36000 synthesized power grid network samples demon-

strate that the new method can lead to 105× speedup over the recently proposed full-chip

coupled EM and IR drop analysis tool. We further show that localized IR drop violation fix-

ing for the same set of power grid networks can be performed remarkably efficiently utilizing

the cheap sensitivity computation from GridNet.

7.1.4 Fast full-chip EM-aware IR drop constrained power grid optimiza-

tion via deep neural networks

Chapter 6 presents a fast full-chip EM-aware IR drop constrained optimization

framework, named GridNetOpt, for on-chip power grid networks via a data-driven and

learning-based IR drop estimation model. The new method can naturally take advantage

of differentiable characteristics of DNNs for fast sensitivity computation of node voltage

with respect to wire resistance or width. The method consists of several steps. First, a

CGAN model is trained to obtain IR drops at a target aging time. The input power grids

vary in wire sizes and current loads, and the training data comes from an advanced coupled

EM-IR drop analysis tool. Second, the conjugate gradient-based optimization framework

is employed. In the optimization flow, sensitivity information is computed from the CGAN

model which is obtained trivially through its automatic differentiation operations for the

power grid network candidates. Numerical results on a number of synthesized power grid
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benchmarks from ARM core designs show that the GridNetOpt can lead to an order of mag-

nitude speedup over the conjugate gradient-based method adopting the traditional adjoint

network approach.
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