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ABSTRACT OF THE DISSERTATION 

 

Post-transcriptional gene regulation in mature neurons 

 

Victoria Meiyi Ho 

Doctor of Philosophy in Neuroscience 

University of California, Los Angeles, 2013 

Professor Kelsey C. Martin, Chair 

 

Neurons are highly-polarized cells with processes that span great distances and many 

independent subcompartments. Despite their challenging morphology, neurons are able to 

respond to external stimuli in a local or cell-wide manner. They are also able to form stable 

connections with other neurons, while remaining plastic and adaptable to change. To meet these 

demands, neurons use complex, post-transcriptional mechanisms to regulate gene expression. 

Two approaches are taken in this dissertation to study post-transcriptional gene regulation in 

neurons.  

First, a cell biological approach was used to study a specific interaction between the 

microRNA, miR-124, and GluA2 mRNA in dissociated hippocampal neurons. The subcellular 

localization pattern of miR-124 and GluA2 mRNA was determined by extracting RNA from 

synaptosome fractions and by direct visualization with fluorescence in situ hybridization. The 

effect of miR-124 overexpression on endogenous GluA2 protein was determined by 

immunoblotting and again by direct visualization with quantitative immunocytochemistry. These 
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experiments reveal that miR-124 is dendritically-localized while GluA2 mRNA is somatically-

restricted. Both RNAs are present in the cell body, where they interact to downregulate GluA2 

proteins in the soma by ~30 %. Synaptic GluA2 protein was not affected by this manipulation, 

suggesting that post-translational regulatory mechanisms (e.g. trafficking) are in place to 

maintain appropriate concentrations of GluA2 at the synapse. 

 Second, a high-throughput sequencing approach was taken to identify general 

mechanisms of gene regulation during chemical long-term potentiation (chemLTP) in acute 

hippocampal slices, as well as to screen for interesting candidates for further investigation. RNA 

was extracted from chemLTP-treated and control slices, and changes in steady-state RNA levels 

were determined.  This study is ongoing but so far, preliminary results suggest that non-neuronal 

cells may play an important role in the strengthening of neuronal connections. Future analysis 

will focus on 3’ untranslated regions, which determine the post-transcriptional fate of genes. 

 The two approaches provide different levels of information on the regulation of gene 

expression in neurons and yield unexpected findings. Together, they illustrate the complexity of 

regulatory mechanisms in neurons, and that there is much we have left to understand.  
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1 The cell biology of synaptic plasticity 

 

The circuitry of the human brain is composed of a trillion (10
12

) neurons and a 

quadrillion (10
15

) synapses, whose connectivity underlies all human perception, emotion, 

thought, and behavior. Studies of neural circuits in a range of species have revealed that the 

overall structure of the nervous system is genetically hard-wired but that circuits undergo 

extensive sculpting and re-wiring in response to a variety of stimuli. This process of experience-

dependent changes in synaptic connectivity is called synaptic plasticity. Studies of synaptic 

plasticity have begun to detail the molecular mechanisms that underlie experience-dependent 

synaptic changes. This research examines a variety of cell biological processes, including 

synaptic vesicle release and recycling, neurotransmitter receptor trafficking, cell adhesion, and 

stimulus-induced changes in gene expression within neurons. Taken together, these studies add 

to our understanding of how nature and nurture combine to determine our identities. More 

specifically, research on synaptic plasticity promises to provide insight into the biological basis 

of many neuropsychiatric disorders in which experience-dependent brain rewiring goes awry.  

1.1 History of synaptic plasticity 

Working in the late 1800s and early 1900s, the neuroanatomist Ramón y Cajal provided 

early insights into the biology of synaptic plasticity. Using the Golgi staining technique to 

visualize the arbor of individual neurons within densely populated nervous tissue, Cajal realized 

that the brain was composed of individual neurons that elaborate distinct and extensive processes 

(Figure 1-1). He further noted that processes from individual neurons contacted one another at 

sites that often contained what he termed “spiny protruberances.” With remarkable prescience, 
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Cajal hypothesized that neurons communicated with one another at these sites of contacts, that 

there was a directionality to this communication, and that memories might be stored through the 

strengthening of these inter-neuronal contacts [1]. Over half a century later, in 1949, the 

psychologist Donald Hebb proposed a framework for thinking about how synaptic plasticity 

might mediate experience-dependent behavioral modification, or learning. Hebb’s proposal, 

popularized as “neurons that fire together wire together” has since been substantiated by decades 

of research on the mechanisms of synaptic plasticity [2].  

Electron microscopic analyses in the 1950s directly revealed the ultrastructure of the 

synapse, with its distinct vesicle-filled axonal presynaptic compartment, a narrow synaptic cleft, 

and a dendritic postsynaptic compartment (Figure 1-2). Subsequent molecular biological studies 

increased the level of resolution to the molecular level, with the identification, purification, 

cloning, and characterization of individual synaptic components. The elucidation of the structure 

and the composition of the synapse provided a substrate for determining in detail how synapses 

can change with experience.  

The successful study of the cell biology of synaptic plasticity requires a tractable 

experimental model system. Ideally, such a model should consist of a defined population of 

identifiable neurons and be amenable to electrophysiological, genetic and molecular cell 

biological manipulations. In the 1960s and 70s, many investigators developed simple 

invertebrate systems to study plasticity. As one example, Eric Kandel and colleagues pioneered 

the use of the marine invertebrate Aplysia californica to study the biology of learning-related  
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Figure 1-1. Drawing of the hippocampus. 

Drawing by Ramón y Cajal illustrating the structure and connections in the hippocampus [3]. 
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Figure 1-2. The ultrastructure of the synapse. 

Neurons communicate with one another at chemical synapses. (A) Electron micrograph from 

area CA1 in adult rat hippocampus. The CA1 dendritic shaft is colorized in yellow, the spine 

neck and head in green, the presynaptic terminal in orange, and astroglial processes in blue. 

Scale bar, 0.5 μm. (B) Three-dimensional reconstruction of an 8.5-μm-long dendrite (yellow) 

with the PSDs labeled in red. Note the variation in spine and PSD size and shape. Scale cube, 0.5 

μm3.  Image reproduced from [4]. 
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synaptic plasticity. This model system has allowed analysis of plasticity at multiple levels of 

analysis, from intact behaving animals to individual neurons in culture [5].  

Perhaps the best-studied model system for studying plasticity in the adult vertebrate 

nervous system is the rodent hippocampus [6], a brain region critical for memory formation. The 

anatomy of the hippocampus renders it particularly suitable for electrophysiological investigation. 

It consists of a trisynaptic pathway: in the perforant pathway, axons from the entorhinal cortex 

project to form synapses on dendrites of dentate granule cells; in the mossy fiber pathway, axons 

of dentate granule cells project to CA3 dendrites; and in the Schaffer collateral pathway, axons 

of CA3 neurons project to form synapses on CA1 dendrites (Figure 1-3). The dentate, CA3 and 

CA1 cell bodies form discrete somatic layers, projecting axons and dendrites into defined regions. 

As such, electrodes can be placed in axonal, dendritic and cell body fields to stimulate and record 

from defined populations of neurons.  

Working in Per Andersen’s lab, Terje Lømo and Timothy Bliss published the first report 

of long-lasting activity-dependent plasticity in the hippocampus in 1973 [7]. Stimulating the 

perforant pathway in anesthetized rabbits, Bliss and Lømo delivered single test stimuli that 

elicited a stable synaptic response, measured as excitatory post-synaptic potential (EPSP), in 

dentate granule cells. Following delivery of a train of high frequency stimuli, however, they 

observed a sustained increase in EPSP amplitude in response to subsequent single test stimuli, 

and termed this phenomenon long-lasting potentiation, now known as long-term potentiation 

(LTP). 

Hippocampal plasticity can also be studied in in vitro preparations. The hippocampus can 

be dissected out of the brain and cut into 300-500 micron thick transverse slices that preserve the  
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Figure 1-3. Hippocampal synaptic plasticity. 

The rodent hippocampus can be dissected and cut into transverse slices that preserve all three 

synaptic pathways. In the perforant pathway (purple), axons from the entorhinal cortex project to 

form synapses (yellow circles) on dendrites of dentate granule cells; in the mossy fiber pathway 

(green), dentate granule axons synapse on CA3 pyramidal neuron dendrites; and in the Schaffer 

collateral pathway (brown), CA3 axons synapse on CA1 dendrites. The dentate, CA3, and CA1 

cell bodies form discrete somatic layers (dark blue lines), projecting axons and dendrites into 

defined regions. Electrodes can be used to stimulate axonal afferents and record from 

postsynaptic follower cells, as illustrated for the Schaffer collateral (CA3-CA1) pathway. 

Drawing by Kelsey Martin. 
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three synaptic pathways. Acute hippocampal slices can be maintained for hours, and 

electrophysiological techniques can be used to monitor synaptic connectivity. Slices can also be 

prepared as organotypic slice cultures for weeks, preserving many aspects of their architecture. 

Finally, hippocampal neurons can be studied in dissociated cultures, which are particularly 

amenable to manipulation and dynamic imaging of individual neurons and synapses. The 

development of genetically modified mice and vectors for acute manipulation of gene expression 

complete a rich tool-kit for studies of the cell and molecular biology of hippocampal synaptic 

plasticity. 

LTP has been studied at all three hippocampal pathways (and in other brain circuits) in in 

vivo and in vitro preparations. Distinct stimuli elicit bidirectional changes in synaptic efficacy; 

while high frequency stimuli produce synaptic strengthening, low frequency stimulation has been 

shown to produce synaptic weakening, called long-term depression (LTD). LTP and LTD can 

also be produced by spike timing dependent plasticity, in which the relative timing of pre- and 

postsynaptic spikes leads to changes in synaptic strength [8]. Further, different patterns of 

stimulation elicit changes in synaptic strength that persist over various time domains, with long-

lasting forms, but not short-term forms, requiring new RNA and protein synthesis [5]. 

This section will address synaptic plasticity in the adult brain from the perspective of the 

cell biology of the synapse, focusing on long-lasting forms of plasticity thought to underlie 

learning and memory. We will consider, in turn, each component of the synapse: the presynaptic 

compartment, the postsynaptic compartment, and the synaptic cleft. In each case, we will discuss 

processes that undergo activity-dependent modifications to alter synaptic efficacy. Long-lasting 

changes in synaptic connectivity require new RNA and/or protein synthesis and so we then turn 
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our attention to how gene expression is regulated within neurons. We will concentrate on studies 

of learning-related plasticity in the rodent hippocampus, since these provide the most extensive 

evidence for the cell biological mechanisms of plasticity in the vertebrate brain, and focus on 

excitatory chemical synapses.  

1.2 Presynaptic mechanisms of plasticity 

Neurons communicate at electrical and chemical synapses, both of which show plasticity. 

Communication at chemical synapses involves the release of neurotransmitter from the 

presynaptic terminal, diffusion across the cleft, and binding to post-synaptic receptors. Chemical 

neurotransmission is extremely rapid (occurring in milliseconds) and highly regulated. The 

presynaptic terminal contains synaptic vesicles filled with neurotransmitter and a dense matrix of 

cytoskeleton and scaffolding proteins at the site of release, called the active zone (Figure 1-4). 

Varying the probability of neurotransmitter release, thereby varying the amount of transmitter 

released, provides one mechanism for altering synaptic strength during neuronal plasticity.  

Synaptic vesicle release can be subdivided into distinct steps, including vesicle 

mobilization, docking, priming, fusion and recycling. While each of these steps may be regulated 

in an activity-dependent manner, we will highlight three: vesicle mobilization, docking and 

priming.  

1.2.1 Synapsins and synaptic vesicle mobilization 

The population of synaptic vesicles within a presynaptic terminal exist in three states, the 

readily releasable pool docked at the active zone (~1% of synaptic vesicles); the recycling pool, 

which can be released with moderate stimulation (~15% of synaptic vesicles); and the reserve 

pool, which is only released in response to strong stimuli (~85% of synaptic vesicles). A family  
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Figure 1-4. Activity-dependent modulation of pre-, post-, and trans-synaptic components. 

Presynaptic: Neurotransmitter vesicle cycling. Neurotransmitter release starts with the filling of 

synaptic vesicles, which then dock and undergo priming at the active zone. Arrival of an action 

potential induces calcium influx through voltage-sensitive calcium channels (VSCCs), which 

triggers membrane fusion and exocytosis. The synaptic vesicles are then recycled via local reuse 

(a; “kiss and stay”), fast recycling (b; “kiss and run”), or clathrin-mediated endocytosis (c). 

Neurotransmitter release can be regulated during plasticity as exemplified by the regulation of 

synapsin phosphorylation (1) and the regulation of RIM protein phosphorylation (2). 

Postsynaptic: AMPA receptor trafficking. Locally and somatically synthesized AMPARs enter a 

pool of endosomes that undergo constitutive and regulated membrane trafficking. During 

potentiation, greater receptor insertion (3) increases the concentration of AMPARs at the synapse, 

where they are anchored by interactions at the PSD. During synaptic depression, AMPARs are 

endocytosed (3). The preferential location of endocytosis and exocytosis is probably 

extrasynaptic. Within the plasma membrane, trafficking of AMPARs between the synapse and 

the point of insertion or removal occurs by lateral diffusion. Extrasynaptic movement of 

AMPARs increases with neuronal activity (4). Receptor trafficking is modulated by 

phosphorylation of AMPAR subunits (5), which influences interactions with scaffolding proteins. 

Trans-synaptic: Synaptic cell adhesion molecules. PSA-NCAM is increased following neuronal 

activity (6). Lightning bolts indicate activity-dependent processes. 
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of phosphoproteins called synapsins tether synaptic vesicles to the actin cytoskeleton and to one 

another. Neuronal stimulation activates kinases that phosphorylate synapsins to modulate 

synaptic vesicle tethering [9]. In this way, activity-dependent regulation of synapsin 

phosphorylation alters the number of synaptic vesicles available for release. While synapsin 

knockout mice are viable, they have significantly reduced reserve pools of synaptic vesicles, and 

demonstrate deficits in learning and memory as well as various forms of plasticity [10], 

indicating that activity-dependent modulation of synaptic vesicle mobilization is critical to 

neuronal and behavioral plasticity.   

1.2.2 SNARES, RIM proteins and synaptic vesicle docking and priming  

The final step of neurotransmitter release from the presynaptic bouton involves fusion of 

the synaptic vesicles with the plasma membrane. Soluble NSF-Attachment Protein Receptor 

(SNARE) proteins that are present on the vesicle membrane (vSNARE) and target plasma 

membrane (tSNARE) mediate the fusion. These include the vSNARE synaptobrevin and the 

tSNARES syntaxin and SNAP-25. SNARE proteins contain a characteristic 60-residue SNARE 

motif, which, when in contact, can fold into a tight four-helical complex that brings the opposing 

membranes in close approximation.  

For synaptic vesicles to become fusion-competent, they must undergo docking and 

priming, in which the vSNARE and tSNARE proteins are brought into close contact to allow 

rapid fusion following calcium influx. The Rab3-interacting molecule (RIM) family of proteins 

has recently been shown to be critical for this process [11]. A large, multi-domain protein, RIM 

clusters calcium channels in the active zone [12] and interacts with the Munc-13 protein [13]. 

The latter is required for efficient SNARE complex formation and membrane fusion. RIM is a 
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substrate for phosphorylation by Protein Kinase A (PKA). Genetic knockout experiments have 

shown that RIM is required for mossy fiber LTP and memory [14,15], and studies of cerebellar 

parallel fiber synapses have shown that PKA phosphorylation of RIM triggers LTP (Lonart et al 

2003). Taken together, these findings suggest that RIM proteins regulate not only the coupling 

between calcium influx and vesicle release, but also vesicle docking and priming. Activity-

dependent phosphorylation of RIM proteins by PKA can thus alter synaptic efficacy via multiple 

mechanisms. 

1.3 Postsynaptic mechanisms of plasticity 

Following release from the presynaptic bouton, neurotransmitter diffuses across the 

synaptic cleft to bind to receptors on the post-synaptic side of the synapse. Most postsynaptic 

principle neurons in the brain are studded with membrane protuberances called dendritic spines, 

which are the post-synaptic compartments. These spines, Cajal’s “spiny protruberances,” permit 

light microscopic detection of postsynaptic compartments. The shape of spines is somewhat 

heterogeneous, but consists of a bulbous head and a thinner neck that connects the spine to the 

dendritic shaft; the size of the spine head and the volume of the spine correlates with synaptic 

strength [16,17]. Spines serve as compartmentalized signaling units, and the number and shape 

of spines has been shown to change during synaptic plasticity [18]. At the ultrastructural level, 

the postsynaptic compartment is characterized by an electron-dense post-synaptic density (PSD), 

which consists of neurotransmitter receptors and an extensive network of scaffolding proteins. 

The PSD can be isolated biochemically, allowing detailed proteomic analysis of its composition.  

1.3.1 Activation of post-synaptic kinases in the spine: CamKIIα and PKMζ 
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LTP and LTD induction are both dependent on postsynaptic elevations in intracellular 

calcium [19,20], which activates multiple downstream signaling enzymes including the 

phosphatase calcineurin and the kinases calcium/calmodulin-dependent protein kinase II 

(CaMKII) and protein kinase C (PKC). Activation of these enzymes in the postsynaptic 

compartment plays a major regulatory role during synaptic plasticity. Here we will focus on 

studies of CaMKIIα and the PKC isoform PKMζ during hippocampal LTP and learning. 

LTP induction in the CA1 region of the hippocampus requires CaMKII activity [21,22], 

and transgenic mice lacking the α isoform have defective LTP and spatial learning [23,24]. 

CaMKIIα undergoes autophosphorylation in response to elevations in Ca
2+

 bound calmodulin, 

and this autophosphorylation renders the kinase autonomously active for approximately 30 

minutes [25]. This switch-like property of CaMKII enables it to persistently phosphorylate 

targets. Neuronal activity also translocates CaMKIIα to the PSD, where it can phosphorylate 

many PSD proteins. CaMKIIα knockout mice were among the first transgenic mice shown to 

have impairments in hippocampal LTP and learning [24]. Later studies showed specifically that 

the autophosphorylation of CaMKIIα is essential for LTP induction and, perhaps, its 

maintenance [26]. More recent findings suggest, however, that autonomous CamKII activity 

generated by autophosphorylation may be less important for LTP maintenance and long-term 

memory than previously thought [27]. 

The brain-restricted atypical PKC isoform, protein kinase M zeta (PKMζ), is 

constitutively active and thus can persistently phosphorylate targets. PKMζ mRNA is targeted to 

dendrites where activity-dependent signaling cascades regulate its local translation [28]. Protein 

concentrations increase or decrease with LTP or LTD inducing stimuli, respectively [29]. 
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Furthermore, studies that exogenously apply PKMζ or pharmacologically block its activity have 

shown that PKMζ is sufficient and necessary for LTP maintenance [30] and for the maintenance 

of long-term memories [31]. One way that PKMζ modulates persistent changes in synaptic 

strength is by regulating AMPAR trafficking [32]. These data have led to the proposal that 

PKMζ activation perpetuates synaptic plasticity and memory. 

1.3.2 Activity-dependent modulation of postsynaptic glutamate receptors  

The main excitatory neurotransmitter in the brain is glutamate, which activates several 

post-synaptic receptors. Two types of ionotropic glutamate receptors – α-amino-3-hydroxy-5-

methyl-4-isoxazolepropionic acid (AMPA) and N-methyl D-aspartate (NMDA) – have central 

roles in hippocampal synaptic plasticity. Both are ligand-gated ion channels and have unique 

properties that subserve different phases of synaptic plasticity. NMDA-type glutamate receptors 

(NMDARs) are calcium permeable and when activated, allow an influx of calcium needed for 

the induction of long-term potentiation (LTP). However, NMDARs are “coincidence detectors” 

and require both presynaptic transmitter release and postsynaptic depolarization for activation. 

As such, activation of the NMDA receptor is considered a molecular exemplar of Hebb’s 

postulate that “neurons that fire together wire together.” 

AMPA-type glutamate receptors (AMPARs) are important for the expression and 

maintenance of LTP. Unlike NMDARs, AMPARs can be activated by ligand binding at resting 

potentials to allow current flow. Studies have found that increased conductance through 

AMPARs is responsible for the increase in synaptic connectivity during NMDAR-dependent 

LTP at CA1 synapses [33,34].  
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Given the importance of AMPARs in determining synaptic connectivity, much effort has 

focused on delineating the mechanisms that regulate their function. Activity-regulated 

phosphorylation can change AMPAR function by changing the channel properties and 

conductances of the receptors. However, changes in channel properties are unlikely to account 

for the drastic changes in AMPAR function seen with LTP [35]. Instead, changes in AMPAR 

function during synaptic plasticity are mostly due to phosphorylation-induced changes in its 

abundance at the synapse. Studies have shown that stimulation of dissociated cultures lead to a 

redistribution of GluA1 subunits and changes in GluA1 surface expression [36,37]. Furthermore, 

LTP-induction in slice cultures has been shown to increase the incorporation of AMPARs at the 

synapse in an NMDA-dependent manner [38]. Conversely, protocols associated with synaptic 

weakening result in a reduction of AMPARs in spines [39] and an increase in internal AMPARs 

[40].  

AMPARs traffic constitutively to and from the plasma membrane via recycling 

endosomes [41]. Delivery of AMPARs to synapses is believed to occur first by exocytosis at 

extrasynaptic sites followed by lateral diffusion within the plasma membrane to PSDs, where the 

mobility of the receptors is greatly reduced. During removal of synaptic AMPARs, receptors 

diffuse away from the PSD and then undergo clathrin-mediated, dynamin-dependent endocytosis. 

AMPAR trafficking occurs constitutively under basal conditions and is modulated by activity 

through changes in actin dynamics and AMPAR interactions with scaffolding proteins. One of 

these scaffolding proteins, Stargazin, mediates the interaction between AMPARs and the PSD 

protein PSD-95, and this interaction is important for synaptic localization of AMPARs [42]. 

Activity alters the phosphorylation of Stargazin, with phosphorylated Stargazin enhancing 
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AMPAR function. Blocking Stargazin phosphorylation blocks LTP, while blocking 

dephosphorylation blocks LTD [43]. 

AMPARs are tetramers, existing as mostly GluA1/2 or GluA2/3 combinations in the 

adult hippocampus [44]. The cytoplasmic tails of each subunit contain multiple phosphorylation 

sites that regulate the trafficking of AMPARs. As one example, PKA phosphorylation of S845 in 

the long cytoplasmic tail of GluA1 increases GluA1 surface expression due to both enhanced 

insertion and attenuated internalization [45]. Conversely, NMDA treatment of dissociated 

cultures and brain slices results in dephosphorylation of S845 and is correlated with an increase 

in the rate of AMPAR endocytosis [46]. The functional consequences of GluA1 phosphorylation 

are highlighted by studies in knock-in mice with phosphorylation deficient mutations at both 

S831A and S845A. These mice display a loss of NMDA-induced AMPAR internalization, 

deficits in LTP and LTD, and have impaired spatial memory [47]. On the other hand, LTP 

induction in S831D and S845D phosphomimetic knock-in mice can be achieved with weaker 

stimulation than in wild-type, suggesting that phosphorylation at these two sites lowers the 

threshold for LTP [48].  

While studies of post-translational modifications at individual sites have established a 

role for regulating GluA1 trafficking and channel properties, they do not fully account for the 

changes in GluA1 function observed with synaptic plasticity [49]. Activity-modified residues 

continue to be discovered, including for example the highly conserved T840 phosphorylation site, 

which correlates remarkably well with synaptic strength [50] and a phosphorylation site at S818 

that appears to have a crucial role in AMPAR trafficking in LTP [49]. It is likely that complex 

patterns of phosphorylation and of other post-translational modifications (e.g. palmitoylation or 
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ubiquitination) combine to regulate AMPAR localization. Taken together, these studies 

underscore the importance of activity-dependent modulation of AMPAR trafficking as a means 

of regulating synaptic strength. 

1.4 Trans-synaptic signaling: the synaptic cleft 

The synaptic cleft is a remarkably regular junction of approximately 20 nm between the 

pre- and post-synaptic compartments, consisting of a space through which presynaptically 

released neurotransmitters diffuses to bind postsynaptic receptors, as well as a network of cell 

adhesion molecules (CAMs) that keeps the synapse together. These adhesive interactions are so 

strong that it is impossible to biochemically separate intact pre- from post-synaptic 

compartments.  

1.4.1 Role of CAMs in synaptic plasticity 

The CAMs that localize to the synaptic cleft include, among others, members of the 

cadherin, integrin, immunoglobulin (Ig)-containing CAMs, as well as neurexins and neuroligins. 

Much research has focused on trying to understand whether and how CAMs mediate synapse 

specificity during neural circuit formation [51]. Here we will focus on studies of regulation of 

synaptic CAMs during experience-dependent synaptic plasticity, limiting our discussion to just 

two of many examples.  

One example of activity-dependent changes in adhesion at synapses involves the addition 

of large sialic acid homopolymers to the Neural Cell Adhesion Molecule NCAM to form 

polysialylated NCAM (PSA-NCAM), which decreases hemophilic adhesion. The ratio of PSA-

NCAM to NCAM is increased following hippocampal learning tasks [52,53] and inactivation of 

the enzyme that adds the poly-sialic moieties blocks hippocampal learning and plasticity [53,54]. 
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The time course of these changes suggests that the increase in PSA-NCAM is required to 

promote synaptic remodeling during persistent forms of plasticity.   

Another family of CAMs that play a role in hippocampal plasticity includes the 

synaptically localized receptor tyrosine kinase ephrins and ephrin receptors (Eph receptors), 

which mediate bidirectional signaling at the synapse. Initially studied in the context of neural 

development, ephrins and Eph receptors have also been found to be essential for hippocampal 

LTP and LTD in the adult brain [55]. Specific ephrins and Eph receptors interact with and 

regulate the localization and function of NMDA receptors, and can thereby modulate synaptic 

strength in response to activity. Experiments using inhibitory ephrin and Eph Receptor peptides 

have revealed that both molecules are required, in a kinase-independent manner, for mossy fiber 

hippocampal LTP [56]. 

1.4.2 Trans-synaptic signaling by retrograde messengers  

Another means of trans-synaptic signaling involves diffusible, membrane soluble 

messengers. Here we will briefly review recent work outlining a role for endocannabinoids as 

trans-synaptic retrograde signals critical to many forms of synaptic plasticity [57]. The CB1 and 

CB2 cannabinoid receptors were initially identified as receptors for cannibinoid, the active 

ingredient of THC/marijuana. This in turn led to the identification of endogenous CB1 and CB2 

ligands, called endocannabinoids. These include the arachidonate-based lipids anandamide (N-

arachidonoylethanolamide, AEA) and 2-arachidonoylglycerol (2-AG). Discovered only 10 years 

ago, endocannabinoids have emerged as important modulators of plasticity at synapses 

throughout the brain. Depolarization and activation of a variety of receptors (including 

metabotropic glutamate receptors) have been shown to activate release of endocannabinoids 
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from the postsynaptic compartment and binding to presynaptic CB receptors, resulting in a 

suppression of neurotransmitter release. This form of plasticity is called endocannabinoid-LTD, 

or eCB-LTD. Studies using CB1 knockout mice or CB1 receptor antagonists have shown that 

endocannabinoid signaling is required for the extinction but not the acquisition of spatial 

memories [58-61]. Future studies are likely to reveal additional functions for endocannabinoids 

as retrograde messengers that modulate brain plasticity. 

1.5 The tripartite synapse: glia and synaptic plasticity 

Once thought of as the “support cells” of the nervous systems, glial cells are now 

considered essential partners in synapse formation, synaptic transmission and plasticity [62]. 

Astrocytes ensheath the synapse (Fig x), forming a “tripartite synapse,” composed of neuronal 

pre- and post-synaptic compartments as well as surrounding astrocytes. Synaptically-localized 

glia release neuroactive molecules that influence neuronal communication. For example, release 

of D-serine (a co-activator of the NMDA receptor) from glia has been shown to be required for 

LTP of hippocampal Schaffer collateral synapses [63] (although see also [64]). Ephrin and Eph 

receptor signaling between neurons and glia has been shown to regulate the uptake of glutamate 

through glial glutamate transporters, and thereby affect neurotransmission and synaptic plasticity 

[65]. The release of lactate from astrocytes and uptake by neurons has also been reported to be 

required for long-term hippocampal memory and plasticity [66]. As these examples illustrate, 

future research in this relatively new field is likely to uncover a multitude of ways in which glia 

contribute to synaptic plasticity. 

1.6 Regulating gene expression within neurons during plasticity 
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While post-translational modifications are adequate for short-term plasticity, long-lasting 

forms of plasticity require new transcription and translation [5].  

1.6.1 Signaling from synapse to nucleus to regulate transcription 

The requirement of new RNA for long-lasting synaptic plasticity indicates that synaptic 

signals must be relayed to the nucleus to regulate transcription. Synapse to nucleus signaling 

poses a unique set of challenges in neurons, where the distance between the synapse and nucleus 

can be significant. Neurons are specialized for rapid communication between compartments via 

electrochemical signaling, and depolarization at the synaptic terminal leads to depolarization at 

the soma within milliseconds, followed by calcium influx and calcium-dependent nuclear 

signaling. Calcium influx can occur through voltage-gated ion channels, through NMDA or 

AMPA glutamate receptors. Cytosolic calcium can also be elevated following activation of Gq 

coupled receptors such as the metabotropic glutamate receptor. Interestingly, each route of 

calcium influx induces different programs of gene induction. For example, transcription of brain-

derived neurotrophic factor (BDNF) is highly induced following calcium entry through L-type 

voltage-sensitive calcium channels (VSCCs) in excitatory neurons, but not following calcium 

entry through NMDA receptors or other VSCCs [67].  

Soluble signals can also be transported from the synapse to the nucleus by slower, 

microtubule and motor protein-dependent pathways [68]. This class of signals includes kinases 

such as the extracellular regulated kinase ERK as well as transcriptional regulators such as 

CREB2 [69,70]. These slower pathways of signaling to the nucleus may sustain changes in gene 

expression for time periods extending beyond the initial stimulus.  
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To obtain a global view of how transcription is altered during activity-dependent 

plasticity, many groups have measured changes in transcription following depolarization of 

cultured mouse neurons. Such studies have identified over 300 activity-regulated genes [71]. 

Genome-wide analyses of transcription factor binding sites of the activated genes have revealed 

that the transcription factors CREB, MEF2, and Npas4 control the activity-dependent 

transcription of a large number of downstream activity-regulated genes [72,73]. A larger number 

of transcription factors also contribute to neuronal-activity driven transcription, including SRF, 

ELK, NFAT, NFκB, DREAM, NeuroD, SP4, and CREST. These transcription factors regulate 

the expression of overlapping but distinct subsets of activity-regulated genes, suggesting that the 

precise temporal, spatial, and stimulus-specific cellular response is achieved by the 

combinatorial control by different transcription factors. 

1.6.2 Local protein synthesis 

Despite requiring new transcription, LTP and LTD can occur in a synapse-specific 

manner, raising the question of how gene expression in neurons can be restricted to subsets of 

synapses and not generalized to the entire cell. One way of locally changing the proteome in 

neurons is through regulated translation of localized mRNAs (Figure 1-5) [74].  

Protein synthesis was historically thought to occur exclusively in neuronal cell bodies. 

The existence of local translation in dendrites of mature neurons was first suggested by electron 

micrographic identification of polyribosome in hippocampal dendrites [75]. Studies in 

hippocampal slices in which dendrites had been severed from cell bodies were found to retain the 

ability to express long-lasting LTP and LTD, indicating that local translation can mediate long-

term modification of synaptic strength [76,77]. Studies from many labs have since identified  
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Figure 1-5. Local regulation of the synaptic proteome. 

Synaptic plasticity modifies gene expression at many levels. Strong stimulation of synapses 

triggers signals that are sent to the nucleus to modify RNA synthesis. Synaptic activity also 

modifies protein synthesis, and has been found to act at several key steps during translation: (1) 

Relief of repression, e.g., RISC-mediated repression; (2) modification of translational initiation 

to allow 4E-4G interaction and recruitment of 40S; (3) formation of the preinitiation complex; 

and (4) dephosphorylation of eEF2 to allow for catalysis of ribosome translocation during 

translational elongation. To counterbalance local protein synthesis, local protein degradation also 

occurs at synapses (5). Together, these regulated steps in protein addition and removal allow for 

rapid, spatially restricted control of the synaptic proteome. Lightning bolts indicate activity-

dependent processes. RBP, RNA binding proteins such as exon junction complexes, RISC 

machinery, Staufen, CPEB, etc. (Note: Although local translation in dendrites is a well-accepted 

phenomenon, it has not been demonstrated to occur in spines.) 



23 

 

 



24 

 

localized mRNAs that undergo stimulus-induced translation, and have used a number of 

approaches to directly visualize translation at dendrites and synapses [78,79].  

Studies of mRNA localization have led to the identification of cis-acting RNA elements 

that bind to RNA-binding proteins to undergo export from the soma into the dendrite [80]. 

Although several dendritic localization elements have been identified, there is to date no 

consensus in their sequence or structure. Among the best-studied RNA binding proteins involved 

in dendritic mRNA localization are Staufen, HuD/Elav, and hnRNPA2 [81]. These proteins bind 

cis-acting elements and assemble transcripts into larger RNA transport granules, which travel in 

a kinesin-dependent manner along microtubules to their final destination. Whether localized 

RNAs undergo directed targeting, anchoring or stabilization at specific sites remains an open 

question. 

In terms of translational regulation, studies have revealed activity-dependent regulation 

of translation initiation and elongation. One well-studied mechanism of regulating translation 

initiation involves the phosphorylation of eIF2α, part of the preinitiation complex. eIF2α, 

phosphorylation decreases translation initiation. L-LTP inducing protocols, but not E-LTP 

protocols, have been shown to reduce eIF2α phosphorylation [82]. Mice heterozygous for a 

phosphorylation resistant mutation in eIF2α show a lowered threshold for plasticity and memory 

[83]. Conversely, pharmacologically increasing levels of phosphorylated eIF2α prevents L-LTP 

induction while having no effect on E-LTP. Whether and how this pathway is regulated locally at 

synapses (as opposed to in the soma) is unclear. 

A mechanism of translational regulation known to occur at synapses involves the 

cytoplasmic polyadenylation element (CPE) binding protein (CPEB). CPEB increases the polyA 
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tail of mRNAs by binding to CPEs in the 3’UTR. Poly(A) binding protein (PABP) is recruited to 

the elongated poly(A) tail, which in turn recruits eIF4G, which then interacts with eIF4E to 

promote translation initiation [84]. CPEB localizes to synapses [85], and has been shown to 

regulate translation of dendritically localized CamKIIα mRNA [85,86].  

Another activity-dependent means of regulating translation initiation involves 

phosphorylation of eIF4E binding proteins (4E-BPs). Hypo-phosphorylated 4E-BPs bind eIF4E 

and prevent translation initiation; phosphorylated 4E-BP dissociates from eIF4E and relieves 

translational inhibition [87,88]. In neurons, activity increases 4E-BP phosphorylation in a 

manner that correlates with enhanced translation [89,90] (Raught 2000 sonenberg textbook). 

Studies in 4E-BP2 knockout mice found that E-LTP stimulation protocols could induce L-LTP in 

brain slices. Recently, two additional 4E-BPs have been identified in neurons: neuroguidin and 

the cytoplasmic FMRP interacting protein (CYFIP). While 4E-BP1 and 2 are believed to affect 

general translation, these new 4E-BPs may preferentially affect subgroups of transcripts within 

dendrites [91,92].  

Activity can also regulate translational elongation during synaptic plasticity. As one 

example, the elongation factor eEF2 has been shown to undergo activity-dependent changes in 

phosphorylation. Phosphorylation of eEF2 decreases the rate of translation. Schuman and 

colleagues have shown that while action potentials decrease eEF2 phosphorylation (thereby 

increasing translation), spontaneous release increases eEF2 phosphorylation and decreases 

translation. These effects occur locally at synapses, indicating that one function of spontaneous 

release of neurotransmitter may be to suppress local translation and thereby stabilize synapses.  
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Translation may also be regulated through the microRNA (miRNA) pathway, which can 

potentially regulate hundreds of transcripts and hence provide a way of coordinating the 

expression of many genes. Expression profiling has shown that many miRNAs are enriched in, 

or even restricted to, the brain [93]. While miRNAs can regulate cell-wide levels of translation, 

their post-transcriptional mode of actions makes them especially well-suited to regulating 

distally localized transcripts. Consistent with a role in local translation, miRNAs have been 

found in dendrites and at synapses. Further, components of the RNA-induced silencing complex 

(RISC) machinery itself have been found to be altered by activity [94].  

1.6.3 Local protein degradation 

The local proteome can be regulated not only by local translation but also by regulated 

local protein degradation through the ubiquitin proteasome system. One of the first 

demonstrations of a role for protein degradation in regulating synapse function was the finding in 

Aplysia sensory neurons that the regulatory subunit of the cAMP-dependent protein kinase 

(PKA) underwent ubiquitin-mediated degradation during long-term synaptic plasticity, leading to 

persistent PKA activity [95]. In mammals, recent studies identified widespread deficits in 

synaptic plasticity and learning in mice lacking Ube3a, a brain-expressed ubiquitin ligase that is 

mutated in Angelman syndrome [96]. Other studies have shown that both protein synthesis and 

degradation are required for the maintenance of late-phase LTP, suggesting tight coupling of 

protein synthesis and degradation in learning-related plasticity [97,98]. 

Like local translation, protein degradation can be regulated within dendrites. In support of 

locally regulated degradation, ubiquitin and proteasomal subunits have been found in dendrites 

and at synapses [99]. Glutamatergic stimulation of cultured hippocampal neurons leads to 
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bidirectional changes in the ubiquitin conjugation of proteins and to proteasome-dependent 

changes in protein concentrations in PSD fractions [100]. Activity-dependent degradation 

involves redistribution of proteasomes from dendritic shafts to spines [101]. The occurrence of 

both translation and degradation at the synapse suggests that proper synaptic function requires 

tight control of the local proteome. 

1.7 Perspectives 

As the above examples indicate, cell biological approaches have provided a detailed 

understanding of certain aspects of activity-dependent plasticity. By focusing on molecular 

processes occurring within individual neurons and subcellular compartments, we now understand 

specific processes that are modulated by experience to change synaptic efficacy. These involve 

alterations in neurotransmitter release, trans-synaptic signaling, post-synaptic receptor dynamics 

and gene expression within neurons. The results of such studies provide molecular tools to 

further probe the mechanisms of brain plasticity, and potential therapeutic targets for diseases in 

which brain plasticity is dysfunctional. However, they fall significantly short of elucidating how 

complex circuits are altered by experience so as to store information and alter behavior. A 

challenge in the field is to study plasticity in neural circuits in living animals, and to develop 

methods to examine how all the components of circuit (excitatory and inhibitory neurons, 

synapse, glia and vasculature) are regulated to alter circuit function dynamically over various 

time domains. The development of methodologies for high-resolution time-lapse imaging of 

synapses, neurons, and circuits in live animals promises to move the field forward towards a 

more nuanced and complete understanding of the experience-dependent plastic changes in the 

brain that mediate learning and memory. 
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2 GluA2 mRNA distribution and regulation by miR-124 in hippocampal neurons 

 

2.1 Introduction 

Precise control of gene expression at synapses is important for proper communication 

between neurons. Among the proteins that are tightly controlled are members of the 2-amino-3-

(3-hydroxy-5-methyl-isoxazol-4-yl) propanoic acid (AMPA)-type glutamate receptor subunit 

family, GluA1-4 [103]. AMPA receptors (AMPARs) are mediators of fast, excitatory 

transmission between neurons, and their concentration at the synapse plays a central role in 

determining synaptic strength [104]. Increased synaptic AMPAR levels are correlated with 

increased synaptic strength and vice versa. Given their importance, AMPARs have been heavily 

studied and have been shown to undergo nuanced regulation at many levels of gene expression 

[103,105-109].  

How AMPARs arrive at their synaptic locations is an active area of investigation with 

several, non-mutually exclusive theories [103]. One theory is that that the receptors are 

synthesized on the rough endoplasmic reticulum and assembled in the cell body. They are then 

trafficked to synaptic sites along the cytoskeleton [110-113]. Alternatively, the assembled 

AMPARs may be inserted into the plasma membrane at the cell body, and then transported to 

synapses via lateral diffusion [114]. Another theory is that AMPARs are locally translated in 

dendrites and processed in Golgi outposts before being inserted at synapses [115]. In support of 

local translation, GluA1 and GluA2 messenger RNA (mRNA) transcripts have been found to be 

present in dendrites of cultured rat neurons [116,117]. Furthermore, stimulation of cultured 

hippocampal neurons has been shown to alter the dendritic localization of both GluA1 and 
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GluA2 mRNAs [117], and overexpression studies have revealed local translation of GluA1 and 

GluA2 in dendrites that have been severed from the cell body [118,119].  

The occurrence of stimulus-responsive local translation indicates that regulatory 

mechanisms exist to ensure that translation occurs when and where the encoded proteins are 

needed. One potential regulatory mechanism is through the microRNA pathway. MicroRNAs 

(miRNAs) are non-coding, endogenous RNAs of about ~22 nucleotides in length that 

downregulate gene expression via the RNA-induced silencing complex (RISC). Within RISC, 

the 5’ end of the miRNA has a “seed” site that recognizes targets by partial complementarity to 

sequences in the 3’ untranslated region (3’UTR) of target mRNAs [120,121]. Upon recognition 

of a target mRNA, miRNAs repress translation either by reducing translational efficiency or by 

destabilizing the transcript [122-124]. The post-transcriptional and potentially reversible mode of 

action of miRNAs makes them well-suited to regulate local translation.  

 In this study, we investigated the post-transcriptional regulation of the GluA2 subunit. 

Among the AMPAR subunits, GluA2 is unique because its inclusion in an AMPAR makes the 

receptor calcium impermeable [125]. Hence, GluA2 levels at the synapse influence calcium 

influx through AMPARs after glutamate binding to the receptor [126]. We used a computational 

algorithm to predict potential miRNA target sites in the GluA2 3’UTR, and identified miR-124 

as a favorable candidate. The prediction was first validated in 293T cells using luciferase assays, 

and then further tested in dissociated hippocampal cultures using lentivirus-mediated miR-124 

overexpression in dissociated hippocampal cultures. Fluorescence in situ hybridization (FISH) 

and reverse transcription quantitative polymerase chain reaction (RT-qPCR) were used to 

determine the subcellular localization patterns of miR-124 and GluA2-mRNA. Our results 
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support miR-124 regulation of GluA2 in neurons, but indicate that this interaction regulates 

GluA2 translation primarily in the somatic cytoplasm rather than in dendrites. 

2.2 Materials and methods 

Luciferase assays 

The 3’ UTR of GluA2 was cloned downstream of the renilla luciferase coding region in 

plasmid pRL-TK (Promega). The sequences cloned correspond to nucleotides 3,203 - 3,298 of 

the flip and flop isoforms (NM_001083806.1 and NM_013540.2), which have identical 3’ UTRs. 

Reporter constructs with the predicted miR-124 target site deleted or point-mutated were 

generated by site-directed mutagenesis. A mixture of renilla luciferase reporter plasmid (0.35 ug), 

firefly luciferase control plasmid (0.05 ug) (pGL3, Promega), carrier plasmid (0.4 ug) (pBSK), 

and miRNA mimic (25 nM final concentration; Thermo Scientific Dharmacon; mimic-124: 

UAAGGCACGCGGUGAAUGCCA, mimic-124*: GCAUUCACCGCGUGCCUUAUU, mimic-

124PM: UAACGGACGCGGUGAAUGCCA, mimic-124 PM*: 

GCAUUCACCGCGUCCGUUAUU) was transfected using Lipofectamine 2000 (Invitrogen) 

into one well of HEK293T cells that were plated at a density of 50,000 cells/well in a 24-well 

plate the day before. At 24 hours post-transfection, luciferase expression was assayed with the 

Dual-Luciferase® Reporter Assay System (Promega) according to manufacturer’s instructions 

and measured on a Molecular Devices Analyst AD microplate reader (Analyst AD 96-384). 

Renilla luciferase signals were first normalized to firefly luciferase signals, and then normalized 

to the control samples (each construct, without miRNA added). The assays were performed four 

times in triplicate. 

Synaptosome fractionation  
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Synaptosome fractions were prepared from 2-3 month old C57BL/6J mice. Ten mice 

were used for each fractionation. The mice were anesthetized with isofluorane and sacrificed by 

cervical dislocation. All centrifugation steps were performed at 4 
o
C and solutions were kept on 

ice. Forebrains were dissected and homogenized in solution A (0.32 M sucrose, 1 mM NaHCO3, 

1 mM MgCl2, 0.5 mM CaCl2, 10 mM Na4P2O7). An aliquot of the total homogenates were 

removed at this point for RNA and protein extraction. The remaining homogenates were spun at 

1,400 g and the supernatant was saved. The pellet was resuspended in solution A and spun at 700 

g. The supernatants from both spins were pooled and an aliquot representing the cytosolic 

fraction was removed. The supernatants were then spun at 13,800 g to pellet synaptosomes and 

other organelles. The pellet was resuspended in solution B (0.32 M sucrose, 1 mM NaHCO3), 

and layered onto a discontinuous gradient with 1.2 M, 1.0 M, and 0.8 M sucrose layers prepared 

in 1 mM NaHCO3. The gradient was spun at 82,500 g for 2 hours. Synaptosomes separate into 

the band between the 1.0 M and 1.2 M layers. This band was collected and spun at 100,000 g for 

20 min to pellet the synaptosomes.  

Protein extraction and immunoblotting 

RIPA buffer (50 mM Tris, 150 mM NaCl, 0.1 % SDS, 0.5 % Na deoxycholate, 0.1 % 

SDS, 1 % NP-40) with cOmplete protease inhibitor (Roche) and benzonase (Sigma #E1014) was 

used for protein extraction from synaptosomes and neuronal cultures. For synaptosome 

preparations, total protein levels were determined with by BCA protein assay (Pierce) and 5 mg 

of protein was loaded per lane. For neuronal cultures, proteins were extracted and the same 

volumes were loaded for each condition. All protein samples were run on 10 % polyacrylamide 
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gels and transferred to a PVDF membrane for immunoblotting. Blots were scanned using the 

Odyssey imaging system (Li-Cor) and quantified with ImageJ software. 

Antibodies 

We used the following antibodies. Vendors, catalog numbers, and dilutions are shown 

within parenthesis. PSD-95 (Abcam 18258; 1:1000), GluA2 (Invitrogen 32-0300; 1:200), MAP2 

(PhosphoSolutions 1100-MAP2; 1:20,000), copGFP (Evrogen AB513; 1:3,000), Synapsin I 

(Abcam AB8; 1:1000), GFAP (Millipore MAB360; 1:1000), Tuj1 (Millipore AB15708; 1:1000), 

Alexa Fluor® 488 goat anti-rabbit (Invitrogen 11008; 1:20,000), Alexa Fluor® 488 goat anti-

mouse (Invitrogen 11001; 1:20,000), Alexa Fluor® 555 goat anti-mouse (Invitrogen A21422; 

1:20,000), Alexa Fluor® 633 goat anti-chicken (Invitrogen A21103; 1:20,000), IRDye® 680LT 

goat anti-mouse (Li-Cor 926-68020; 1:20,000), IRDye® 800CW goat anti-rabbit (Li-Cor 926-

32211; 1:20,000) 

RNA extraction and quantification 

The miRNeasy Mini kit (Qiagen) was used according to manufacturer’s protocol for 

extraction of total RNA and DNaseI treatment. The amount of RNA extracted was measured 

with a NanoDrop ND-1000 spectrophotometer (NanoDrop Technologies). For miRNA RT-qPCR 

assays, RNA was diluted to below 10 ng/μL and measured with the Qubit RNA assay kit on a 

Qubit fluorometer (Invitrogen). 

Reverse transcription and quantitative PCR (RT-qPCR) 

For mRNA RT-qPCR, the amount of starting material in each reaction was normalized to 

total RNA. Transcripts were primed with random hexamers and reverse transcribed with 

SuperScript III (Invitrogen). The resulting cDNA was then used for comparative qPCR with 
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SYBR Green (Applied Biosystems) and gene specific primers (GluA2 – fwd: 

CCATCGAAAGTGCTGAGGAT, rev: AGGGCTCTGCACTCCTCATA; Camk2α – fwd: 

TCTGAGAGCACCAACACCAC, rev: CCATTGCTTATGGCTTCGAT; c-Fos – fwd: 

CACACAGGACTTTTGCGC, rev: GACACGGTCTTCACCATTCC; Fads3 – fwd: 

ATGACCTACCAGGCGACAAG, rev: CAATCAACAGGGGTTTCAGG; pre-miR-124 – fwd: 

GTGTTCACAGCGGACCTTG, rev: ATTCACCGCGTGCCTTAAT). Looped primers specific 

for mature miRNAs were used for RT, and TaqMan® probes were used for qPCR (Applied 

Biosystems). Standard curves were determined for all genes quantified, all of which had 

amplification efficiencies within 100 ± 10%. 

Dissociated hippocampal cultures 

Hippocampi were dissected from postnatal day 0 C57BL/6J mice (Jackson Laboratory) 

and dissociated by trypsin treatment and trituration. The dissociated neurons were plated on 

culture plates or on HCl-etched coverslips (Deckgläser #1001/12). Culture plates and coverslips 

were coated with 0.1 mg/mL poly-DL-lysine (Sigma #P-9011) overnight at 37 
o
C. Plating 

medium consisted of B-27 supplement (1 mL/50 mL media), 0.5 mM glutamine (Gibco #21103-

015), 25 µM glutamate (Sigma #G-5889), and β-mercaptoethanol (25 µM; Sigma #G-57522) 

diluted in Neurobasal-A media (Gibco #21103). Neurons for FISH and immunocytochemistry 

(ICC) were plated at low density (approximately 210 cells/mm
2
 or 40,000 cells/well in a 24-well 

plate). Neurons for RNA or protein extraction were plated at high density (approximately 630 

cells/mm
2
 or 240,000 cells/well in a 12 well plate).  

Fluorescence in situ hybridization 
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Neurons (14-21 DIV) were processed for FISH using the QuantiView mRNA and 

miRNA kits according to manufacturer’s protocol (Affymetrix). Each QuantiGene® mRNA 

probe set consists of a mixture of 20 pairs of short oligonucleotides that are complementary to 

different regions of the transcript. Each pair hybridizes to the target mRNA at adjacent sites and 

amplifies the signal through sequential hybridization of branched DNA molecules. The resulting 

signal comes from fluorophore-conjugated oligonucleotides. This technology can provide up to 

8,000-fold signal amplification and is reported to have single molecule sensitivity. The 

QuantiGene® miRNA probes undergo a similar amplification system with branched DNA 

molecules, however differs in that only one pair of olignucleotides is used. Also, the final 

amplification step for the miRNA FISH is an enzymatic reaction with the Fast Red chromogenic 

substrate. After the last FISH amplification and wash steps, neurons were blocked in 10% goat 

serum and processed as described for immunocytochemistry. 

Image acquisition 

Images were acquired on a Zeiss LSM700 microscope by an experimenter blind to the 

treatment. Confocal images of FISH and ICC experiments were acquired with a 40 x/1.3 oil 

objective. For FISH images, Z-stacks of an area including the cell body and dendritic processes 

were taken. Images of surface GluA2 ICC experiments were acquired in single sections with a 

pin hole of 1 airy unit. For total GluA2 ICC images, single sections were acquired with different 

pinhole settings. The pin hole was first set to 5.62 airy units to capture dendritic signal from 5 

μm sections. Then, for the same field, the pin hole was maximized to 14.07 airy units and the 

plane of focus was adjusted to capture somatic signal from 12.4 μm sections. The copGFP 

transduction marker was partially quenched by fixation, but could still be seen in the cell body 
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and this signal was used to confirm transduction. The gains for signals to be quantified were set 

at subsaturation levels. Live images to assess transduction efficiency were acquired with a 10 

x/0.3 air objective. 

Image analysis 

Images were analyzed by an experimenter blind to the treatment and quantified with 

ImageJ software. To measure FISH puncta distribution, stack images of FISH staining were 

converted to maximum projection intensities. Somatodendritic compartments were linearized 

using the “Straighten” function in ImageJ with a width setting of 25 pixels (corresponding to ~4 

μm). Somatodendritic compartments were selected on the basis of MAP2 staining. 

Measurements of dendritic distance began at the center of the cell body and extended out along 

the dendrite until the boundary of the image. Only dendrites that did not overlap with cell bodies 

were selected. Then, the ImageJ “Find Maxima” function with a noise tolerance of 10 was used 

to identify individual puncta and report the distance of the puncta from the center of the cell 

body. Since dendrites of different lengths were imaged, only dendrites longer than 150 μm and 

only puncta within 150 μm were included in the analyses. To measure total somatic and proximal 

GluA2 protein expression by ICC, regions of interest were defined manually based on MAP2 

staining. For dendrites >20 μm from the soma, regions of interest were defined based on dilated 

MAP2 masks. The mean pixel intensity and integrated densities were determined using the 

“Measure” function and corrected for background signal. To measure synaptic GluA2 protein 

expression by ICC, synapsin I puncta were used as synaptic markers in images of surface GluA2 

staining. Dendrites greater than 20 μm from the soma were linearized with the “Straighten” 

function and a width setting of 40 pixels (corresponding to ~6 μm). The “Analyze Particles” 
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function was used to select Synapsin I puncta that were between 4-500 pixel units and with a 

circularity between 0.5-1.0. The number of puncta identified was used as an approximation of 

the number of synapses. Then, the “Find Peaks” function in the GDSC plugin was used to 

identify GluA2 puncta and report their total intensity. Finally, the “Match Calculator” function in 

the GDSC plugin was used to identify GluA2 puncta that were within 8 pixels (corresponding to 

~1 μm) of Synapsin I puncta. Matched GluA2 puncta were considered synaptic. 

Statistical methods  

To compare the distributions of FISH puncta across cell groups, we performed two types 

of analysis. First, we developed a mixed effects analysis of variance (ANOVA) model of mean 

puncta distance, with variation between cell groups represented as a fixed effect, and variation 

between dendrites represented as a nested random effect. The analysis therefore controls for 

between-dendrite variation in estimating cell group effects on mean distance from cell body. 

Second, we classified puncta as either somatic, proximal, or non-proximal according to distance 

from cell body, and developed one way ANOVA models of the mean proportion of puncta in 

each of the three bins. Variation between cell groups was represented as a fixed effect in these 

models. This second analysis enables us to compare puncta density between cell groups for 

particular dendrite segments. SAS version 9.3 was used to fit the models, and SPSS version 21 

was used. One-tailed t-tests were used to compare GluA2 ICC intensity between control and 

miR-124 overexpression conditions. 

Lentiviral transduction 

The pMIRNA1-124 overexpression plasmid was purchased from Systems Biosciences. 

This plasmid was modified to introduce two point mutations in the seed site for the 



38 

 

overexpression control plasmid. For the sponge plasmids, the pre-miR-124 sequence was deleted 

and sponge sites were cloned into the 3’UTR of copGFP, as described by Ebert et al. The 

plasmids were packaged in HEK293T cells with Δ8.9 and VSVG, and concentrated by 

ultracentrifugation. Neurons were transduced at 13 DIV. During transduction, half of the media 

was removed and stored at 4 
o
C. Virus was mixed with the remaining media and applied to the 

neurons. Transduction media was replaced with the saved media the next day (16-24 hour 

incubation). At 21 DIV (8 DIV post transduction), transduced neurons were harvested for RNA 

or protein extraction, or fixed for immunocytochemistry. 

Immunocytochemistry 

Neurons grown on coverslips were fixed in 4% paraformaldehyde for 10 minutes, 

permeabilized in 0.1% Triton-X for 5 minutes, blocked in 10% goat serum for 30 minutes, and 

incubated in primary antibody 16-24 hours at 4 
o
C. Secondary antibodies and Hoechst (1:1000, 

Invitrogen H3570) were incubated for 1 hour in the dark. Coverslips were mounted using Aqua 

PolyMount (Polysciences #18606) and allowed to dry overnight before imaging. All steps were 

performed at room temperature unless otherwise noted. For surface staining of GluA2 (also see 

Appendix, Protocol 1), neurons were first incubated live at 37 
o
C for 30 minutes in GluA2 

antibody diluted with artificial cerebrospinal fluid (ACSF; 119 mM NaCl, 26.2 mM NaHCO3, 

2.5 mM KCl, 1 mM NaH2PO4, 1.3 mM MgCl2, 10 mM glucose, 2.5 mM CaCl2). The ACSF used 

was first bubbled with carboxygen (5 % CO2/95 % O2) to pH 7.35, adjusted to 293 mmOsm with 

glucose, and filtered with a 0.22 μm filter. Then, neurons were fixed, permeabilized, and stained 

for intracellular proteins (i.e. MAP2, Synapsin I) as described above. 

2.3 Results 
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2.3.1 Prediction and initial validation of the GluA2/miR-124 interaction 

We identified a predicted target site for miR-124 in the 3’UTR of GluA2 mRNA using 

the TargetScan algorithm (Version 4.0), which considers both the thermodynamic stability of 

RNA:RNA interactions and the degree of target site conservation across species [127] (Figure 2-

1A). To validate the prediction, we used a dual luciferase reporter assay system in 293T cells 

(Figure 2-1B). In one set of assays, the GluA2 3’UTR containing the miR-124 target site was 

fused to the 3’ end of a luciferase reporter construct. Co-transfection of this reporter with a 

synthetic miR-124 duplex resulted in a 50% knockdown of luciferase signal (Figure 2-1B). This 

interaction depended on the miR-124 seed sequence, as transfection with a mutant miR-124 

duplex with two point mutations did not produce significant knockdown in luciferase expression 

(Figure 2-1C). In another set of assays, the miR-124 target site was deleted from the reporter. 

Co-transfection of this construct with miR-124 did not reduce luciferase expression compared to 

transfection of the target-deleted construct alone (Figure 2-1C). To confirm the importance of 

sequence complementarity between the miR-124 seed and GluA2 target site, a luciferase 

construct with point mutations complementary to those in the mutant miR-124 was made. With 

seed-target complementarity restored, the transfected miRNA once again repressed luciferase 

expression (Figure 2-1D). These studies indicate that miR-124 inhibits translation of target 

GluA2 mRNA reporters in a sequence-specific manner. 

2.3.2 Determining the subcellular distribution of GluA2 mRNA and miR-124 

GluA2 mRNA and miR-124 must be present in the same subcellular compartment to be 

able to interact. To determine whether they are both present at synapses, we prepared 

synaptosome fractions from mouse forebrain. The enrichment of synaptic terminals was  
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Figure 2-1. The GluA2 3’ untranslated region (UTR) has a functional miR-124 target site. 

(A) Schema showing the position of the fully complementary miR-124 target site at the 5’ end of 

the GluA2 3’ UTR. The seed region of miR-124 is shown in bold. Vertical bars depict Watson-

Crick base pairs. 

(B-D) Wild type and mutant reporter constructs were transfected into HEK293T cells with miR-

124 mimics or mutant miR-124 mimics with two point mutations in the seed region (underlined). 

Luciferase activities are reported relative to reporter only controls.  

(B) Transfection of the wild type reporter (“WT”) with miR-124 resulted in robust knockdown of 

luciferase activity while transfection with mutant miR-124 did not. Significance determined by 

one-way analysis of variance (ANOVA) with Bonferroni correction. 

(C) Transfection of miR-124 with a reporter lacking the miR-124 target site (“TD”) did not 

reduce luciferase activity. ˆ site of deletion. Significance determined by two-tailed t-test. 

(D) Transfection of a mutant reporter with two point mutations in the miR-124 target site (“PM”) 

did not show knockdown by miR-124. Knockdown was restored when the mutant reporter was 

transfected with the complementary mutant miR-124. Significance determined by one-way 

ANOVA with Bonferroni correction. ***p<0.001; error bars show standard error of the mean 

(S.E.M.); N = 4 per group. 
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confirmed by western blotting for the post-synaptic scaffold protein, PSD-95 (Figure 2-2A). 

RNA was extracted and relative concentrations of GluA2 mRNA and mature miR-124 were 

measured by comparative RT-qPCR (Figure 2-2B). The synaptosome:total ratios for GluA2 

mRNA and miR-124 were 0.14 and 1.52 respectively. To help put these ratios into context, we 

measured Camk2α mRNA (ratio = 0.90), which has been widely reported to be present in distal 

compartments [128-132]. We also measured miR-134 (ratio = 2.14) as a positive miRNA control 

for distal localization [133]. For a negative control, we chose Fads3 mRNA (ratio = 0.20), which 

has been reported to be somatically-restricted [116]. These results suggest that GluA2 mRNA is 

as de-enriched from synapses as Fads3 mRNA, and that miR-124 is more synaptically-enriched 

than Camk2α mRNA. 

Since synaptosome preparations are subject to contamination by closely-associated glial 

components, we performed FISH on dissociated hippocampal cultures to complement these 

findings. FISH allows us to visualize the subcellular distribution patterns of GluA2 mRNA and 

miR-124 in individual cells. Again, Camk2α and Fads3 mRNA were used for comparison. Using 

the QuantiGene® (Affymetrix) detection system, all four RNAs appear as discrete puncta that 

are present at high concentrations in the cell body (Figure 2-3A).  

The extent of dendritic localization varied greatly between genes and, to a lesser extent, 

between individual neurons and dendrites. Because of the variability between different neurons 

and dendrites, we imaged many neurons to determine the overall distribution pattern for each 

gene. In Figure 2-3B, we estimated the distance of a typical puncta from the center of the cell 

body. The mean distances for miR-124 and Camk2α mRNA were 33.27 μm (95% CI [31.64, 

34.89]) and 33.46 μm (95% CI [32.36, 34.55]) respectively, placing them in the dendritic  
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Figure 2-2. miR-124 is enriched at synapses. 

(A) Synaptosome fractions were prepared from adult forebrain. Western blotting shows 

enrichment for PSD-95 in the synaptosome fraction. 5 μg of total protein was loaded in each lane. 

(B) Comparative RT-qPCR on RNA extracted from total and synaptosome fractions of mouse 

forebrain. Error bars show 95% confidence intervals. N = 3 fractionations. 
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Figure 2-3. GluA2 mRNA and miR-124 have different distribution patterns. 

(A) Representative fluorescence in situ hybridization (FISH) images of straightened dendrites. 

Top: red, FISH puncta; cyan, MAP2; blue, Hoechst. Bottom: FISH puncta in gray scale. 

Arrowheads show puncta positions in the non-proximal dendrite. Scale bar = 20 μm.  

(B) Group data for average puncta distance from the center of the cell body. Error bars show 

95% confidence intervals. Pairwise comparisons of each gene are reported in Figure 2-4C. 

(C) Puncta were classified into three subcompartments and the percentage of puncta in each 

subcompartment is shown. Error bars show 95% confidence intervals. One-way ANOVA 

comparisons between genes are reported in Figure 2-4D. 

(D) Table showing the absolute number of puncta per μm in each subcompartment, along with 

number of dendrites measured for each gene. Dendrites were imaged from 4 to 7 independent 

experiments. 
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subcompartment. The mean distances for GluA2 and Fads3 mRNA were 10.42 μm (95% CI 

[9.02, 11.82]) and 10.18 μm (95% CI [6.75, 13.62]) respectively, which lie in the cell body or 

proximal dendrite. Pairwise comparisons of the average distance between genes showed that 

there was sufficient evidence to distinguish between the location of miR-124 and GluA2 puncta, 

while there was insufficient evidence to distinguish between miR-124 and Camk2α puncta or 

GluA2 and Fads3 puncta locations (Figure 2-4C).  

For further analysis, we divided the puncta into three subcompartments (cell body; 

proximal dendrite, up to 20 μm from cell body; and non-proximal dendrite, 20-140 μm from cell 

body), which were chosen based on the distribution patterns of the different RNAs (Figure 2-4A 

and B). We quantified the proportion of puncta in each subcompartment to account for 

differences in expression levels between the transcripts. The proportion of FISH puncta in the 

soma and non-proximal dendrites are shown in Figure 2-3C. This analysis reveals a significant 

difference in the somatic/dendritic distribution of miR-124 and GluA2 puncta, with no 

significant difference between the somatic/dendritic distribution of miR-124 and Camk2α 

(known to be dendritically localized) or between GluA2 and Fads3 (known to be somatically 

localized) (Figure 2-4D). The conclusion is that GluA2 is a predominantly somatically restricted 

mRNA, while miR-124 is present in somata and in dendrites. 

 We performed several controls to confirm that the FISH signals we observed were 

specific. The specificity of GluA2 and Fads3 probes were verified by hybridization with sense 

probes, which did not produce any signal (Figure 2-5A and D). The specificity of the miR-124 

probe was verified by hybridization in the presence of a competitive inhibitor that has full 

complementarity to miR-124, which produced a marked reduction in signal (Figure 2-6C). In  
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Figure 2-4. Group data of puncta distribution. 

(A) Fraction of puncta present in arbitrary bins. The 0-10 μm bin corresponds to the soma. Bins 

beyond 10 μm are in the dendrite. Error bars show standard deviation. 

(B) Inverse cumulative distribution of puncta in arbitrary bins.  

(C) Pairwise comparisons of average puncta distance shown in Figure 2-3B. 

(D) Table to accompany Figure 2-3C. Left, fraction of puncta in each of the three 

subcompartments – soma, proximal, and non-proximal dendrites. Right, pairwise comparisons 

between genes in each subcompartment. Comparisons that are significantly different are in bold. 
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Figure 2-5. Controls for mRNA FISH. 

(A) GluA2 sense probe does not bind non-specifically. Red, GluA2 mRNA sense probe; cyan, 

MAP2; blue, Hoechst. Scale bar = 20 μm. 

(B) GluA2 antisense signal is absent from astrocytes. Red, GluA2 mRNA antisense probe; green, 

GFAP; cyan, MAP2; blue, Hoechst. Scale bar = 20 μm. 

(C) Camk2α antisense signal is not in inhibitory neurons. Red, Camk2α mRNA; green, GAD67; 

cyan, MAP2; blue, Hoechst. Scale bar = 20 μm. 

(D) Fads3 sense probe does not bind non-specifically. Scale bar = 20 μm.  
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Figure 2-6. Controls for miR-124 FISH. 

(A) The DapB negative control, which is not complementary to any miRNA sequences, does not 

bind non-specifically.  

(B) miR-124 signal is absent from astrocytes. Red, miR-124, green, GFAP; cyan, MAP2; blue, 

Hoechst.  

(C) miR-124 signal is drastically reduced in the presence of a competitive inhibitor at 10X 

concentration. The inhibitor is fully complementary to mature miR-124. Red, miR-124; green, 

GFAP; cyan, MAP2; blue, Hoechst. Scale bar = 20 μm. 



52 

 

 

  



53 

 

addition, the DapB control probe for miRNA FISH did not produce any signal (Figure 2-6A). As 

yet another indication of probe specificity, both miR-124 and GluA2 antisense probes hybridize 

to MAP2 positive neurons and do not produce signal in GFAP positive astrocytes (Figure 2-5B 

and 6B). Finally, signal from the Camk2α antisense probe was absent from GAD67 positive 

inhibitory cells (which do not express Camk2α, Figure 2-5C). Taken together, these controls 

indicate that the FISH probes are highly specific. 

Since miRNA FISH probes can recognize both mature and precursor miR-124 (pre-miR-

124), we measured pre-miR-124 in synaptosome fractions. The RT-qPCR results show that pre-

miR-124 is depleted from synaptosomes (ratio = 0.09), indicating that the miR-124 FISH signal 

in non-proximal dendrites is likely from mature miR-124 (Figure 2-2). 

Since our findings contrasted with previous reports showing that GluA2 mRNA localized 

to dendrites, we asked whether activity altered the distribution pattern of miR-124 or GluA2 

mRNA by silencing neuronal cultures with the sodium channel antagonist tetrodotoxin (TTX; 1 

μM), or by stimulation with the GABAA receptor antagonist bicuculline (BIC; 40 μM), which 

drives glutamatergic transmission. Neither silencing nor stimulation altered the dendritic 

localization of GluA2 puncta at any time point examined (15 minutes, 1 hour, or 3 hours, Figure 

2-7). As a positive control, we probed for cFos mRNA, an immediate early gene that is strongly 

induced by activity [134], which was absent in the TTX- treated cultures, but was highly 

expressed in the cell body of bicuculline-treated cultures. 

2.3.3 The effects of overexpressing miR-124 levels on endogenous GluA2 levels  

To test the effects of manipulating miR-124 levels on GluA2 expression in neurons, we 

transduced dissociated hippocampal cultures with lentivirus to overexpress either pre-miR-124  
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Figure 2-7. GluA2 FISH on cultures with different levels of activity. 

(A) Cultures treated with tetrodotoxin (TTX; 1 μM) or with bicucullin (BIC; 40 μM) for 3 hours 

before processing for FISH. Red, GluA2 or c-Fos mRNA; cyan, MAP2; blue, Hoechst. Scale bar 

= 20 μm.  

(B-D) Distribution of FISH puncta after activity treatments. Dissociated neurons were treated 

with TTX (1 μM) or BIC (40 μM) for (A) 15 min, (B) 1 hr, and (C) 3 hr. Results are plotted as 

an inverse cumulative distribution (i) and as proportions of puncta binned by cell compartment 

(ii). From each condition, 4 to 6 dendrites were quantified. Error bars show standard deviation. 

The distribution of miR-124 is included as a point of reference. 
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(pMIRNA1-124), which is processed by the Dicer pathway into mature miR-124 [135], or a 

control with point mutations in the seed region similar to the mutant used in the luciferase assays 

(pMIRNA1-124P.M.) (Figure 2-8A). Co-expression of copGFP from the same vector indicated 

that transduction efficiency was high, with over 90% of neurons being transduced (Figure 2-8B). 

Transduction of the overexpression construct increased mature miR-124 expression by 3.2-fold 

while GluA2 mRNA levels were not significantly changed at 1.1-fold relative to control (Figure 

2-8C). However, total GluA2 protein levels were reduced by 27% (Figure 2-8D), as determined 

by western blotting on whole cells lysates. This result indicates that miR-124 represses 

translation of endogenous GluA2 in a manner that is dependent on the seed region. 

To complement this approach with experiments in which we reduced endogenous miR-

124, we designed sponge constructs with bulged miR-124 binding sites in the 3’ UTR of copGFP 

(sponge-124) as well as a previously published control sponge that does not recognize miRNAs 

(sponge-CXCR) (Figure 2-9) [136]. By having multiple miRNA binding sites, sponges are 

believed to divert miRNAs from binding their endogenous targets. However, when we 

transduced cultures with sponge-124, we noticed that the copGFP marker was almost exclusively 

expressed in non-neuronal cells and no change in GluA2 protein was observed (Figure 2-9C). 

Visual inspection of the cultures and Tuj1 immunoblotting did not indicate reduced neuronal 

viability (Figure 2-9). Instead, we suspect that the endogenous concentration of miR-124 was so 

high that it repressed copGFP expression and overwhelmed the transduced sponge-124. This 

possibility is supported by tests in HEK293T cells that show that increasing concentrations of 

miR-124 do repress copGFP expression from sponge-124 (data not shown). Of note, miR-124 is  
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Figure 2-8. miR-124 overexpression in dissociated cultures. 

(A) Overexpression and control lentiviral constructs. 

(B) Live images of transduced cultures taken before harvesting for protein or RNA. Co-

expression of copGFP identifies transduced cells. Scale bar = 50 μm. DIC, differential 

interference contrast.  

(C) Comparative RT-qPCR measurement of miR-124 and GluA2 mRNA fold changes in 

neurons transduced with pMIRNA1-124 relative to control. Error bars show S.E.M. N = 3 

independent experiments. 

(D) Western blot analysis of protein lysates from transduced cultures. Band intensities were 

quantified and normalized to Tuj1. The difference relative to control is shown below with 

standard error. N = 4 independent experiments. 
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Figure 2-9. Sponge transduction in cultured neurons. 

(A) Sponge-124 and control sponge-CXCR lentiviral constructs. 

(B) Western blot analysis of protein lysates from transduced cultures. Band intensities were 

quantified and normalized to Tuj1. The difference relative to control is shown below with 

standard error. N = 4 independent experiments. 

(C) Live images of transduced cultures taken before harvesting for protein. Co-expression of 

copGFP identifies transduced cells. Scale bar = 50 μm. Scale bar = 50 μm. 
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the most abundant miRNA in the mouse brain [137]. As a result, we were not able to knockdown 

miR-124 in hippocampal neurons with our sponge-124 construct. 

In addition to immunoblotting whole cell lysates, subcompartment-specific GluA2 

expression was also measured using quantitative ICC. As with the FISH analysis, the cell body, 

proximal, and non-proximal dendritic regions were analyzed. GluA2 immunostaining was 

performed on permeabilized neurons to measure total GluA2 expression. Quantification of mean 

GluA2 signal intensity show that miR-124 overexpression significantly reduced GluA2 

expression in all three regions of the neuron: the cell body, proximal, and non-proximal regions 

showed 33%, 30%, and 17% reductions in mean pixel intensity respectively (Figure 2-10A-C). 

The integrated intensity per cell body was also reduced by 33% (Figure 2-10Aiii). This 

observation is consistent with the immunoblotting results.  

To measure synaptic GluA2 expression, GluA2 immunostaining was performed on 

nonpermeabilized neurons using an antibody that recognizes an extracellular N-terminal epitope. 

In the absence of permeabilization, only surface-expressed GluA2 proteins are labeled. Since 

functional synapses should have both pre- and post-synaptic compartments [138], we used 

antibodies against the pre-synaptic protein, synapsin I, to mark presynaptic compartments, and 

focused on GluA2 signals that were apposed to synapsin-immunoreactive puncta. Quantification 

of synaptic GluA2 puncta intensities did not reveal a significant difference between miR-124 

overexpression and control (Figure 2-10D). Together, these data indicate that overexpression of 

miR-124 decreases the total expression of GluA2 but does not alter the concentration of GluA2 

at synapses. 
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Figure 2-10. Overexpression of miR-124 downregulates cytoplasmic but not synaptic GluA2 

protein levels. 

(A-C) Measurement of total GluA2 protein expression by immunocytochemistry (ICC).  

(A) GluA2 expression in the cell body. (i) Representative images of cell bodies of transduced 

neurons. Red/gray, GluA2 protein; green, copGFP. (ii) Mean GluA2 intensity per pixel. (iii) 

GluA2 intensity per cell body. (B) GluA2 expression in proximal dendrites (i) Representative 

images. Red/gray, GluA2 protein; cyan, MAP2 (ii) Mean GluA2 intensity per pixel.  

(C) GluA2 expression in non-proximal dendrites (i) Representative images. Red/gray, GluA2 

protein; cyan, MAP2 (ii) Mean GluA2 intensity per pixel. N = 5 independent experiments, 3 to 5 

fields per experiment.  

(D) Measurement of synaptic GluA2 protein expression by ICC. (i) Representative images of 

surface expressed GluA2. Red, GluA2; cyan, Synapsin. (ii) Fraction of Synapsin puncta that are 

within 8 pixels (1.248 μm) of GluA2 puncta. (iii) Integrated intensity of GluA2 puncta that are 

within 8 pixels of Synapsin puncta. N = 3 independent experiments, each with dendrites from 5 

different neurons quantified. P values were determined by one-tailed t-tests. *P<0.05, **P<0.01, 

***P<0.001. Error bars show S.E.M. 
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2.4 Discussion  

This study was aimed at determining whether and how miR-124 regulates translation of 

GluA2 in neurons. Computational identification of a conserved miR-124 site in the 3’UTR of 

GluA2 gave rise to the hypothesis that miR-124-mediated regulation of GluA2 could produce 

rapid changes in GluA2 expression. Since the GluA2 subunit is calcium-impermeable, such local 

changes would have important functional consequences on synaptic strength and connectivity. 

We were particularly intrigued by the possibility that local regulation could occur in dendrites 

given previous reports that GluA2 mRNA localized to dendrites [117], and that GluA2 

underwent local, activity-dependent translation in dendrites [118].  

As a first test of whether miR-124 might regulate GluA2 expression in dendrites, we 

asked whether both RNAs localized to dendrites and/or synapses. Our synaptosome RT-qPCR 

(Figure 2-2) and FISH (Figure 2-3) results showed that this was not the case: GluA2 transcripts 

were largely restricted to the cell body, while miR-124 was present in significant concentrations 

in dendrites. These observations suggest that miR-124 most likely regulates GluA2 transcripts in 

the cell body rather than in dendrites.   

   Our findings conflict with previous reports that GluA2 mRNA is dendritically localized 

and that miR-124 is somatically restricted in neurons [117,139]. Although we are confident 

about the specificity of the FISH probes we used (especially since both GluA2 signals were 

present in neurons but not in astrocytes), we did explore a number of explanations for the 

discrepancy between our results and previously published reports. To address whether the 

discrepancy might arise from technical differences in FISH methodologies, we used additional 

approaches for FISH, including digoxigenin-modified riboprobes for GluA2 FISH and locked 
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nucleic acid (LNA) for miR-124 FISH. GluA2 FISH using riboprobes did not reveal dendritic 

localization of GluA2 mRNA in cultured hippocampal neurons (data not shown), and the results 

using LNA probes to detect miR-124 were inconclusive, as the signal for the antisense LNA was 

not significantly different from the signal from the sense LNA (data not shown). In considering 

the lack of dendritic localization of GluA2 mRNA, it is possible that RNA binding proteins on 

some transcripts may block probe recognition and lead to underestimation of dendritic 

localization. However, we do not think this is likely as the QuantiGene mRNA probes used 

recognize 20 different regions on each transcript. Additionally, pre-treating the neurons with 

proteinase K to improve probe accessibility did not increase the number of transcripts detected 

(data not shown). A possible explanation for the lack of detection of miR-124 in dendrites in Kye 

et al. is that the locked nucleic acid probe used did not hybridize well with miR-124. This 

possibility is supported by the low level of miR-124 signal detected in the cell body, which was 

only slightly higher than their negative control. One would expect a much stronger signal, 

considering that miR-124 is the most abundant miRNA in the mouse brain [137]. Another 

possible source of the discrepancy between our results and those of Grooms et al. and Kye et al. 

is that their FISH experiments were performed on rat hippocampal neurons while we used mouse 

hippocampal neurons. Finally, we addressed the possibility that levels of activity regulate GluA2 

and/or miR-124 localization in dendrites of cultured neurons by incubating cultures with TTX or 

bicuculline, but were not able to detect significant GluA2 signal in dendrites under any condition 

(Figure 2-7). 

We next sought to evaluate dendritic localization of RNA in a manner that was 

independent of concentration, since differences in absolute RNA concentration might affect 
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measurements of RNA distribution. All RNAs are abundant in the cell body, where they are 

transcribed. However, by carefully quantifying the somatic signal, and directly comparing it to 

the signal in dendrites in the same cell, rather than saturating the somatic signal in order to detect 

signal in the dendrites, we were able to quantify and compare the proportion of FISH signal in 

three compartments: the soma, the proximal dendrite (0 to 20 µm from the soma) and the non-

proximal dendrite (greater than 20 µm from the soma). These analyses revealed that Camk2α 

mRNA and miR-124 were significantly more dendritically-localized than either GluA2 or Fads3 

mRNAs (Figure 3).  Since we compared the proportion of each RNA, these differences are 

probably due to an RNA-specific mechanism and not just an effect of transcript or miRNA 

abundance. We hope that these methods and methods of analyses will provide a useful reference 

for future studies on transcript and miRNA localization in neurons. 

Our luciferase assays and overexpression studies in neurons show that miR-124 

downregulates GluA2 expression in a manner that is dependent on the seed sequence (Figures 2-

1, 8 and 10). Overexpression of miR-124 in neurons reduces endogenous GluA2 protein levels 

without affecting mRNA levels, suggesting that miR-124 acts by repressing translation and not 

by degrading GluA2 target transcripts (Figure 2-8). While total protein levels are reduced, we did 

not detect a change in the concentration of GluA2 at synapses (Figure 2-10). It appears that at 

this modest level of downregulation (~30% by immunoblot), post-translational mechanisms exist 

to maintain normal levels of synaptic GluA2 expression. These mechanisms may include 

enhanced trafficking of GluA2-containing AMPARs, which is a well-studied mechanism of 

AMPAR regulation involving post-translational modifications and several interacting proteins 

[140-143]. Taken together, the colocalization of miR-124 and GluA2 localization in the cell 
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body but not in the dendrite, and the effects of overexpression of miR-124 on total but not 

synaptic GluA2 protein in neurons, are most consistent with a model in which the majority of 

GluA2 protein is synthesized in the soma and subsequently transported into dendrites and 

synapses [110-113].   

Several previous studies have suggested that GluA2 is a likely candidate for post-

transcriptional regulation. GluA2 translation following pilocarpine-induced status epilepticus has 

been shown to be regulated in a 3’ UTR-dependent manner [144]. Furthermore, GluA2 mRNA 

immunoprecipitates with FMRP, a RISC component, and GluA2 translation following DHPG 

treatment is dysregulated in FMRP knock-out mice [145].  miR-124 has also been shown to 

found with FMRP in the mouse brain [146]. The work presented here further suggests a role for 

post-transcriptional regulation of GluA2 mRNA by miR-124, and indicates that majority of this 

interaction likely takes place in the cell body. Although miR-124 does not affect synaptic GluA2 

expression by itself, there are several other predicted miRNA target sites its 3’ UTR, including a 

validated interaction with miR-181. Saba et al. have found that transfection of a miR-181 duplex 

into hippocampal cultures reduces surface GluA2 puncta size [147]. Collectively, these findings 

indicate that the concentration of GluA2 in neurons and at synapses is fine-tuned by multiple 

mechanisms, some of which occur in the cell body and others of which occur locally at synapses. 

Our findings suggest that the local mechanisms do not involve local translation, but rather 

consist predominantly of post-translational processes.  

2.5 Acknowledgements for this section  
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3 Using high-throughput sequencing to identify gene expression changes during chemical 

long-term potentiation in acute slices 

 

3.1 Introduction: activity dependent changes in gene expression 

Neurons are highly polarized cells, extending many elaborate processes with numerous 

synaptic subcompartments. These subcompartments are capable of responding independently 

from one another to external stimuli. Furthermore, the responses can be long-lasting, in a manner 

that requires new transcription and translation [5]. These features impose unique challenges on 

the spatial regulation of gene expression, which the neuron employs a fascinating repertoire of 

mechanisms to fulfill.   

Regulation of activity-dependent changes in gene expression occurs at both the 

transcriptional and translational level. A number of studies have found that neuronal stimulation 

induces profound changes in the transcriptome, including changes in transcript levels, splicing, 

and polyadenylation [127,149-152]. Neuronal activity can also affect protein synthesis by 

modifying translational regulators [153]. 

We use high-throughput RNA sequencing to survey changes in the transcriptome during 

a physiologically relevant model of learning – chemical long-term potentiation (chemLTP) in 

acute hippocampal slices. We will also sequence the polyribosome bound fraction of mRNAs to 

infer changes in the proteome. This approach will allow us to identify: (1) genes that are 

important for long-lasting changes in synaptic plasticity, and (2) general mechanisms that 

regulate gene expression during these changes. 

3.1.1 Transcription 
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Maintenance of long-lasting changes in synaptic plasticity requires new gene expression 

and has been shown to be transcription and translation dependent. In a study of plasticity in acute 

rat hippocampal slices, Nguyen et al. found that application of transcriptional inhibitors during 

the induction of long-term potentiation blocks the persistence of this potentiation at 100 min 

[154]. This effect was observed with both actinomycin D and DRB, which inhibit transcription 

by intercalating DNA or by preventing transcriptional elongation respectively.  

These observations suggest that neurons require new RNA synthesis in order to support 

the long-lasting enhancement of synaptic strength seen during LTP. The new RNAs probably 

serve a purpose beyond replenishing transcripts lost during basal turnover. Nguyen et al. [1994] 

found that blocking transcription after LTP induction does not affect potentiation in the time 

frame studied, indicating that temporarily halting the replenishment of transcripts does not 

measurably alter synaptic strength. Instead, the new RNA synthesis likely contributes to the pool 

of RNAs necessary to meet the new requirements for protein synthesis, suggesting that the new 

transcription occurring during LTP induction plays an integral role in its maintenance. The newly 

synthesized RNAs may also be noncoding and contribute important regulatory functions to 

establishing a long-lasting change in synaptic strength. 

To change transcription, synaptic activity generates signals that travel long distances to 

the nucleus [68]. One way the signal travels is through the trafficking of soluble proteins. Studies 

have identified transcription factors and activators that are basally tethered at synaptic sites, and 

undergo translocation to the nucleus in a synapse- and stimulus-specific manner [69,155-157]. 

Once in the nucleus, they initiate transcriptional programs that are necessary for long-lasting 

responses. Neuronal stimulation can also affect chromatin structure [158,159]. However, only a 
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few of the necessary transcriptional products have been identified. Also, it is not understood how 

different external stimuli activate different transcriptional programs.  

Genome-wide studies using microarrays have found that the transcriptome is altered by 

various forms of neuronal activity, including depolarization of cultured neurons [160], LTP 

induction in acute slices [161], and seizure induction in animals [162,163].  

3.1.1.1 Promoter usage 

 Neuronal activity can modify gene expression by altering transcription factor function. 

Activity-dependent transcription factors have been identified by studying the proximal promoter 

regions of activity-induced genes. One well-characterized gene is c-Fos, which is induced by 

glutamatergic stimulation and by calcium influx during depolarization [164,165]. Mutational 

analysis of the c-Fos promoter region identified a cAMP response element (CRE)-like element 

that binds CRE binding protein (CREB) [166]. The c-Fos promoter region also contains a serum 

response element that mediates calcium-dependent transcription by interacting with the serum 

response factor [167]. In a different approach using transcriptome profiling, the transcription 

factor MEF2 was also found to play a role in the regulation of gene induction during 

depolarization [160]. The MEF2 family of transcription factors is also activated by calcium. 

However, while CREB is activated by both calcium and cAMP, MEF2D activation is 

antagonized by cAMP [168]. 

There are several reports of genes switching promoter usage with activity. The gene 

encoding BDNF expresses several different 5’UTR isoforms that result from alternative 

promoter usage. These isoforms have been found to be differentially upregulated after kainite-

induced seizures in rat brain [169]. The mechanism underlying the switch has not been identified, 
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although may involve epigenetic modifications as incubation of C6 and N2A cell lines with 

DNA methyltransferase and histone deacetylase inhibitors differentially alters isoform 

expression [170]. The post synaptic density signaling protein, SynGAP, is another gene that 

shows activity-dependent alternative promoter usage, giving rise to isoforms with opposing 

effects on synaptic strength [171]. 

3.1.2 Co-transcriptional RNA processing 

Neuronal activity also alters the processing of nascent RNA. Activity-dependent change 

in splicing is an active area of study and more recently there has been increasing interest in the 

closely related process of cleavage and polyadenylation. 

3.1.2.1 Alternative splicing 

Newly transcribed coding RNA (called “pre-mRNA”) usually consists of several exons 

that are spliced together to form messenger RNA (mRNA). The exons may be “constitutive,” 

meaning that they are always included in the fully processed mRNA, or they may be “alternative” 

and only included in mRNA sometimes. The inclusion or exclusion of alternative exons is called 

“alternative splicing”, and increases transcript diversity and diversity in the encoded proteins.  

Recently, a study across tissue types in primates and mice found that the forebrain has the 

highest proportion of alternatively spliced exons [172], supporting the idea that neurons have a 

flexible gene expression program. Several activity-regulated alternative splicing events have 

been identified in genes that encode proteins with important roles in synaptic plasticity [151]. In 

many of these events, the switch in splicing has been found to be regulated by CaMKIV. One 

example is the big potassium (BK) channel, which is involved in repolarizing neurons after an 

action potential. Depolarization represses the inclusion of the STREX exon in BK transcripts 
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through an upstream CamKIV responsive RNA element, making the BK channels less sensitive 

excitable [173]. Activity also represses the alternative splicing of GluN1 in a CaMKIV-

dependent manner [152]. 

Many splicing proteins participate in other aspects of RNA metabolism and can shuttle 

between the nucleus and cytoplasm [151]. In the cytoplasm, splicing factors function in 

polyadenylation, translation, and turnover [151].  

3.1.2.2 Cleavage and polyadenylation 

Another RNA processing event that occurs after transcription has begun and before it has 

terminated is cleavage and polyadenylation (CPA) (although strictly speaking, transcript 

termination and cleavage are coupled events). The site of CPA is important as it defines the 

boundaries of the 3’ UTR (discussed in Section 1.1.4). There are several elements that influence 

where CPA occurs: (1) an AAUAAA sequence or variant that is 15-30 nt 5’ to the CPA site, (2) 

a GU-rich downstream sequence element that is 0-20 nt 3’ to the CPA site and not part of the 

final mRNA, (3) a U-rich upstream element that is 0-20 nt 5’ to AAUAAA, and (4) the 

nucleotides at the actual site of CPA [174]. These cis elements, called the polyadenylation signal 

(PAS), recruit the cleavage and polyadenylation specificity factor (CPSF) and the cleavage 

stimulatory factor (CstF) with varying efficiency that is dependent upon the actual sequences 

present [174].  

Genes often have several potential PASs and as a result, can produce transcripts with 

alternative 3’ UTRs. High throughput sequencing of the 3’ end of transcripts from various mouse 

tissues found that 79 % of genes have an alternative 3’ UTR isoform [175], which is much higher 

than the 32 % previously identified by studying cDNA/EST databases and demonstrates why 
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known annotations cannot be completely relied on to study 3’UTRs [176]. In addition to the 

CPSF and CstF complexes, and increasing number of splicing factors have been implicated in 

the process of CPA (e.g. U1, U2AF65, ELAV, Nova, etc.) [177]. There are two main types of 

alternative 3’UTR isoforms: splicing independent or splicing dependent (Figure 3-1). The 

splicing independent type is most common and arises from use of different PASs within the same 

last exon [176]. These isoforms have the same coding sequence and share only part of their 

3’UTRs. The longer isoform has an extended 3’UTR that may contain regulatory elements not 

present in the shorter isoform. Alternative isoforms of this type encode the same protein but 

undergo different post-transcriptional regulation. The splicing dependent alternative 3’UTR 

isoforms have different coding regions and hence produce different proteins. These proteins 

differ in their C-terminal and can have markedly different functions. Some or none of the 3’UTR 

sequence is shared between these isoforms.  

The choice of which PAS to use is probably determined by an interplay between the 

splicing and CPA factors present and their levels of activity [178,179]. Interestingly, PAS 

selection is dynamically regulated in several cell types, including neurons. A well-studied 

example of a transcript that switches 3’ UTRs is Homer1, which favors a shorter isoform upon 

many different types of neuronal stimulation, in a manner that may be mediated by the MAPK 

cascade [73,180-183]. The shorter isoform encodes a truncated protein that disrupts the 

interactions of full-length Homer1, leading to smaller and fewer dendritic spines [180]. In 

addition to Homer1, a previous study using microarrays and KCl depolarization of dissociated 

hippocampal cultures has identified 58 other genes that switch 3’UTRs with activity [160]. 
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Figure 3-1. Types of alternative 3’UTRs. 
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3.1.3 Post-transcriptional regulation 

The 3’UTR contains cis regulatory elements that determine the post-transcriptional fate 

of mRNAs. The regulatory elements may alter transcript stability, localization, and translational 

efficiency, providing a flexible and diverse means for neurons to regulate gene expression. 

Transcripts from the brain have the longest 3’UTRs among different tissues [184], indicating an 

important role for post-transcriptional regulation in neurons. Brain 3’UTRs are 500 nt longer on 

average than Ensembl annotations and contain additional regulatory sequences, such as miRNA 

target sites [184].    

In conjunction with having longer 3’UTRs with more cis regulatory sequences, the brain 

has also been found to express 323 of 380 putative RNA binding proteins (RNABPs), which may 

act as trans factors to determine the post-transcriptional fate of mRNAs [185]. It has been 

hypothesized that RNABPs coordinately regulate groups of genes involved in synaptic plasticity 

[186]. 

3.1.3.1 Regulation by miRNAs 

MicroRNA array studies have shown that expression of many miRNAs is highly enriched 

in, or even restricted to, the brain [93]. Further, a large number of miRNAs have been detected in 

neuronal dendrites [139], and some have been found to be enriched at synapses[187]. Since they 

regulate gene expression post-transcriptionally and in a potentially reversible manner, miRNAs 

are well-suited to direct rapid changes that are restricted to subcellular compartments (e.g. by 

regulating local translation). Furthermore, miRNAs enable transcript-specific regulation and 

have even been found to selectively regulate different isoforms of the same gene [188]. 
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Most miRNAs are transcribed by pol II as primary miRNA transcripts (pri-miRNA; 

~1000 nt) that are capped and polyadenylated. Pri-miRNAs are processed in the nucleus by 

Drosha and DGCR8 into precursor miRNAs hairpins (pre-miRNA; ~70 nt) that are exported into 

the cytoplasm [189]. Pre-miRNAs are cleaved by Dicer into miRNA duplexes (~21 bp). Either 

strand of the duplex may be incorporated by RISC and function as a mature miRNA, although 

usually only one strand functions as a miRNA (the guide strand) while the other strand is 

degraded (the passenger or “*” strand) [189]. 

Mature miRNAs recognize targets by partial complementarity to sites in the 3’ UTR of 

target transcripts. Target sites have also been found in the 5’ UTR and coding regions of 

transcripts. The most important determinant of whether miRNA/mRNA interaction occurs is 

base paring between the target and the 2-8 nts at the 5’ end of the miRNA (the “seed”) [189].  

Within RISC, miRNAs repress gene expression by either destabilizing the transcript or 

by repressing its translation. The exact mechanisms involved in repression are an area of active 

investigation. Destabilization most likely occurs by deadenylation of target transcripts, but may 

also occur through decapping. Both deadenylation and decapping make transcripts more prone to 

degradation by exonucleases. Also, the RISC component, Ago2, has RNAseH activity that is 

capable of endonucleolytically cleaving targets. In vitro assays have found that translational 

repression by miRNAs is dependent up on the 5’ m
7
G cap. Ago2 may compete with eIF4F 

binding to the cap and prevent circularization of the mRNA during translational initiation. 

Repression may also occur by preventing the recruitment of the 60S subunit. Translational 

repression can also occur post-initiation. This mode of regulation is supported by polysome 

fractionation studies that do not detect changes in the levels of target transcripts in polysome 
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fractions, and also by studies that find miRNAs present in these fractions. While the mechanism 

is not understood, it is speculated that premature termination is involved or that translational 

elongation may be slowed down. There have also been suggestions that miRNPs recruit 

proteases that degrade nascent polypeptides [189]. 

Several studies have taken a genome-wide approach to study the effects that miRNAs 

have on the ribosomal loading of their targets. In one set of studies, miRNA levels are 

manipulated and SILAC (stable isotope labeling with amino acids in cell culture) with 

quantitative mass spectrometry is used to measure changes in the resulting protein levels 

[190,191]. These studies found that miRNAs act mostly by degradation of target transcripts and 

less so by repressing translation [190]. They also found that miRNAs generally have modest 

effects on protein levels [190,191], and that protein level effects are more pronounced if the 

target transcripts are degraded [190]. One caveat of these studies is that the use of mass 

spectrometry limits analysis of translation to the most abundant proteins [192]. 

In another set of studies, ribosomally loaded transcripts are used as a proxy for translation.  

While not measuring protein levels directly may be seen as a shortcoming, it could also be an 

advantage. The dynamics of protein and mRNA turnover are very different, making the two 

difficult to compare directly. The use of ribosomally loaded transcripts allows the comparison of 

two populations of mRNA, which is a more straightforward comparison with fewer confounding 

factors. Hendrickson et al. [2009] overexpressed miR-124 in HEK293T cells and then used 

polysome fractionation and microarrays to determine the ribosome occupancy (percent of 

transcript with ribosomes) and density (number of ribosomes per transcript) of target transcripts. 

They found that miR-124 acts to both decrease target levels as well as decrease the ribosomal 
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occupancy and density of targets. In another study,  Guo et al. [2010] overexpressed different 

miRNAs in HeLa cells and used ribosomal footprinting and RNAseq to determine translational 

efficiency of targets. They found that transcript destabilization mostly accounts for the decrease 

in gene expression and that translational efficiency played a smaller role. These studies and 

others demonstrate that the mechanisms underlying miRNA regulation are complex and cannot 

be easily generalized.  

Currently, the prevalent view is that both translational inhibition and transcript 

destabilization occur during miRNA regulation, and that the two processes are coupled [122]. 

The genome-wide studies described above have focused on steady state transcript and protein 

levels. Greater insight into the dynamics of miRNA regulation may be obtained by measuring 

transcript and protein levels at different time points.  Also, the studies described above use 

chronic overexpression or knockdown of miRNAs. It will be interesting to see what acute, 

physiological changes in miRNA levels have on target translation, which is one of the areas of 

investigation of this study. 

3.1.3.2 Stabilization by RNA binding proteins 

RNA turnover is determined by an interplay between stabilization and destabilization. 

Sequences in the 3’UTR (cis elements) interact with trans-acting RNA binding proteins 

(RNABPs; e.g Hu proteins, hnRNPs) to enhance or decrease transcript stability [195].  

3.1.3.3 Transcript localization 

mRNA localization and local translation provide a means of spatially-restricting gene 

expression. Localization elements are most often found in the 3’UTR [74], and genes with 
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alternative 3’UTR isoforms may show different degrees of dendritic localization (e.g. importin 

b1 [196], BDNF [197]). 

3.1.4 Translational regulation 

In addition to new transcription, new translation is also required for long-term memory. 

The modification of translation factors and signaling pathways involved in translation can alter 

long-term memory formation [83,198,199]. For instance, the phosphorylation status of eIF2α can 

enhance or disrupt LTP [83]. Also, the mTOR signaling pathway regulates translation through 

phosphorylation of 4E-BPs and S6Ks, and activation of this pathway suppresses changes in 

synaptic strength [199].  

Genetic mutations of translational regulators have been found in several monogenic 

causes of autism spectrum disorders [200-202]. One notable example is the fragile X mental 

retardation protein (FMRP). FMRP is an RNA binding protein that associates with a subset of 

mRNAs (i.e. those containing a G-quartet or kissing complex [203,204]) to regulate translation 

[92,205,206], transport [207], and degradation [208]. It associates with polysomes in the brain to 

repress translation, and this regulation is believed to occur at synapses and with transcripts 

encoding synaptic proteins [205,206].  

3.1.4.1 Cis-regulatory elements influencing translational efficiency 

There are several genes that are translated in a LTP/LTD-dependent manner (e.g. 

Camk2a, PKM, Arc, Map1b). However, not much is known about how these specific transcripts 

come to more actively translated. One cis regulatory element that has been identified in 

transcripts that are translated during long term memory is the 5’ terminal oligopyrimidine tract 

(5’TOP) [209]. Interestingly, 5’TOP mRNAs have been found to be distally localized in mouse 
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and Aplysia neurons [210,211]. Another cis regulatory element that plays a role during activity-

dependent translation is the cytoplasmic polyadenylation element (CPE) (see Section 3.1.4.2) 

[84]. 

 As a demonstration of the importance of cis elements in regulating translation during 

synaptic plasticity, studies have found that alternative 3’UTR isoforms confer different 

translational efficiencies upon the same coding sequence. For instance, BDNF has two tandem 

3’UTR isoforms that encode the same protein, but the longer 3’UTR contains regulatory 

sequences that are absent in the shorter 3’UTR.  Translation of the longer 3'UTR is repressed 

under basal conditions, and this repression is alleviated by activity [212]. A similar observation 

has been made for GluA2, which also has short and long 3’UTR isoforms that are differentially 

translated upon activity [144]. 

3.1.4.2 Polyadenylation affecting translation 

Most mRNAs acquire a long polyA tail (~200 -250 nucleotides) after cleavage and 

polyadenylation in the nucleus. In the cytoplasm, CPE-containing mRNAs interact with the CPE 

binding protein (CPEB), which dynamically regulates polyA tail length [84]. CPEB has many 

interacting partners. One of them is polyA ribonuclease (PARN), which shortens the polyA tail 

of CPE-containing mRNAs to ~20-40 nt. Phosphorylation of CPEB disrupts the interaction with 

PARN, and allows the polyA polymerase, germ-line-development factor 2 (Gld2), to lengthen 

the polyA tail [84,213]. Polyadenylation requires two cis elements in the 3’UTR: the 

hexanucleotide AAUAAA and the CPE (UUUUUAU and variants) [214]. PolyA binding 

proteins (PABP) bind along the lengthened tail to help initiate translation by recruiting eIF4G to 

eIF4E, which then recruits the 40S ribosomal subunit. PolyA tail length correlates with 
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ribosomal density (the number of ribosomes on a transcript) and consequently, how actively a 

transcript is translated [215]. Hence, CPEB regulates translation of a subset of mRNAs by 

altering the length of the polyA tail. (PolyA tail length does not correlate with mRNA decay 

rates, although deadenylation is required for decay [215,216]) 

In neurons, CPEB has been detected at synapses and is phosphorylated in an activity-

dependent manner [85,213,217]. NMDAR activation leads to the phosphorylation of CPEB by 

Aurora kinase, and is correlated with an increase in the polyadenylation of Camk2α transcripts 

[217]. Visual stimulation of rats also leads to the polyadenylation and translation of Camk2α [85]. 

Studies using injected Xenopus oocytes have found that the polyadenylation of Camk2α is 

dependent upon the two CPEs in the Camk2α 3’UTR [85]. CPEB phosphorylation is also 

increased by Camk2α [218]. 

3.1.5 Our experimental paradigm 

Long term potentiation (LTP) is a long-lasting form of synaptic plasticity that occurs 

between many types of synapses. It has been particularly well-characterized for the CA3-CA1 

synaptic connections of the Schaffer collateral pathway in the rodent hippocampus (Figure 1-3). 

Late-phase LTP (L-LTP) at the CA3-CA1 synapses is transcription and translation-dependent, 

and also requires activation of NMDA receptors.  

3.1.5.1 Acute hippocampal slices 

We are interested in studying the synaptic connections between neurons, and have chosen 

an experimental model in which normal synaptic contacts are preserved. Furthermore, the 

neighboring, non-neuronal cells (i.e. glia) in acute slices also retain their native positions. 

However, it should be noted that since acute slices are an ex vivo preparation, the longer range 
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connections and neuromodulatory factors are naturally lost. By performing our study in acute 

slices, our results can hopefully be generalized to processes that occur in the brain. Although 

working with tissue brings greater physiological relevance to our study, the presence of multiple 

cell types causes reduced sensitivity to detect events that occur only in a subpopulation of cells.  

3.1.5.2 Chemical LTP 

In choosing a stimulation protocol to use, our main criteria were that (1) the synaptic 

effect produced is long-lasting and requires new transcription, (2) majority of the cells are 

affected, and (3) the signaling pathways involved are physiologically pertinent. Chemical LTP 

(chemLTP) meets these criteria. The potentiation produced by chemLTP lasts for at least 3 hours 

and is transcription dependent [219]. During chemLTP, the entire slice is bathed in the treatment 

solution, inducing potentiation at a maximum number of synapses. This is in contrast to the more 

traditional way of inducing LTP with electrical stimulation, which only affects a subset of 

synapses. Finally, chemLTP produces potentiation by activating the cAMP-PKA and CamK2α 

pathways [219], both of which are important for learning and memory in animals [220-222]. 

We would like to focus on transcriptional events that are specifically required for the 

establishment of long-lasting changes in synaptic strength, and have chosen to study chemically-

induced LTP (chemLTP) in acute hippocampal slices as our experimental paradigm [219]. Since 

the potentiation achieved with this stimulation is long-lasting and transcription and translation 

dependent, the transcriptional changes induced should include the subset specifically required for 

long-term plasticity. With the chemLTP paradigm, we hope to identify the population of 

transcripts relevant to the maintenance of long-lasting forms of plasticity and also elucidate 

general mechanisms that come into play to regulate gene expression. 
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3.2 Methods 

3.2.1 Sample preparation and sequencing  

See Table 3-1. 

3.2.1.1 Preparation of acute slices 

Acute slices were prepared from 2-3 month old male C57BL/6 mice. Mice were first 

anesthetized with isofluorane and then sacrificed by cervical dislocation. The hippocampus was 

quickly isolated on ice, and then cut into 500 um slices with a tissue chopper. The slices were 

trimmed to remove the dentate gyrus, and then transferred to interface chambers where they were 

recovered at 30 
o
C with continuous ACSF perfusion. Unlike the CA1 and CA3 cell body layers 

that contain mostly pyramidal cells, the dentate gyrus has mostly granule cell bodies and is 

removed to reduce cell heterogeneity. Furthermore, the mossy fiber connections between the 

dentate gyrus and CA3 undergo a form of LTP that is not dependent on NMDARs [223]. The 

CA3 is retained as bursting from CA3 cells is required for chemLTP in the CA1 [219]. 

Furthermore, the CA3 region has recurrent collaterals that should undergo chemLTP with 

mechanisms similar to the CA1 neurons [224-228]. 

3.2.1.2 Elevated potassium treatment 

Slices were recovered for two hours and treated with elevated potassium (8.4 mM KCl) 

for 40 minutes. The slices were collected by quick freezing on dry ice 3 hours after washout of 

the treatment solution. Untreated, time-matched controls were also collected. 

3.2.1.3 ChemLTP, forskolin, and chemLTP with APV treatments 

After two hour recovery periods, slices in separate chambers were treated with either 

DMSO only, the chemLTP cocktail, forskolin only, or the chemLTP cocktail with APV (see  
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Appendix, Protocol 2). The slices were collected by quick freezing on dry ice 3 hours after 

treatment. The experiment was performed three times. Two mice were used for each replicate, 

and yielded a total of 20-24 slices (5 or 6 slices per condition). For the pilot experiment, the same 

protocol was used except slices were recovered for 3 hours, only the control and chemLTP 

treatments were performed, and 10 mice were used for 10 replicates that were pooled.  

3.2.1.4 RNA extraction 

Frozen slices were transferred to a glass 0.2 mL micro grinder and homogenized in 

Qiazol. RNA was then extracted with the Qiagen microRNeasy kit, which is suitable for both 

mRNA and small RNAs. About 2.5 µg of total RNA can be recovered from 5-6 slices. 

3.2.1.5 Library preparation 

Libraries for regular RNA sequencing were prepared with the Illumina TruSeq Stranded 

Total RNA sample prep kit with RiboZero to remove ribosomal RNA. For each library, 1.1 µg of 

total RNA was used. Stranded libraries preserve the directionality of the fragments so that the 

sequencing reads can be unequivocally aligned to one strand of DNA (Figure 3-2). Libraries 

prepared with random hexamers usually have low coverage at the ends of transcripts because of 

an inherently reduced number of priming positions (Figure 3-3). Coverage at the very 3’ end of 

transcripts is also low because for fragments to cover this region, reverse transcription should 

start in the polyA tail. In a truly random mix of hexamers, only 1/4096 hexamers can generate 

fragments that begin in the polyA tail. To enrich for reads at the 3’ end, the reverse transcription 

step was spiked with dT6 oligos to try increase priming events in the polyA tail. However, this 

did not seem to improve 3’UTR coverage (Figure 3-4). Libraries were multiplexed and 

sequenced with 50 bp paired-end reads.  
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Figure 3-2. Comparison between stranded and unstranded libraries. 

(A) Stranded libraries preserve the directionality of the reads. The dUTP method of library 

preparation is depicted here [229]. 

(B) Unstranded libraries loose information about which strand of DNA the RNA was 

transcribed from. 
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Figure 3-3. Schema illustrating why coverage at both ends of transcrips are low. 

Colored bars represent sequencing fragments, and arrowheads of the same color represent the a 

nucleotide they cover. For example,for the nucleotide indicated by the orange arrowhead, there is 

only one possible sequencing fragment that would cover it (assuming all fragments are the same 

length). The green nucleotide is more likely to be sequenced, since there are more fragments that 

can cover it. Coverage at the end of the 3’UTR requires sequencing fragments that arise from 

priming in the polyA tail. Reverse transcription with dT6 hexamer primers may increase the 

number of fragments thatspan the polyA tail and 3’UTR. 
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Figure 3-4. Transcript coverage at the 3’ end was not improved by spiking in dT6 hexamers 

during reverse transcription. 

Top: Library preparation using the Illumina Truseq kit with oligodT purification and the dUTP 

modification [229]. Single end 100 bp sequencing. 

Bottom: Library preparation with the Illumina TruSeq stranded kit with RiboZero purification. 

Only the first read of paired end 100 bp sequencing run was considered. 
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Libraries for small RNA sequencing were prepared with the Illumina TruSeq small RNA 

sample prep kit using 1.1 µg of total RNA from the same samples used for total RNA sequencing. 

Libraries were multiplexed and sequenced with 50 bp single end reads.  

For the pilot experiment, Illumina TruSeq kit with polyA selection was used to make a 

library from 4 µg of total RNA. The Illumina protocol was modified with the dUTP modification 

to make the library strand specific. The resulting library was amplified and the 350-450 bp bands 

were gel purified for sequencing. 

3.2.2 Bioinformatics 

3.2.2.1 Preprocessing 

Binary basecalls were filtered for chastity and converted to Sanger FASTQ format using 

CASAVA v.1.8.2 [230]. The resultant FASTQ files were then passed through FastQC-0.10.1 to 

verify that no considerable artifacts arose related to library generation or sequencing [231]. 

3.2.2.2 Alignment 

A reference genome was created for the STAR Aligner-2.3.0.1 [232]. Ensembl release 72 

was used as the annotation source for creation of the splice junction database [233]. 

Chromosome ordering and naming conventions were altered to make the annotation consistent 

with the UCSC mm10 assembly [234]. All samples were aligned using default parameters, and 

the resultant alignments were sorted and converted to the BAM alignment specification using 

SAMTools-0.1.14 [235]. 

3.2.2.3 Differential expression analysis 

Differential expression analysis was carried out using the Cuffdiff program supplied with 

Cufflinks-2.1.1 [236]. The alignment files for each treatment were supplied as biological 
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replicates and Cuffdiff was run with the options for fragment bias and multi-read correction 

enabled (flags –b and –u, respectively). 

3.2.2.4 Identification of end-tags 

Reads that span the 3’ end of transcripts and the polyA tail are considered “end-tags” as 

they provide information on the exact site of CPA. Unmapped reads with 7 or more leading ‘A’s 

or ‘T’s (read1 or read2, respectively) were trimmed of the homopolymer sequence and realigned 

with the same settings. The re-alignments were clustered into groups to identify putative CPA 

sites. Mates for low quality homopolymer reads were pulled, trimmed for As and realigned. 

3.2.3 Validation experiments 

3.2.3.1 RT-qPCR 

Total RNA (100 ng) was reverse transcribed using random hexamers (50 ng/µL) and 

SuperScript III (Invitrogen) in a total reaction volume of 20 µL. The resulting cDNA was used 

for quantitative PCR with SYBR green and exon-spanning gene-specific primers. The efficiency 

of the primers were determined to all be within 100±10%. 

3.2.3.2 Semi-quantitative end-point PCR 

cDNA prepared from control and chemLTP treated slices was used for PCR using isoform 

specific primers. The number of cycles was kept low at 25 to avoid saturation of the reaction. 

3.3 Results 

3.3.1 Optimization of the treatment protocol 

3.3.1.1 Effects of elevated potassium treatments on gene expression 

Slices exhibit periods of high-frequency bursting while incubated in elevated potassium 

(8.4 mM KCl, compared to 2.5 mM in ACSF and 30 mM in high potassium solutions) (Figure 3-
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5a). After washout, acute slices treated with elevated potassium continue to have persistent 

spontaneous bursting (approximates 2-3 bursts/min compared no bursting in control) (Figure 3-

5b). The spontaneous bursting lasts at least two-hours in all the slices tested, and are attenuated 

over time by incubation in actinomycin D (Figure 3-5c). These results indicate that the activity 

induced by elevated potassium has long-lasting effects on synaptic connections, and that these 

effects are transcription-dependent.  

Despite the increased levels of activity and potentiation of synaptic connections, we did 

not detect upregulation of the immediate early genes Arc, c-Fos, BDNF (fold change by RT-

qPCR relative to time-matched controls were 0.79, 0.79, and 1.48 respectively). This unexpected 

observation led us to consider previous reports that slice preparation itself has significant effects 

on gene expression and test this phenomenon in our slices [237,238]. 

3.3.1.2 Slice preparation up-regulates gene expression 

We extracted RNA from slices that were prepared and maintained on interface chambers 

but not treated with any stimulation. We also extracted RNA from hippocampi that were 

removed and frozen immediately without being sliced. RT-qPCR results show substantial 

upregulation of genes associated with neuronal activity (Figure 3-6). These results show the gene 

induction effects induced by the injury of cutting acute slices and incubating them in interface 

chambers. 

The observation that slice preparation alters the transcriptional landscape of the neurons 

is consistent with previous findings that neuronal injury induces activity and engages plasticity 

mechanisms [239]. Additionally, previous studies have found that acute slice preparation alters 

post-translational modifications and protein levels [237,238]. DMSO alone tends to induce a 
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Figure 3-5. Electrophysiological effects seen with incubation of acute slices in increased 

potassium. 

(A) Bursting induced by continuous application of increased K
+
 ACSF (8.4 mM  

KCl) for 6 hours. Traces show approx. 11 minute-long recordings taken at the indicated time 

points from the same slice. Similar responses were seen in 4 other slices. Vertical scale bar is 5 

mV, horizontal scale bar is 1 minute. (continued) (Data from T. J. O’Dell) 
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Figure 3-5 (continued). (B) Plots show spontaneous bursting induced by bath application of 

increased K
+
 ACSF (8.4 mM) for either 20 (n = 8) or 40 minutes (n = 6). Although a 20 minute 

application of increased-K
+
 ACSF does induce persistent bursting in some slices, the effect is 

much less reliable and robust compared to a 40 minute application of increased-K+ ACSF. (C) 

Blocking transcription suppresses the long-lasting spontaneous bursting induced by elevated 

potassium. Slices were incubated in 40 µM actinomycin D 30 min prior to increased K
+
 

treatment, during increased K
+
, and for 1 hour after treatment. (Data from T. J. O’Dell) 
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Figure 3-6. Slice preparation induces activity-dependent genes. 

Hippocampus was dissected out and part of it was snap frozen immediately. Slices were cut from 

the other hippocampus and maintained in interface chambers for 30 min, 3 hr, or 5 hr. Error bars 

show standard deviation. N=2 for all except N=4 for c-Fos at 3 hours. Fold-change of several 

known activity-induced genes as measured by RT-qPCR. Slices treatments are indicated on the 

x-axis. The y-axis represents fold-change relative to control. Error bars show S.E.M. 
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small degree of up-regulation in some genes (Figure 3-7). These finding highlight the importance 

of having controls that account for the slice preparation induced injury and the effects of vehicle 

application.  

Although comparison to time-matched control slices will allow us to identify LTP-

relevant transcripts amidst injury-induced transcription, the signaling pathways activated by slice 

preparation should still be minimized. Neurons may engage injury responses that interfere with 

normal LTP mechanisms, and the injury responses introduce a relatively unpredictable variable. 

To minimize injury effects, we tried modifying the ACSF as well as our slice preparation 

methods (Figure 3-8) [240]. However, these modifications did not attenuate the injury response, 

as determined by measuring changes in transcript levels. We decided that time is the best way to 

minimize the injury response, i.e. the recovery period after slicing, since the transcript levels 

begin to decrease by 5 hours (Figure 3-6). 

While deciding on the parameters with which to induce chemLTP, we considered two 

factors: the injury effects associated with slice preparation and the health of the slice as it is 

maintained in vitro. We would like to apply the treatment with minimal interference from the 

injury effects, but cannot wait too long as slice health is equivocal beyond 8 hours after cutting. 

We performed some preliminary experiments varying the recovery period before treatment and 

the wash-out period after treatment (Figure 3-9), and decided on 2 and 3 hours for recovery and 

post-washout incubation, respectively. We compared a 2 or 3 hour recovery period and found 

that neither enhanced the detection of chemLTP-induced changes (Figure 3-9A). It seemed that 

the 3-hour recovery period may reduce the variability in fold change measured, however 2 hours 

would be more consistent with previous studies. We also compared harvesting slices at 30  
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Figure 3-7. Effects of DMSO on gene expression. 

Slices were cut, recovered for 3 hours, treated with 0.2% DMSO, and harvested 3 hours after 

treatment washout. Expression of different genes was determined by RT-qPCR. Genes were 

normalized to HPRT mRNA and compared to time-matched, untreated control slices. Error bars 

show standard deviation.  

N=2. 
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Figure 3-8. Attempts to minimize gene expression induced by slice preparation. 

(A) Dissection and slice cutting were performed in a modified ACSF that contained no calcium 

and 10 mM Mg
2+

. Slices were maintained in the modified ACSF for 30 minutes and either frozen 

or switched to normal ACSF. (B) Slices were cut and allowed to recover as described previously 

in Coba et al. (i.e. in a submerged chamber, among other differences). Error bars show standard 

deviation. N= 2. 
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Figure 3-9. Changes in transcript levels at different time points. 

Comparison of changes in transcript levels induced after different periods of recovery and post-

washout incubation. (A) Slices were recovered for 2 (N = 4) or 3 hours (N = 2), treated to induce 

chemLTP, and then incubated for 3 hours after treatment washout. (B) Slices were recovered for 

2 hours, treated to induce chemLTP, and then incubated for 30 min (N = 2) or 3 hours (N = 4) 

after treatment washout. (C) Slices were recovered for 3 hours, treated to induce chemLTP, and 

then incubated for 30 min or 3 hours (both N = 2)  after treatment washout. Error bars show 

standard deviation. 
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minutes or 3 hours after treatment washout, and found that BDNF and Arc both tended to be 

more up-regulated at 3 hours while cFos was more up-regulated at 30 minutes (Figure 3- 9B and 

C). Since cFos is a rapid immediate early gene (IEG), we decided that a 3 hour post-washout 

would allow us to detect transcript level changes that are not limited to the rapid IEGs. 

Preliminary tests indicate that these parameters will allow the detection of significant changes in 

chemLTP versus vehicle-treated slices (section 3.3.2.1). 

3.3.2 Preliminary results 

3.3.2.1 Activity-induced genes are up-regulated by chemLTP treatment 

We used RT-qPCR to confirm upregulation of the known activity-induced genes – Arc, 

c-Fos, Egr4, and Npas4 [155,241] (Figure 3-10). 

3.3.2.2 The short isoform of Homer1 is upregulated by chemLTP treatment 

Slices treated with the chemLTP protocol showed an increase in the Homer1 isoform 

with the shorter 3’UTR (called Homer1a or Homer1S) while the isoforms with the longer 3’UTR 

(Homer1L and D) were unchanged (Figure 3-11). These results are consistent with previous 

reports of the activity-induction of Homer1a [160,181,183]. The Homer proteins are important 

post-synaptic scaffolding proteins. Homer1a arises from the use of an upstream polyadenylation 

signal that results in an isoform encoding a truncated protein. The truncated protein has the N-

terminal PPXXF motif, which interacts with other post-synaptic proteins, but lacks the C-

terminal coiled-coiled domain, which mediates dimerization with other Homer proteins. 

Homer1a acts as a dominant negative to full-length Homer1, and reduces spine size and synaptic 

transmission [180]. 
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Figure 3-10. Fold change of known activity-induced genes as determined by RT-qPCR. 

Total RNA extracted from the slices sent for sequencing were used. Genes were normalized to 

HPRT mRNA, and then to control condition levels to determine fold induction. 
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Figure 3-11. The short Homer1 isoform is preferentially up-regulated by chemLTP. 

(A) Semi-quantitative end-point qPCR (25 amplification cycles) shows increase in the short:long 

ratio in chemLTP-treated slices compared to control. PCR with no reverse transcription (“No 

RT”) confirm absence of genomic DNA in the RNA extracts. (B) Positions of the PCR primers. 

(continued) 
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Figure 3-11. (continued) (C) Normalized coverage of the short Homer1 isoform. The region 

shown correspondsto the 3’UTR of the short isoform (coordinates indicated are for UCSC 

mm10). The blue lines at the top show positions of annotated exons (thick bars) and introns (thin 

lines). The coverage indicates that 3’UTR of this isoform extends past the current annotation and 

probably has two polyadenylation signals. To normalize the coverage tracks for visual inspection, 

we applied a normalization method similar to that used by the R package DESeq (Anders, 2010). 

We first generated size-factors essentially as described, and then used this as a normalization 

quotient on all data points. 
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3.3.2.3 Sequencing statistics 

Sequencing statistics are provided in Table 3-2.  

3.3.2.4 End-tags can be used to identify CPA sites 

Preliminary analysis of the end-tags identified in our sequencing data seem to lie mostly 

in the 3’UTR of annotated genes. They also appear to agree well with the Hoque et al. annotation 

of alternative 3’UTRs [175]. Some genes had many more end-tags than others, and this did not 

seem to correlate with expression level determined by the number total reads to that gene (Figure 

3-12).  

3.3.3 Differential expression analysis 

New transcription is required for the maintenance of LTP [154,219,242], indicating an 

important role for the newly transcribed genes. To identify these induced genes, we use 

differential expression analysis between the four conditions. It should be noted that in our 

experiments, we are measuring the steady-state levels of transcripts at 3 hours after treatment. 

Hence, the abundance of a given transcript is determined by both transcription rates and 

transcript stability. Transcripts that are up-regulated may be due to transcriptional induction or 

enhanced transcript stability. LTP also leads to the downregulation of transcripts, although the 

significance of downregulation is not clear. It may be that these transcripts are simply not 

required in the new cell state, or that the protein products of these transcripts are inhibitory to the 

maintenance of LTP. As before, the downregulation of transcripts may be a result of 

transcriptional repression or decreased transcript stability. 

Differential expression analysis of our sequences results are shown in Tables 3-3 and 3-4. 

Briefly, compared to control, chemLTP treatment up-regulated 163 genes and down-regulated 16  
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Figure 3-12. Reads that span the 3’UTR / polyA tail junction can be used to identify site of 

cleavage and polyadenylation (CPA). 

These reads contain terminal untemplated ‘A’s (or ‘T’s depending on direction) are called “end-

tags”. The 3’UTR of BDNF contains two polyA signals and shown here is the CPA site for the 

upstream polyA signal. Gray bars represent reads, colored nucleotides represent mismatches, the 

sequence panel shows the genomic sequence, and the RefSeq panel shows annotation for the 

BDNF 3’UTR. VH1, VH2, and VH3 refer to the control, chemLTP, and forskolin only samples 

from replicate 1. 
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genes, forksolin treatment up-regulated 63 genes and down-regulated 4 genes, and chemLTP in 

the presence of NMDAR block up-regulated 118 genes and down-regulated 7 genes. Across the 

conditions, the mean upregulation was 2.20-fold and median upregulation is 1.86-fold. These 

changes are modest compared to other RNAseq studies, and may be due to several related factors. 

First, the plasticity-related gene induction is occurring in the presence of injury-related gene 

induction that occurs from slice preparation. Although the effects of injury are common in all the 

treatment conditions and can be accounted for with the vehicle-treated control, the injury causes 

substantial gene induction that may dampen the fold change induced by chemLTP. Second, our 

protocol induces synaptic strengthening, which is a relatively mild change in cell state compared 

to differentiation or transformation. Third, many of the transcripts that are up-regulated in our 

samples are transcripts that were already being expressed. Even seemingly small two or three 

fold increases in these transcripts can actually represent substantial changes in transcription. For 

comparison, when a transcript goes from not being expressed to being expressed at one copy, its 

fold change is infinite (i.e 1 divided by 0) even though it has only undergone one additional 

round of transcription. On the other hand, a transcript that is initially present at 100 copies and 

increases to 150 copies is measured as having a 1.5 fold increase. Fourth, the brain slices used 

are a heterogeneous mix of many cell types that probably respond differently to chemLTP. 

Finally, a study using KCl depolarization of cultured neurons found similarly modest levels of 

gene up-regulation of MEF2 targets: mean 2.92 and median 2.22 [160]. Hence, even though the 

fold changes detected in the slices seem modest, they should not be viewed with less confidence.  

3.3.3.1 Dissecting the signaling pathways involved in chemLTP 
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The chemLTP protocol has two main components: (1) activation of the cAMP signaling 

pathway by forskolin, and (2) global depolarization by high potassium. During depolarization, 

both ligand-gated and voltage-gated ion channels are activated to allow the influx of calcium and 

activation of calcium signaling pathways. In particular, concurrent pre- and post-synaptic 

depolarization leads to glutamate release and relief of the magnesium block from NMDA 

receptors (NMDARs) and their subsequent activation. NMDAR activation is necessary for LTP 

at CA3-CA1 synapses, as blocking their activity blocks the maintenance of potentiation 

[219,243].  

Individually, neither depolarization nor forskolin treatment results in LTP. While the 

cAMP and calcium signaling pathways have overlapping targets, their downstream effects are 

sometimes antagonistic. To elucidate the roles of the different pathways, we treated slices with 

forskolin only so that the changes in gene expression due to cAMP signaling could be 

determined separately. We also treated slices with chemLTP in the presence of APV to block 

NMDARs. This condition allows us to examine the effect of activating this very specific class of 

glutamate receptors. We do not have a depolarization-only condition and will rely on published 

databases for gene expression changes due to calcium signaling [160].  

To delineate the effects of the different pathways, we determined the differential 

expression for each condition compared to control and compared the list of genes to see where 

they overlap (Table 3-4 and Figure 3-13). We were interested to see if there were any genes that 

were up-regulated in one condition while down-regulated in another, but did not observe this 

happening.  However, there was one instance of two genes from the same family that were 

altered in opposite directions (Col6a1 and Col6a3). 
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Figure 3-13. Overlapping differential expression (DE) between the conditions tested. 

Cuffdiff was used to determine DE between the conditions shown and control. Results from the 

three replicate experiments were considered (q<0.05). The number of DE genes in each group 

are indicated. 
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We also made direct comparisons between the conditions and report the DE in Table 3-3. 

There is some degree of agreement between the direct comparisons and the comparisons with 

respect to control; both lists should be considered when identifying genes that are differentially 

regulated in one condition but not another. 

3.3.3.1.1 Genes differentially expressed by LTP only (88 genes) 

The differential expression of these genes is a result of the synergistic effects of cAMP, 

depolarization, and NMDAR activation acting together. They are only induced when all three 

components are present. 

3.3.3.1.2 Genes differentially expressed by LTP with APV only (38 genes) 

This list was unexpectedly long. These genes are only differentially expressed when 

cAMP is elevated, neurons are depolarized, but NMDAR are blocked. The implication is that 

NMDAR activation suppresses these genes during depolarization and cAMP elevation (genes in 

this list are all upregulated). Somehow, calcium influx through NMDAR decreases transcription 

or transcript stability of this population. 

3.3.3.1.3 Genes differentially expressed by forskolin only (4 genes) 

This list is short, indicating that most genes that are induced by cAMP elevation are 

generally not antagonized by calcium elevation. Most genes that are activated in the presence of 

forskolin remain activated in the presence of depolarization.  

3.3.3.1.4 Genes that are differentially expressed whenever there is cAMP elevation (53 genes) 

These genes are DE in the presence of cAMP elevation, regardless of whether there is 

depolarization or NMDAR activity. Most of the forskolin-induced genes fall into this category. 

This subset includes 14 of the previously identified 49 immediate early genes (IEGs) [241]. 
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3.3.3.1.5 Genes that are differentially expressed when there is cAMP elevation and 

depolarization (31 genes) 

These genes are differentially expressed by cAMP signaling only if there is also calcium 

signaling, regardless of NMDAR activity. This may also contain the subset of genes activated by 

depolarization alone, but that condition has not been explored yet. 

3.3.3.2 BDNF is not induced in our slice treatments 

A gene that is notably absent from our DE lists is BDNF, which has been found by 

several studies to be an activity-induced gene [160,241,244]. One possible explanation of why it 

is not up-regulated in any of our conditions is that the time point we look at is too early. BDNF is 

considered a delayed IEG and in cultured neurons, its expression ramps up between 1 and 3 

hours [241,245]. Another possibility is that since BDNF was already induced by slice 

preparation (Figure 3-6), chemLTP treatment was not able to induce it further. Finally, it is 

possible that cAMP signaling antagonizes the pathway that up-regulates BDNF during activity. 

Calcium influx during depolarization activates CREB, which then up-regulates BDNF 

transcription [245]. In addition to the CREB binding site, there is another calcium-dependent 

element in the BDNF promoter that is hypothesized to be responsible for the delayed kinetics of 

BDNF induction [245]. Regulation via this second element may be inhibited in a cAMP-

dependent manner, an effect which would be exaggerated in our forskolin-treated slices. An 

example of a transcription factor that is activated by calcium but repressed by cAMP is MEF2 

[168], which targets BDNF [160]. To explore the possibility that cAMP plays a role in 

suppressing calcium-induced BDNF expression, it would be informative to repeat the 

depolarization studies performed in cultures in the presence or absence of forskolin to see how 
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BDNF expression is modified. We did not do a depolarization only condition so cannot address 

this possibility with our dataset. 

3.3.3.3 Gene ontology analysis of differentially expressed transcripts between LTP and control 

The genes that were DE in LTP compared to control were organized into functional groups 

(Table 3-5). These groups can help identify interesting candidates for follow-up. 

3.4 Discussion and future directions 

3.4.1 Dissecting processes responsible for changes in transcript level 

The steady-state level of a transcript is determined by how actively it is being transcribed 

and by factors that stabilize and destabilize the transcript. To determine the relative contribution 

of these processes and whether there are global mechanisms acting to regulate a large number of 

transcripts, we will examine genomic sequences for promoters and 3’UTRs for motifs affecting 

stability. Correlation of gene expression with cis regulatory elements and promoter usage will 

allow us to determine whether changes in transcript levels are due to altered stability or 

transcription. 

3.4.1.1 Promoter usage 

The proximal promoter region of differentially expressed genes will be scanned for 

known promoter elements, histone positions, and enriched motifs. Expression patterns that 

correlate well with promoter usage would suggest that transcriptional regulation is a likely 

mechanism of gene regulation for those transcripts. For example, if there is a group of up-

regulated transcripts that have a promoter element in common, these transcripts are likely to be 

up-regulated because of increased transcription (which may or may not be accompanied by 

increases in transcript stability). This interpretation can be tested in cultured neurons using 
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transcriptional inhibitors and pharmacologically-induced activity (e.g. TTX withdrawal or 

bicuculline treatment). 

3.4.1.2 Transcript stability 

Transcript stability is influenced by cis elements, most of which are expected in the 

untranslated regions, especially the 3’ UTR which is typically longer than the 5’ UTR (800 and 

200 nucleotides on average, respectively [246]).   

3.4.1.2.1 Motif analysis  

The 5’ and 3’ UTRs of differentially expressed transcripts will be scanned for enriched 

motifs that may influence transcript stability. Motifs that correlate well with changes in transcript 

levels would suggest that transcript stability is being regulated. For example, a motif that is 

enriched in up-regulated transcripts may be playing a role in stabilizing the transcripts. The 

degree of conservation of the motifs will also be considered. 

The polyadenylation signal usage between conditions will also be characterized.  

3.4.1.2.2 Length of the polyA tail 

The fragments that arise from reverse transcription priming in the polyA tail may provide 

information on polyA tail length (read types 2, 3, and 4 in Figure 3-14), since a longer polyA tail 

has more opportunities for primer binding. This can be tested with ligation-mediated 

polyadenylation tests. 

3.4.2 Differential expression of glia-enriched genes 

3.4.2.1 Astrocyte genes 

Several astrocyte-enriched genes were significantly up-regulated by chemLTP treatment. 

These include thrombospondin, which is important for synapse formation [247], and glypican4,  
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Figure 3-14. Types of reads from paired-end sequencing. 
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which is important for the formation of functional synapses [248]. It is tempting to speculate 

from these results that astrocytes play a role in synaptic strengthening during LTP. In order for 

this to occur, there should be a way to signal to astrocytes which synapses are active and should 

be strengthened. An alternative explanation could be that the forskolin and depolarization during 

chemLTP treatment have direct effects on astrocytes, causing them to up-regulate 

thrombospondin and glypican4 whether or not there is synaptic activity. One way to distinguish 

between these two possibilities would be induce LTP using electrical stimulation and 

determining whether these astrocyte genes are again up-regulated. This question may also be 

addressed in culture by using bicuculline to increase synaptic activity, and then measuring 

glypican4. However, because the in vivo contacts between astrocytes and neurons are not 

preserved in dissociated culture, a negative result from culture studies would not be conclusive. 

3.4.2.2 Microglia genes 

Microglia-enriched genes were also differentially expressed with chemLTP treatment, 

which was an unexpected result. A possible role for microglia during synaptic plasticity could be 

to eliminate inactive synapses [249]. Potentiation at Schaffer collateral synapses during 

chemLTP is dependent upon bursting of the CA3 cells [219]. Although many of the connections 

between CA3-CA1 neurons are intact, some will invariably be lost as axons project out of the 

slice. Synapses on neurons downstream of the lost connections will not be potentiated because of 

the lack of synaptic activity. While intact CA3-CA1 connections are strengthened, synapses from 

severed connections may be weakened and selected for elimination. Consistent with the idea of 

synapse weakening and elimination with activity is the activity-induced expression of Arc, which 

accelerates AMPAR endocytosis [250], and the short isoform of Homer1, which weakens 
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synapses [180]. To explore the role of microglia in synapse elimination, one possible experiment 

could be to treat and stain for activated glia and assess the number of synapses on adjacent 

neurons.  

3.4.3 Sequencing the translationally active population of mRNAs 

3.4.3.1 Polysome fractionation 

An mRNA transcript that is undergoing translation typically has many ribosomes bound 

to it and is called a polyribosome, or polysome. In polysomes, each ribosome may be engaged in 

translation so multiple nascent polypeptides may be synthesized simultaneously. Actively 

translating mRNAs can be separated from free mRNA by ultracentrifuging polysome lysates on 

a sucrose gradient. Light, free mRNA stays at the top of the gradient, while mRNA with heavy 

ribosomes bound will travel at a faster rate through the gradient. The sucrose gradient can then 

be fractionated with continuous UV monitoring to identify which fractions contain polysomes 

(Figure 3-15). RNA extracted from these fractions can be used for sequencing. Measuring 

transcripts in polysomes fractions is a proxy for measuring newly translated proteins. Cis 

elements in transcripts from the free and polysomal fractions will be compared to identify motifs 

that influence translation. 

In addition to sequencing the entire polysome fraction, the individual polysome peaks can 

be collected separately and used for RT-qPCR studies. This will allow us to determine how many 

polysomes are bound to an mRNA, which provides a measure of how actively it is being 

translated.  
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Figure 3-15. Example of a brain polysome profile. 

Polysome profile obtained from forebrain homogenate that was centrifuged on a 20-50 % 

sucrose gradient. This lysate for this profile was obtained from a 3 month old mouse without the 

addition of detergents in the lysis buffer. 
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3.4.3.2 Advantages and disadvantages of polysome fractionation 

Examining changes in mRNA levels alone provides an incomplete picture of gene 

expression, since mRNA levels are not well-correlated with protein levels [251]. One of the 

reasons for this discrepancy is the abundance of post-transcriptional mechanisms that regulate 

mRNA translation. Another reason for the discrepancy between mRNA and protein levels is the 

different dynamics that regulate the synthesis and degradation of these two very different 

macromolecules. Proteins and mRNAs are not easily compared as they have very different half-

lives and do not exist on the same time scale [251].  One of the advantages of polysome 

fractionation over proteomic assays (e.g. mass spectrometry) is that it allows us to compare total 

transcripts with ribosomally-loaded transcripts. By comparing two populations of mRNAs, we 

do not need to worry about preexisting proteins or rates of protein degradation confounding our 

analysis. An advantage of polysome fractionation over ribosome pull-down assays is that 

fractionation allows the separation of monosomes, which are generally considered inactive, from 

polysomes, which are more active.  Polysome fractionation is also preferred over ribosomal 

footprinting for this study, since we are interested in identifying cis regulatory elements, which 

are abundant in the untranslated regions of transcripts where ribosomes are not expected to bind. 

Another advantage of polysome fractionation is that the integrity of the polysome complexes can 

confirmed by UV monitoring the fractions. 

A disadvantage of using polysome fractions is that not all transcripts with multiple 

ribosomes are being translated. A subset of polysomes may be stalled, for example by FMRP 

[205]. Also, it is not clear how quantitative measuring mRNA levels in polysomes will be for 

assessing increases or decreases in translation. A transcript with 3 ribosomes or 12 ribosomes 
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would be counted as one, even though the latter is probably undergoing much more active 

translation than the former. 

3.4.3.3 Enriching for reads a the 3’ end 

Since spiking in dT6 hexamers did not improve coverage of 3’UTRs, we could try 

published protocols that are designed to sequence exclusively from the 3’ end of transcripts (e.g. 

3’T-Fill [252]). This would allow us to precisely identify CPA sites and what 3’UTR isoforms 

are being loaded onto ribosomes. 

3.4.3.4 microRNA-mRNA interactions 

With sequencing data from total mRNA, miRNA, and ribosomally-loaded mRNA, we can 

study the correlation between miRNA expression and transcript abundance, as well as 

translational efficiency. This would provide information on how miRNAs regulate targets during 

synaptic plasticity. 

3.5 Conclusions  

This study will generate three main datasets (total RNA, small RNA, and polysomal RNA) 

that will provide genome-wide information on how gene expression changes during LTP and 

during activation of different signaling cascades. One of the most common applications of high-

throughput sequencing is use differential expression analysis to identify genes that are up- and 

down-regulated under different conditions. In addition to determining differential expression in 

the three datasets, this study will address general mechanisms of gene regulation that are 

employed during LTP. We will have a lot of data to work with and will take a systematic 

approach to make sense of it by classifying the data (based on e.g. motifs, expression patterns, 

etc.) and trying to make connections between observations. 
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Table 1. Sequencing project details. 
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Table 2. Alignment statistics. 

Alignment statistics for the sequencing runs for all 3 sets of replicates C, control; L, chemLTP; F, 

forskolin only; A, chemLTP + APV. 
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Table 3. Differential expression between treatment conditions as determined by Cuffdiff. 

Cellular location and type of protein provided by Ingenuity Pathways Analysis software. 
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Table 4. List of genes shown in the different regions of the Venn diagram in Figure 3-13 



138 

 

 Upregulated genes in black, downregulated genes in blue.
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Table 5. Functional categories of differentially expressed genes. 

A select list of functional categories containing genes that were differentially regulated between 

LTP and control. Ingenuity Pathway Analysis was used for this anlaysis. The p‐values reported 

are a measure of likelihood that the association between a dataset of genes and a given process or 

function is due to random chance. It is calculated by considering the number of genes in the 

dataset that participate in the process and the total number of genes that are known to be 

associated with the process. The Benjamini‐Hochberg method was used to correct for multiple 

testing.
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4 Conclusions and significance 

 

4.1 Localization and miRNA-mediated regulation of GluA2 mRNA 

At the start of the miR-124/GluA2 project, GluA2 mRNA seemed like a very favorable 

candidate for local translation: GluA2 protein is present at distal compartments, its levels at the 

synapse are tightly-regulated and recent studies showed that not only was GluA2 mRNA 

dendritically localized, GluA2 protein was locally translated in a stimulus-specific manner. 

Furthermore, the GluA2 transcript was known to undergo several interesting RNA processing 

steps: alternative splicing of the flip/flop isoforms, alternative 5’ splice donors in the last coding 

exon that gave rise to different carboxy terminal tails and alternative 3’UTRs, and RNA editing. 

The 3’UTR of GluA2 is 3.8 kb long and probably rich with regulatory sequence and structure. It 

seemed plausible that GluA2 mRNA would be subject to further regulation at the post-

transcriptional level by interactions with RNA binding proteins that localize it dendritically. 

However, the results presented in Chapter 2 provide clear evidence that GluA2 mRNA is not 

dendritically localized. While an occasional GluA2 mRNA puncta is observed in distal dendrites, 

the biological significance of translation from the rare dendritic GluA2 transcript is unclear.  

The majority of GluA2 protein is probably translated in the cell body and transported out 

to synaptic sites, despite the great distances between synapses and cell bodies. In retrospect, 

there does not seem to be a significant energetic benefit to on-site versus somatic translation. In 

both cases, a macromolecule (protein or RNA) must be moved long distances. There does not 

seem to be a clear cell biological benefit to dendritic translation of GluA2 either. As a 

transmembrane receptor, GluA2 subunits are only functional when they are inserted in the 
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plasma membrane. This obviates the need for rapid translation, since a reserve pool of inactive 

GluA2 subunits can be (and is) maintained until the moment it is required. Other proteins that are 

not as easily regulated post-translationally have a greater need for rapid translation and turnover. 

In this regard, cytoplasmic proteins may be better candidates for local translation (e.g. Camk2α).  

The miR-124/GluA2 mRNA interaction was identified by computational predictions 

before the availability of experimental data (e.g. Argonaute HITS-CLIP, which identifies 

miRNA targets in the mouse brain). While the HEK293T cell assays and overexpression studies 

in neurons show that miR-124 can down-regulate GluA2 mRNA, it is unclear whether this 

interaction normally occurs in neurons and how biologically important the interaction is. To fully 

address this question, the miR-124 target site would have to be deleted from the genomic GluA2 

loci. The miR-124 target site in GluA2 was actually not identified as a hit in the Darnell lab 

Argonaute HITS-CLIP experiment [253], which suggests that the interaction is not strong 

endogenously. Hence, it is probably not worthwhile to try targeted deletion of the miR-124 site 

from genomic GluA2 loci. Genomic deletion of miRNA target sites has not been reported, to my 

knowledge, and would be an interesting experiment for the right miRNA/mRNA interaction. A 

good miRNA/mRNA candidate would probably not come from computational predictions, but 

should be identified by experimental screens. A good candidate interaction would also preferably 

involve a gene that is primarily regulated at the translational level so that post-translational 

modifications do not confound the interpretation of results. 

4.2 Genome-wide gene regulation during long-lasting plasticity 

In contrast to the miR-124/GluA2 project where the regulation of only one gene was 

studied, the chemLTP sequencing project studies the regulation of the entire transcriptome. Once 
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sample collection and sequencing of total, small, and polysomal RNA is complete, we will have 

a lot of data and our next challenge would be to glean useful information from it. A useful 

approach to analyzing the data would be to categorize it (e.g. by sequence, function, cell type, 

fold change, etc.) and make connections between groups. It will be important that we use 

appropriate analyses, although RNAseq is still a relatively young technique and the tools 

available for data analysis are a work in progress. It will also be important to validate our 

findings from bioinformatics with wet experiments. Hopefully, this project will enhance our 

understanding of how gene expression is regulated during synaptic plasticity. 
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APPENDIX 

 

Protocol 1: Immunocytochemistry for surface receptors with cultured neurons 

Perform all steps at room temperature unless otherwise noted. 

1. Prepare fresh artificial cerebral spinal fluid (ACSF). 

a. Dissolve all chemicals except CaCl2. 

b. Bubble ACSF with carboxygen until the pH is ~7.35. 

c. Add CaCl2. 

d. Adjust osmolarity to ~293 mOsm with glucose or water. 

e. Filter with a 0.22 µm filter. Warm to 37 
o
C before use. 

 Stock (M) Final (mM) Volume 

NaCl 5 119 1.19 mL 

NaHCO3 0.5 26.2 2.62 mL 

KCl 1 2.5 125 µL 

NaH2PO4 0.5 1 100 µL 

MgCl2 1 1.3 65 µL 

Glucose 1 10 500 µL 

CaCl2 1 2.5 125 µL 

Milli-Q water - - To 50 mL 

2. Incubate in surface primary antibody. 
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Antibody should recognize an external epitope. Spin down antibody (13,000 rpm; 5 

minutes; 4 
o
C) before taking an aliquot. Dilute antibody in pre-warmed ACSF. Replace 

media with antibody dilution. Incubate at 37
o
C for 30 min. 

3. Fix cells with freshly diluted 4% PFA, 10 min.  

4. Wash cells 3 times with PBS. 

5. Permeabilize with 0.1% Triton-X100, 5 min. 

6. Wash cells 3 times with PBS. 

7. Block in 10% goat serum, 30 min. 

8. Incubate in cytoplasmic primary antibody. 

Spin down antibody before taking an aliquot. Dilute in 10% goat serum. Incubate 

overnight at 4
o
C in humid chamber. Use 30 µL for each coverslip.  

9. Wash 3 times with PBS, 10 min per wash. 

10. Incubate in secondary antibody. 

Dilute antibody in 10% goat serum. Hoechst may be included at this step. Incubate 1 hour 

in humid chamber.  

11. Wash 3 times with PBS, 10 min per wash. 

12. Mount with Aqua Poly/Mount (Polysciences #18606). Let coverslips dry overnight 

before imaging. Let coverslips dry a couple days before storing them on their sides. 
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Protocol 2: Chemical treatment of acute slices to induce long-term potentiation [219,254] 

 

Solution Composition Recipe 

A 0.2% DMSO 25 mL ACSF + 50 µL DMSO 

B 50 µM FSK 45 mL ACSF + 90 µL FSK 

C 30 mM KCl, 10 mM CaCl2, 0 mM 

MgSO4, 50 µM forskolin 

24.5 mL modACSF + 375 µL 2 M 

KCl + 125 µL 2 M Ca + 50 µL FSK 

D 100 µM D-APV 15 mL ACSF + 30 µL APV 

E 100 µM D-APV, solution B 15 uL solution B + 30 µL APV 

F 100 µM D-APV, solution C 15 mL solution C + 30 µL APV 

 

DMSO: dimethyl sulfoxide; ACSF: artificial cerebral spinal fluid; FSK: forskolin (25 mM stock 

in DMSO; LC Laboratories F-9929); modACSF: modified ACSF without potassium, calcium, 

phosphates, or magnesium; APV: 2-amino-5-phosphonopentanoic acid (50 mM stock in water) 

Vehicle control 

2 x 5 min DMSO (Solution A) 

ChemLTP 

5 min FSK (Solution B) 

5 min high K/Ca + FSK (Solution C) 

Forskolin only 

2 x 5 min FSK (Solution B) 

ChemLTP + APV 



152 

 

5 min APV (Solution D) 

5 min FSK + APV (Solution E) 

5 min high K/Ca + /FSK + APV (Solution F) 

Procedure: 

1. Acute slices of 500 µm are prepared and allowed to recover for 2 hours. Each mouse 

hippocampus yields 5 to 6 slices, which are distributed between different treatment 

chambers. Each treatment uses 5 to 6 slices. 

2. Prepare all solutions. Warm up to 30 
o
C and bubble with carboxygen.  

a. Modified ACSF should be warmed and bubbled before the addition of KCl and 

CaCl2. Presence of phosphates will cause the high concentration of calcium added 

later to precipitate. 

b. Prepare 10 mL of solution per treatment. 

3. Stop ACSF perfusion for chamber undergoing treatment. 

4. Apply treatment solution with a syringe and remove of the solution already present at the 

same time. During this step, the chamber is essentially rinsed with ~10 mL of the 

treatment solution. Once all the treatment solution has been added, stop aspiration and 

allow slices to incubate submerged. 

5. After treatment, resume ACSF perfusion of the chambers. 

6. Let slices sit for 3 hours before snap freezing in tubes pre-chilled in dry ice.  
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Protocol 3: Polysome fractionation and RNA extraction [205] 

 

Prepare stock solutions in diethylpyrocarbonate (DEPC)-treated water and filter sterilize. 

 Stock 

Final 

concentration 

Lysis buffer 

(2 mL) 

20% sucrose 

(15 mL)  

50% sucrose 

(15 mL) 

Tris pH 7.5  1 M 20 mM 40 µL 0.3 mL 0.3 mL 

NaCl  5 M 100 mM 40 µL 0.3 mL 0.3 mL 

MgCl2 1 M 12 mM 24 µL 0.18 mL 0.18 mL 

NP-40 10% 1 % (200 µL) - - 

RNasin 40 U/µL 30 U/mL 1.5 µL - - 

Protease inhibitor 7 x 1 x 286 µL - - 

DTT 2 M 1 mM 1 µL - - 

Cycloheximide 10 mg/mL 0.1 mg/mL 20 µL 150 µL 150 µL 

Sucrose  - 15 or 50% - 3 g 7.5 g 

DEPC-treated 

water 

- - 1387.5 µL To 15 mL To 15 mL 

1. Homogenize tissue in lysis buffer without NP-40 added yet.  

Use about 1 mL of lysis buffer for ~ 300 mg of brain tissue. If using adult forebrain, 

remove the white matter tracks to avoid a myelin peak among the polysomes (Figure 

A-1). 

2. Add NP-40 to 1 % and incubate on ice for 10-20 minutes. 

3. Clear the lysate. Spin at 4 
o
C for 10 min at 20,000 g.  



154 

 

4. Layer supernatant onto pre-chilled gradient. 

5. Spin at 4 
o
C for 2 h at 39,000 rpm in a SW41 rotor (235,000 g). Set break and 

acceleration to 7 (slow). 

6. Run gradient with continuous UV monitoring at 254 nm and collect fractions.  

If the gradients are cold, there is a risk of condensation forming on the UV monitor and 

causing any ribosome peaks to be occluded (Figure A-1). To avoid this, dry the UV 

gun in a drying incubator for a few hours before using. Or, warm the tubes before 

running. 

7. Spike synthetic control RNA in each fraction (e.g. Invitrogen ERCC ExFold for 

sequencing or Thermo Solaris for RT-qPCR).  

8. Proteinase K-treat fractions and phenol-chloroform extract RNA. Precipitate with 

glycogen carrier (e.g. Thermo #R0561).  
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Figure A-16. Troubleshooting polysome profiles. 

(A) Example of a profile obtained while there was condensation inside the UV monitoring unit. 

Absorbance measured with a sensitivity setting of 0.5 absorbance units full scale (AUFS), shown 

on the y-axis in arbitrary units (a.u.). (B) Example of a profile from forebrain lysate with 

material from white matter tracts. This lysate was prepared without detergent and spun for 90 

minutes at 39 krpm on a 5-50% gradient. Absorbance measured at 0.2 AUFS. 
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