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The fast progress in renewable energy sources, emerging electronics, and electrical 

automobiles stimulate the development of next-generation energy storage devices. Among 

them, supercapacitors, possessing high power and high energy density, caught rabid 

attention worldwide. Theoretical studies on the electrode compositions, geometries, and 

interfaces delivered useful information on various material properties, which was essential 

for approaching high-performance supercapacitors. Recent computational screening 

techniques suggest potential electrode materials for future experimental designs and device 

fabrications. So far, transition metal oxides (TMO), carbon-based materials, and the newly 

discovered 2D MXenes, etc. were regarded as the promising supercapacitor electrodes due 



 x 

to their high theoretical capacitance, larger surface areas, and multiple constituents. In the 

first part of this dissertation, density functional theory (DFT) was employed to analyze the 

structure, energetics, and transport of hydrogen in 3d/4d transition metal perovskites 

(ABO3). The B-O bonding contributions before and after H absorption were unveiled. 

While simple chemical descriptors, allowing comprehensive searches for candidate proton-

conductor perovskites with little computational cost, were provided. Likewise, the 

interfacial properties for the heterostructures MXene (Ti3C2Tx and Ti2CTx with T=-O, -

OH, a mixture of -F and -O)/(pure or N-doped) anatase-TiO2 (101) were evaluated via 

DFT. We found that surface functional groups of MXene dramatically impacted the 

interfacial electronic charge transfers and interfacial configurations. In addition, the N-

doped surface-O of TiO2 changed the electronic and geometric properties of these hybrid 

composites. Besides basic understandings of various material properties, perceiving energy 

storage mechanisms behind different types of supercapacitors is also a welcoming topic. 

In the second part of this dissertation, ab-initio molecular dynamics (AIMD) were utilized 

to study the proton transport performances at the mono water layer confined by Graphene-

Ti3C2O2 (dissimilar interface) and Ti3C2O2-Ti3C2O2 (similar interface) with different 

intercalated-proton concentrations. The results showed that interfacial properties, as well 

as proton diffusion behavior, played a significant role in the faster proton surface-redox 

and transport process. Ultimately, this dissertation explores the fundamental knowledge of 

the recent sprout popular metal-oxides (perovskites), MXene-based composite electrode 

materials for supercapacitor applications. Meanwhile, we offered a theoretical 
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interpretation of energy storage mechanisms for proton intercalated MXene-based layered 

interfaces. 
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Chapter 1 
 

 

 

 

Introduction 
 

 

 

 

 

1.1 Motivations 

 Nowadays, theoretical computational studies have been extensively applied in 

tremendous researches. Theoretical simulations not only can provide deep understandings 

or explanations to material properties at the micro-, nano-, or atom-sized level, but also can 

make predictions of physical (or chemical) properties as well as active processes on various 

materials and mechanisms. Thereby, computational work, to some extent, can help guide 

future experimental researches. In this way, a significant amount of time, energetics, and 

costs can be saved during experimental investigations and designs. Owning to the fast 

development of computer hardware and advanced numerical algorithms, continuous and 

enormous efforts have been dedicated to boosting and promoting the development of 
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computational tools. Particularly, over the past century, a noticeable amount of progress 

has been made to quantum chemical tools in providing theoretical supports in almost all 

scientific areas (chemistry, physics, biology,1–3 etc.). 

 There was a long developing history for quantum simulation techniques. From the 

perspective of methodologies, we have wave-function based and electron-density based 

methods. Currently, semi-empirical and ab-initio quantum simulation approaches play 

critical roles in modern computational chemistry. To improve the accuracy in describing 

electron/molecular interactions, etc., many energy corrections, parameters, and additional 

functional terms were involved in quantum theories. Based on this, various codes were 

produced to make quantum simulation packages address more specific chemical/physical 

systems. Thus, a wide range of matter from electron to atom, from molecules to crystals, 

from the surface (interface) to bulk, from liquid to solid-state, etc., can be examined. 

Besides, through mimicking experimental ambiance, the dynamic motion, or the chemical 

reactions of molecules/atoms can also be modeled via computational simulations. 

 So far, among all the quantum chemical techniques used, density functional theory 

(DFT) has been argued as one of the most accurate and efficient approaches for predicting 

electronic properties. Thousands of publications can be found online regarding the use of 

DFT to investigate the electronic and thermodynamic properties of different crystal 

compositions,4,5 the conformation-screening of certain nano-materials6–8 and biomaterials 

(e.g. peptides9), the transition-state or transition-pathway search of surface catalyst 

reactions,10,11 etc. However, there are still some concrete shortcomings of DFT methods — 

the most-mentioned one is the extremely high computational cost for large-scale systems 
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(LSS), especially, the biosystem or polymers containing long molecular chains with 

hundreds or thousands of atoms. 

 The industrial revolution shapes the modern world. The intensive use of fossil fuels 

as the primary energy source has caused many issues, such as environmental pollutions, 

and the global greenhouse effect, etc. Moreover, they are not sustainable, which leads to 

today’s energy crises. To replace those traditional energy sources, environmental-friendly 

renewable energy technologies from hydropower, tidal, wind power, solar energy, and 

geothermal were developed. To store these energies, it is essential to create energy storage 

materials and devices with long-lifetime, high-energy and high-power densities. 

Meanwhile, the enormous potential market for technology including electric vehicles, 

portable and wearable electronic devices, and smart grids. also simulates the demands for 

more advanced power storage devices. For further promoting performances of present 

energy storage systems, creating the next generation energy storage materials has become 

an exceedingly popular topic in recent decades. However, basic understandings of the 

mechanisms and properties for these energy storage systems is still elusive (details will be 

pointed out in the subsequent section 1.2). In addition to tremendous efforts from 

experimental trials, computational methods have been applied to understand the rationales 

behind phenomena such as charge transfer behavior and particle transfer phenomenon. In 

return, they also provide insights to achieve effective experimental layouts. 

 In this dissertation, I used DFT methods to explore a series of properties of two 

potential capacitor materials — perovskites and MXene-based composites. The proton 
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transport mechanisms in the single water layer confined by MXene-based layered 

interfaces were also investigated. 

 

1.2 Background Introduction 

1.2.1 Energy storage systems 

 To effectively store renewable energy, vast attention has been focused on the new-

generation high-performance electrochemical energy storage (EES) devices. There are two 

primary EES: one is the battery, and the other is the electrochemical capacitor (EC). The 

major differences between them are the charging processes and device structure designs. 

For batteries, the charging behavior is mainly by bulk intercalations or redox reactions. 

They usually have very high-energy-density. ECs, on the other hand, store energy primarily 

by electrode surface ion-adsorption or redox/intercalation reactions, and usually, they have 

a good power density.12 Thanks to the hybridization approach13 and extensive usage of 

nano-level design strategies, the demarcation between batteries and ECs become more and 

more ambiguous. Scientists are devoted to obtaining devices, like capacitors, with a 

combination of both high-energy density and high-power delivery. The terminology used 

to describe these devices is “supercapacitors” (SCs).  

 Supercapacitors store energy either by the formation of electrical double layer at 

the electrodes (or electrolyte interface), typically known as the electric double-layer 

capacitor (EDLC) or by the pseudo-capacitance mechanism.14 In the next section, we will 

describe these two types of charge storage concepts. Here, it is worth mentioning that 

pseudo-capacitors outperform EDLCs in energy density, particularly about tens of times 
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greater in electronic charging storage. Furthermore, pseudo-capacitors display superior 

properties of high-specific conductivity, cyclic stability, faster charge-discharge responses, 

etc. As forecasted by numerous market and economic investigations, the global 

supercapacitors market is expected to witness significant growth over the following 

decades. In 2019, the market price was about $834 million, and it is expected to reach 

~$2664 million by 2025 with a CAGR (compound annual growth rate) of more than 20% 

during 2020-2025.15 

 To further improve the efficiency and performance of supercapacitors, the 

understandings of material properties, as well as the underlying energy storage mechanisms, 

would be the central tasks at this moment. Fortunately, various experimental and 

theoretical scientists have already been in these fields.  
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1.2.2 Structure of the typical supercapacitors 

 
Figure 1.1 Configuration diagram illustration of a typical supercapacitor. 

 

Figure 1.1 is the configuration illustration of a typical supercapacitor. A pair of 

parallel-plate working electrodes are comprised of active materials deposited on current 

collectors. These two electrodes are isolated by an electrolyte (cations and ions) solution 

and an ion-permeable membrane separator.  

 For EDLCs, the charge storage mechanism is relying on the physical 

adsorption/desorption processes of the electrolyte ions at the electrode interface.16 The 

resultant capacitor performance is highly dependent on accessible surface regions of the 

electrodes.14 Hundreds of multi-dimensional materials were under explorations to increase 

the specific surface areas (SSA). Though some of these materials (mainly the carbon-based 
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electrode materials like the carbon nanotubes, active carbon, graphene, carbon composites, 

etc.) have been commercialized, the adsorption/desorption physical processes are 

prolonged in terms of ion partitioning and device packing.17 On the contrary to EDLCs, 

chemical processes dominate the energy storage mechanisms of pseudo-capacitors. More 

specifically, the chemical processes involve reversible redox reactions on interfaces or 

reversible ion (protons, metal/molecular ions, etc.) intercalation/de-intercalation in 

electrodes (e.g. bulk crystal, layered structures).  

 Among all materials utilized for supercapacitors applications, carbon-based 

materials, transition metal oxide (TMO), hydroxide, and conductive polymers, etc. are the 

most extensively studied categories until now. Also, creating and searching for more 

appropriate electrode materials is a core mission toward our final goal. 

 

1.2.3 Transition metal oxide (TMO) based materials 

 Transition metal oxides18,19 (TMO) are broadly studied in many fields since their 

abundant reserves and easy approachability. TMOs (e.g. RuO2, MnO2, Co3O4) are deemed 

as promising supercapacitor materials due to the intriguing characteristics, such as 

excellent energy output, high theoretical specific capacitance, larger surface area, and 

multiple constituents. Despite this, they also have their restrictions (e.g. MnO2: poor ionic 

and electrical conductivities;20 RuO2: agglomeration of particles21) that hamper their 

performance in supercapacitors. To overcome these limitations, various metal-oxide based 

composites have been produced. It is noteworthy that different preparation methods may 

also lead to vastly deviated capacitor performance.17 
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 Charitra et al. employed a hydrothermal method to prepare hydrous RuO2 with 

multi-walled carbon nanotubes and reported a high specific capacitance of up to 1585 F/g.22 

Jhao et al. found that co-axial RuOx/graphene nanofibers (GNF) allowed more electrolyte 

ions to diffuse into the inner active sites while maintaining a high areal capacitance 53.76 

mF/cm2 and good cycling stability 83% after 5000 cycles.23 Via electrodeposition 

preparation of Co3O4-MnO2-NiO ternary hybrid nanotubes, Singh et al. reported an 

excellent capacitor performance 2525 F/g because of the fast ion penetration through well-

aligned tubes.24 Guo et al. fabricated electrodes based on porous gully-network Co3O4 

nanowires (NW) directly grown on Ni foams.25 With the advantages of large surface area, 

open channels for ion transport, volume-change adaptability during electrochemical 

reactions, the capacity performance improved greatly as the specific capacity goes to 582.8 

C/g at 1 A/g and 93.1% capacity retained over 25000 cycles. Many recent reviews have 

given comprehensive summaries on metal-oxide based materials,16,17,19,26 and numerous 

researches are still ongoing. Moreover, by different chemical manipulations: i) element 

doping;27–29 ii) oxygen deficiency,30–32 the enhancement of capacitor performance can also 

be achieved.  

 Perovskite oxides (ABO3) containing 3d or 4d transition metals are also potential 

electrode materials. They have many unique properties, such as electrochemical and 

thermal stability, high conductivity, ferromagnetism phenomenon, and pyroelectric effect. 

Studies on using perovskite oxides as the anode for supercapacitors sprout up after the year 

2014 when Mefford et al. unveiled the charge storage process via oxygen-anion-

intercalation in LaMnO3.
33  
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 Besides these TMO related materials, new 2D transition metal carbides, nominally 

MXene, have come into sight over the last couple of years.  

 

1.2.4 2D transition metal carbides/nitrides (MXene) 

 The frequently mentioned two-dimensional (2D) materials — graphene, is known 

to possess outstanding properties and has been applied in various research areas.34 Over 

the years, many new 2D materials have been developed. MXenes, discovered in 2011,35 

has emerged as a fantastic 2D layered materials and captured considerable attention in 

diverse scientific aspects.36 MXenes are mainly composed of transition metal carbides, 

nitrides or carbonitrides with a general formula Mn+1XnTx (M = d-block transition metal, 

e.g., Ti, Mo, Nb; n = 1,2, or 3; X = N and/or C; T = surface functional groups, e.g., -O, -

OH, -F, -Cl). They are synthesized via selective chemical etching the “A”-group element 

from the MAX (the parent ternary carbide or nitride with “A” being the element in group 

IIIA or IVA) phases, e.g., Ti3AlC2 → Ti3C2Tx (layered MAX →2D MXene).35,37–39  

 Owning to the attractive feature-combination of high metallic conductivity, high 

ion transport, low diffusion barrier, larger surface area, and ease of functionalization, 

MXene-based materials have been exploited as the electrode materials for different energy 

storage systems. Among all the current available 30+ highly conductive MXene 

materials,40,41 Tin+1Cn-based MXene has been argued to have exceptional values of 

capacitance in aqueous electrolytes and excellent performance at an ultrahigh rate up to 

1000 V/s.  
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 MXene-based electrodes for supercapacitor applications were firstly explored by 

Gogotsi’s group in 2013.42 The spontaneous electrochemical intercalation of cations (e.g. 

Na+, K+, Mg2+, NH4
+, and Al3+) from aqueous salt solution into 2D MXene layered 

structures, offering devices with higher capacitance. When applying the H2SO4 acidic 

environment, Lukatskaya et al. reported great enhancement of the capacity and found that 

reversible redox reactions at or near the surface of MXene (Ti3C2) play a dominant role43 

(more like a pseudo-capacitor) in charging/discharging. Meanwhile, through tuning 

MXene surface functional groups, the behavior of supercapacitors will differ.6,44 Hence, 

the ion intercalation/transport and the reversible redox reactions both contribute to the 

electrochemical performance in MXene-based electrode supercapacitors.  

 Since the self-restacking issue of pure MXene nanosheets45 hampered its practical 

applications, by hybridizing with other materials, the MXene-based composites have 

become the alternatives. The incorporating materials range from carbon-based materials, 

metal oxides, to polymers, etc. Yan et al. prepared MXene/reduced graphene oxide 

(rGO)46,47 electrodes that can generate more electrochemical active sites and deliver a high 

volumetric capacitance of 1040 F/cm3 at 2mV/s. Through the introduction of 

MXene/carbon-nanotubes (CNT) paper electrodes,45 Zhao et al. gained good volumetric 

capacitance 345 F/cm3 at 5mV/s and long-cycle lives (almost no degradation within 10000 

cycles). Moreover, Rakhi et al. reported that nanocrystalline ε-MnO2 whiskers coated on 

MXene nanosheet48 displayed superior specific capacitance with ~88% retention after 

10000 cycles in comparison with the pure MXene-based symmetric supercapacitor. 
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1.2.5 Electrolyte ions 

 Besides studying the electrode materials, the electrolytes (the ions) are also the 

main factors sensitively influencing the performance of energy storage devices.16 It has 

also been found that the charge storage ways differed depending on the electrolytes. 

Wang’s groups studied the electrochemical processes of Ti3C2Tx electrodes in sulfate ion-

containing aqueous electrolytes with three different cations (H+, Mg+, NH4+) using in-situ 

Raman spectroscopy.49 They found that only the hydronium in H2SO4 electrolyte will bond 

with or dissociate from the -O terminations on Ti3C2Tx electrodes during 

discharging/charging processes, leading to the valence state variations of the Ti (redox 

reaction) and resulting in superior performance.  

 More specifically, changing the ion-size and concentration of electrolytes may also 

modify the supercapacitor behavior. Furthermore, the electrical window of the solvent is 

another important factor impacting the energy density of the supercapacitors. A problem 

that arises here is how to obtain faster ion transport in response to the electrode charge and 

simultaneously achieve high energy density. However, we still lack fundamental 

understandings of the transport behavior and material properties in supercapacitors. There 

are several publications showing fast proton transfer through the Grotthuss mechanism, 

frequent surface redox reactions within the MXene-confined interfaces,50,51 or dynamic 

water behavior within 1D CNT,52,53 but that is not enough. Many studies are still surther 

exploring the essence of the energy storage mechanisms to better serve the next-generation 

energy storage systems.  

 

https://www.sciencedirect.com/topics/earth-and-planetary-sciences/sulphate
https://www.sciencedirect.com/topics/physics-and-astronomy/raman-spectroscopy
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1.2.6 Computational works 

 Many significant problems are needed to be answered in the supercapacitor field 

including: i) What are the best system and material to use for ion (or proton) transport? ii) 

How will different systems affect transport mechanisms? iii) How can redox reactions in 

certain capacitor systems be enhanced?  

 To provide additional insights into these problems, many simulation works have 

been carried out. Zhan et al. conducted a computational screening of the pseudocapacitive 

Mn+1XnTx (MXene) electrodes in H2SO4 electrolyte by considering the electronic structure, 

magnetism, and hydrogen adsorption energy, which indicated that nitrides tend to have 

better capacitive performance than carbides.8 Li et al. explored various interfacial 

properties of different stacking of MXene/graphene heterostructures, providing 

comprehensive structure and property information for potential MXene-based composite 

electrodes.4 Moreover, Sun et al. used the ab-initio Molecular dynamics (AIMD) methods 

to probe proton surface-redox and transfer within MXene-confined thin water layers. They 

concluded that the proton-intercalation processes (e.g. proton migration from the bulk 

electrolyte into MXene galleries) would be one of the bottlenecks for ionic-transport and 

charging procedures.50  

 In this dissertation, we will use first-principle methods to explore not only the 

geometric, energetic, electronic, and interfacial properties for various potential energy 

storage materials but also the mechanisms of hydrogen/proton transport inside bulk 

systems or within confined-interfaces.  
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1.3 Outline 

 Chapter 2 begins with an introduction of the theories for the computational 

methods, density-functional theory (DFT), and ab-initio Molecular dynamics (AIMD). 

Detailed mathematical formulas, as well as the parameters and corrections, will also be 

described. Afterwards, several main data analyzing tools that we applied during our studies 

will be discussed thoroughly. Finally, the software and coding packages used will be 

presented.  

 In chapter 3, we apply the DFT approach to study the structure, energetic, electronic, 

and kinetic properties of the hydrogen inside various cube-based-perovskites ABO3. 

Meanwhile, we unravel the natural chemical bonding information for the B-O bonds 

influenced by the hydrogen atom using the crystal orbital Hamiltonian population (COHP). 

In addition, useful descriptors between the energetic properties, the integral COHP, and the 

specific material parameter (the electro-negativity difference ∆𝑋𝐵−𝐴) will be elaborated. 

This work provides fundamental insights into the hydrogen intercalation and transport 

through perovskites.  

 Chapter 4 explains the detailed study of interfacial properties of MXene 

(Ti2CX2/Ti3C2X2)/anatase TiO2 (101) (a-TiO2) heterostructures with different surface 

termination groups of MXene (X= 100% -O, 100% -OH, a mixture of 90% -O and 10% -

F). We also include the structures of the N-doped surface-O of TiO2 during examinations. 

In this study, we analyzed the interlayer distances, the charge transfer behavior for 

providing basic understandings for these potential supercapacitor materials. 
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 Chapter 5 contains a comprehensive mechanism analysis for proton transfer and 

surface-redox within mono water layer interfaces confined by Graphene-MXene and 

MXene-MXene. In this study, we focused on the -O terminated MXene since it will change 

to the hydroxyl group (-OH) upon surface redox processes. We demonstrated that the 

intercalated-proton concentration, the interface configurations, and the interfacial 

properties are all the factors affecting the proton transport in confined systems. This work 

provides more insights into proton involved energy storage mechanisms within MXene-

based 2D interfaces.  

 Chapter 6 concludes this dissertation by summarizing all the findings. The appendix 

at the end consists of home-made computer codes used for computing and analyzing 

various properties. 

Besides the supplemental information for each work, important abbreviations and 

a list of formulas will also be included in the supporting information attached to that chapter. 

 

Supporting Information 

1.S1 Abbreviations 

DFT Density functional theory 

LSS Large-scale systems 

EES Electrochemical energy storage 

EC Electrochemical capacitors 

EDLC Electric Double Layer Capacitor 
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SC Supercapacitor 

CAGR Compound annual growth rate 

SSA Specific surface areas 

TMO Transition metal oxide 

GNF Graphene nanofibers 

NW Nanowires 

2D Two-dimensional 

1D One-dimensional 

CNT Carbon-nanotubes 

rGO Reduced-graphene oxide 

AIMD ab-initio Molecular dynamics 

COHP Crystal orbital Hamiltonian population 
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Chapter 2 
 

 

 

 

 

Computational Methods and Theories 
 

 

 

 

 

2.1 Born-Oppenheimer (BO) approximation 

 The key problem that quantum methods aim to address is to compute the properties 

of materials from first principles. This amounts to solving static (time-independent) many-

body Schrӧdinger equation: 

�̂�𝑡𝑜𝑡𝑎𝑙Ψ𝑡𝑜𝑡𝑎𝑙(𝑟, �⃗⃗�) = 𝐸Ψ𝑡𝑜𝑡𝑎𝑙(𝑟, �⃗⃗�) (2.1) 

�̂�𝑡𝑜𝑡𝑎𝑙 = �̂�𝑒𝑙𝑒 + �̂�𝑁𝑢𝑐 + �̂�𝑒𝑙𝑒−𝑒𝑙𝑒 + �̂�𝑁𝑢𝑐−𝑒𝑙𝑒 + �̂�𝑁𝑢𝑐−𝑁𝑢𝑐 (2.2) 

where the Hamiltonian (�̂�) is the sum of the kinetic and potential energy operators for 

electrons and nuclei, 𝑟, and �⃗⃗� denote the electronic and nuclear coordinates, respectively. 
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However, solving the Schrӧdinger equation both analytically and numerically is always 

extremely difficult and often impractical. Various theories have been established to 

approximate the solution. Among all, the most commonly used approximation is Born-

Oppenheimer (BO) approximation1: The nucleus in a molecule are stationary with respect 

to electrons, which is not only because they are heavier than electrons but also the electrons 

can respond “instantaneously” to the changes of nucleus position. This assumption allows 

one to decouple the electronic motion from the nuclear motion: 

Ψ𝑡𝑜𝑡𝑎𝑙(𝑟, �⃗⃗�) = Ψ𝑒𝑙𝑒(𝑟, �⃗⃗�)Ψ𝑁𝑢𝑐(�⃗⃗�) (2.3) 

Hence, we can separate the electronic and nuclear coordinates. Then, the energy of a 

molecule can be estimated by solving the electronic Schrӧdinger equation: 

�̂�𝑒𝑙𝑒Ψ𝑒𝑙𝑒(𝑟, �⃗⃗�) = 𝐸𝑒𝑙𝑒Ψ𝑒𝑙𝑒(𝑟, �⃗⃗�) (2.4) 

�̂�𝑒𝑙𝑒 = �̂�𝑒𝑙𝑒 + �̂�𝑒𝑙𝑒−𝑒𝑙𝑒 + �̂�𝑒𝑥𝑡 (2.5) 

where Ψ𝑒𝑙𝑒(𝑟, �⃗⃗�) is the electronic wavefunctions, and �̂�𝑒𝑙𝑒 is the electronic Hamiltonian, 

the �̂�𝑒𝑙𝑒 , �̂�𝑒𝑙𝑒−𝑒𝑙𝑒  and �̂�𝑒𝑥𝑡  (including the �̂�𝑁𝑢𝑐−𝑁𝑢𝑐  and �̂�𝑁𝑢𝑐−𝑒𝑙𝑒  terms) are the kinetic, 

electron-electron, and potential energy operators, respectively. 

 As it is beyond our current or foreseeable tools to solve the Schrӧdinger equation 

of complex systems with more than a few electrons exactly, many methods have been 

developed to achieve accurate estimates with a reasonable computational cost. Usually, 

higher accuracy means an increase in computational cost. Generally, there are two broad 

classes2 of methods to solve the time-independent Schrӧdinger equation: 

A) The wavefunction-based approaches:3 

a) Variational principle: Hartree-Fock (HF), Configuration interaction (CI), etc. 
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b) Perturbational theory: Møller-Plesset, etc. 

B) Density-based approaches: Density Functional Theory (DFT), etc. 

 Both classes used the strategy of simplifying the original complicated many-body 

problems towards substituting with many single-particle equations. Since this thesis mainly 

focuses on DFT, detailed theories will be discussed in the subsequent sections after the 

following short summary of the wavefunction-based approaches.  

 Among many wavefunction-based approaches, the most famous one is the Hartree-

Fock (HF) methodology, in which the electronic wavefunction of the system is 

approximated by a single slater determinant of a set of orthonormal single-particle orbitals. 

Based on the mean-field approximation, HF treats each electron separately and takes the 

effect of all other electrons into consideration. As a matter of fact, the electron-motions are 

correlated and instantly avoid each other, indicating that electrons are further apart from 

each other than what the HF describes. Thus, in the HF equation, the explicit description 

of the electron-electron interactions is missing. To make up for this drawback, many 

upgraded methods (so-called post-HF methods) such as the configuration interaction (CI), 

the Møller-Plesset perturbational theory, or the gold-standard coupled-cluster (CC) method 

were founded.  

 In contrast to the wavefunction-based approach, the wavefunction is not explicitly 

written in the electron density-based approaches. In addition, the most significant 

difference between the two means settled on the side of accounting the electron-

correlations. In section 2.2, I will concentrate on the most potent and popular electron 

density-based methods to date — Density Functional Theory (DFT). 
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2.2 Density Functional Theory (DFT) 

 Presently, Density Functional Theory (DFT) is the most promising and successful 

approach to compute the structure and electronic properties in a variety of materials. The 

applications for DFT range from atoms, molecules to solid- and liquid- systems. 

Additionally, DFT can predict a significant number of material properties, such as chemical 

molecular structures, vibrational/thermodynamic phenomenon, atomization/ionization 

energies, electronic/magnetic properties, optical spectra, and reaction paths.4,5 Overall, 

DFT has been increasingly implemented as an exploratory technique for materials 

discovery and computational experiments in the fields of condensed matter physics, 

quantum chemistry, materials engineering, or even more distant fields: biology, and 

mineralogy, etc. 

 

2.2.1 Basic theories 

 The concept of density functional can be traced back to the 1920s of the studies 

done by Thomas6 (1926) and Fermi7 (1928), who came with the idea of expressing the 

system energy as a function of the total electron density. There are two main advantages 

for DFT compared with Hartree-Fock (HF) methods:8 1) The computation of exchange-

correlation (XC) functional significantly lowers the computational cost (from 3N spatial 

coordinates of N strongly interacting electrons for the many-body formalism Schrӧdinger 

equation to a simpler mathematically equivalent 3-dimensional theory of non-interacting 

electrons) and improves the accuracy; 2) The automatic inclusion of the electron 
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correlation. The goal of DFT is to design functionals connecting the electron density 𝜌(𝑟) 

with energy.  

𝜌(𝑟) = 𝑁 ∫ ⋯ ∫|Ψ𝑒𝑙𝑒(𝑟, 𝑟1, 𝑟2, ⋯ , 𝑟𝑁)|2 𝑑𝑟𝑑𝑟1 ⋯ 𝑑𝑟𝑁 
(2.6) 

where N is the total number of electrons. The stage for the DFT referred here was set by 

two theorems published by Hohenberg and Kohn in 1964:9 

Theorem 1 The ground-state properties of a many-electron system depend only on the 

electron density 

𝐸0 = 𝐸[𝜌0(𝑟)] (2.7) 

Theorem 2 The true ground state density minimizes the total energy (i.e. the variational 

principle) 

𝐸[𝜌𝑡(𝑟)] ≥ 𝐸[𝜌0(𝑟)] (2.8) 

where 𝜌𝑡(𝑟) is the trial electronic density, 𝐸[𝜌0(𝑟)] is the true ground-state energy, and 

𝜌0(𝑟)  is the ground state density. After further approximating the electrons as non-

interacting, the electronic wavefunction can be constructed as a Slater determinant10 from 

a set of single-electron orbitals. Hence, the Schrӧdinger equation can be written as: 

(−
ℏ2

2𝑚
∇2 + 𝑣𝑒𝑓𝑓(𝑟)) Φ𝑖(𝑟) = 𝜖𝑖Φ𝑖(𝑟) 

(2.9) 

𝑣𝑒𝑓𝑓(𝑟) = 𝑣𝑒𝑥𝑡(𝑟) + ∫
𝜌0(𝑟′)

|𝑟 − 𝑟′|
𝑑𝑟′ +

𝛿𝐸𝑋𝐶[𝜌0(𝑟)]

𝛿𝜌0(𝑟)
 

(2.10) 

where 𝑣𝑒𝑓𝑓(𝑟)  is the effective or Kohn-Sham potential,11,12 𝑣𝑒𝑥𝑡(𝑟)  is the external 

potential, acting on the electron-nuclei interaction and emerging as a functional of the 

electron density. The middle term in Eq. (2.10) is the inter-electronic repulsion. The sum 
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of two terms (−
ℏ2

2𝑚
∇2 + ∫

𝜌0(𝑟′)

|𝑟−𝑟′|
𝑑𝑟′) in the Hamiltonian can be viewed as the density 

functional for the kinetic and Coulombic interactions. The last term in Eq. (2.10) is the 

exchange-correlation potential, which hides all difficulties from many-body effects. From 

the computational point of view, the electron density 𝜌(𝑟) of the system is computed from 

the single-electron orbitals Φ𝑖 as following: 

𝜌0(𝑟) = ∑ Φ𝑖
∗(𝑟)Φ𝑖(𝑟)

𝑁

𝑖

 

(2.11) 

 From the Kohn-Sham approach,12 the total energy can be decomposed into the 

kinetic energy (𝑇0), the potential energy (coulombic (𝐽) and external (𝑉𝑒𝑥𝑡) energy) and 

exchange-correlation energy (𝐸𝑋𝐶): 

𝐸(𝜌0(𝑟)) = 𝑇0(𝜌0(𝑟)) + 𝐽(𝜌0(𝑟)) + ∫ 𝑣𝑒𝑥𝑡(𝑟)𝜌0(𝑟)𝑑𝑟 + 𝐸𝑋𝐶(𝜌0(𝑟)) 
(2.12) 

It is important to point out that both of 𝑇0 and 𝐽 are given by known expressions. Since 

they both depend on the 𝜌0(𝑟), a self-consistent field procedure should be applied to solve 

the Kohn-Sham equations. However, the exact form of 𝐸𝑋𝐶  is unknown, and various 

degrees of approximation methods have been devised. 

 

2.2.2 The exchange-correlation approximation 

 The quantity of the exchange-correlation energy 𝐸𝑋𝐶 can be further split into the 

exchange-energy functional (𝐸𝑋) and correlation-energy functional (𝐸𝐶) as:13 

𝐸𝑋𝐶(𝜌0(𝑟)) = 𝐸𝑋(𝜌0(𝑟)) + 𝐸𝐶(𝜌0(𝑟)) (2.13) 
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Since the Kohn-Sham orbitals closely resemble the Hartree-Fock orbitals, the dominating 

differences between Kohn-Sham and Hartree-Fock equations are the terms of the local 

electron exchange energy and an additional electron correlation energy. In practice, 

modeling the combination of 𝐸𝑋  and 𝐸𝐶  yields better results due to the inner error-

cancellation. So far, the most applied approximations for XC functional have been the 

local-density approximation (LDA) and the generalized gradient approximation (GGA14). 

Both approximations rely on the homogeneous-electron-gas model.15,16 

Local Density Approximation (LDA) 

 The local density approximation (LDA) is the basis of all approximate XC 

functionals. LDA utilizes only the electron density, (𝜌0(𝑟)), at spatial point 𝑟 to determine 

that point XC energy density. For this reason, the exchange part may have an analytical 

solution. But for the correlation part, there exist different versions of approximations, and 

the most well-known one is the quantum Monte Carlo calculations, where the part is 

obtained through parameterizing and fitting.15,17 In the systems with more homogeneous 

electron density (e.g. the homogeneous solid metals), the structural properties (e.g. bond-

length, -angle, vibrational frequency) predicted by the LDA method are comparable to the 

experimental values. However, materials are inhomogeneous in reality, so LDA tends to 

overestimate the bond strength in various practical solids or molecules. 

Generalized Gradient Approximation (GGA) 

 Through introducing the electron density-gradient (∇𝜌0(𝑟))  as an independent 

variable, the generalized gradient approximation (GGA) outperform LDA in predicting 

cohesive energy, atomization, energy barrier, structure properties, etc. The commonly 
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applied GGA-functional are the Perdew-Wang from 1991 (PW9118) and Perdew-Burke-

Ernzerhof (PBE14). They are both “parameter-free”, meaning that newly determined 

parameters would be added to satisfy certain exact theoretical conditions of the XC 

potential. Although the accuracy of the GGA is based on the system-dependent error-

cancellation, GGA is still very popular in chemistry applications, especially those of metal 

oxides.  

 

2.2.3 Pseudopotentials (PP) & Projected Augmented Wave (PAW) 

 The success of the post-DFT methodology is largely attributed to the treatment of 

the core electrons. Via introducing the concept of pseudopotential (PP), the core electrons, 

as well as the nucleus, were treated with an ionic pseudopotential since the core electrons 

are assumed to change very little with the environments.19 The relative few valence 

electrons are described by nodeless pseudo-wavefunctions due to their chemically active 

motion near the core regions. Moreover, it is also important to note that the PP method 

bounds to the periodic boundary conditions rigorously. Even though all information on the 

charge density and wavefunctions near the nucleus may be lost, PP is still a crucial concept 

for plane-wave total energy methods. The PP approach reduces the complexity of the 

Schrӧdinger equation and, to some degree, help decrease the computational cost with 

concomitant greater accuracy.  

 In the 1990s, Blöchl proposed the calculations of hyperfine pseudopotential 

parameters using the projector augmented wave methods (PAW).20,21 This method 

separates the wave function into two segments: i) a partial-wave expansion within an atom-
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centered sphere; ii) the envelope functions outside the spheres. This method has been 

further improved and implemented in various codes, like the Vienna Ab initio Simulation 

Package (VASP),21,22 Electronic Structure Code for Materials Properties and Processes 

(ESTCoMPP, R. Berger et al., Proceedings of the NIC-Workshop “Molecular Dynamics 

on Parallel Computers”, Jülich, 08.-10. Februar 1999, World Scientific 1999), etc.  

 

2.2.4 Blöch’s theorem & Plane-wave Basis sets 

 In Blöch’s theorem,23 the wavefunction of the infinite crystal is expressed in terms 

of the wavefunctions at the reciprocal of the Bravais lattice. The periodicity of the unit cell 

would be employed so that only the electrons in the cell would be calculated. Therefore, 

the wavefunction is the combination of the lattice-periodic part and a wavelike part: 

𝜓𝑖(𝑟) = 𝑒𝑥𝑝(𝑖�⃗⃗� ∙ 𝑟)𝑢𝑖(𝑟) (2.14) 

The first term is the plane-wave part in which �⃗⃗� is the wave vector confined by the Brillouin 

zone. The second term is the periodic part: 

𝑢𝑖(𝑟) = ∑ 𝑐𝑖,�⃗�

𝐺

𝑒𝑥𝑝(𝑖�⃗� ∙ 𝑟) 
(2.15) 

where 𝑐𝑖,�⃗�  and �⃗�  is the plane wave coefficients and the reciprocal lattice vectors, 

respectively. This equation needs to meet the requirement 𝐺 ∙⃗⃗ ⃗⃗⃗ �⃗⃗� = 2𝑚𝜋 (𝑚: integer,  �⃗⃗�: the 

lattice vector). With Eq. (2.15), Eq. (2.14) can be rearranged as: 

𝜓𝑖(𝑟) = ∑ 𝑐𝑖,�⃗⃗�+�⃗�

𝐺

𝑒𝑥𝑝{𝑖(�⃗⃗� + �⃗�) ∙ 𝑟} 
(2.16) 
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Hence, a greater efficiency can be obtained when mapping the infinite-number electron 

problem onto a finite number of electronic wavefunctions.24 By sampling reasonable k-

points25 and choosing an appropriate cut-off energy, improved precision can be achieved 

during calculations.  

 

2.3 Ab-initio Molecular Dynamics (AIMD) 

 In the molecular dynamics (MD) scheme, the central question is: how can 

interatomic interactions be described over time? For the classical molecular dynamics 

(CMD), predefined potentials, force fields, etc., are commonly used. Thus, CMD can be 

applied to large-scale systems. However, since most force fields do not involve quantum 

effects, it is necessary to turn to the Ab-initio molecular dynamics method (AIMD).26,27 

 

2.3.1 Basic theories 

By performing Quantum Mechanics (QM) calculations to determine the 

interatomic interactions, the forces acting on the nuclei are computed “on-the-fly” using 

electronic structure calculations. The generated atomic trajectories are used for further 

analysis.28 The electronic degrees of freedom are active during the dynamical simulations. 

The family of methods based on this approach is referred to as Ab-initio Molecular 

Dynamics (AIMD). In its most ideal form with the Born-Oppenheimer approximation, it 

is assumed that the system is only composed of 𝑁𝑛𝑢𝑐 nuclei and 𝑁 electrons, and that the 

dynamics of the nuclei can be treated classically on the ground-state electronic surface.29 
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The total Hamiltonian is shown in Eq. (2.2). If �⃗⃑�1, ⋯ , �⃗⃑�𝑁𝑛𝑢𝑐
 ≡ �⃗⃑�  denote the nuclear 

position, the classical dynamics of the nuclei is given by an equation of motion: 

𝑀𝐼 �̈⃗⃑�𝐼 = −∇𝐼[𝜀0(�⃗⃑�) + 𝑉𝑁𝑛𝑢𝑐
(�⃗⃑�)] (2.17) 

where 𝜀0(�⃗⃑�) is the ground-state energy eigenvalue at the nuclear configuration �⃗⃑�. Since it 

is hard to solve the ground–state electronic problem exactly, ie. �̂�𝑒𝑙𝑒Ψ0(𝑟, �⃗⃗�) =

𝜀0(�⃗⃑�)Ψ0(𝑟, �⃗⃗�), DFT is commonly applied.8,29 

 AIMD methodology has been successfully applied to a large variety of physical, 

chemical, material, and biology problems. Furthermore, AIMD has provided microscopic 

insights into many chemical processes in condensed phases, leading to innovative 

paradigms in rationalizing experimental data, and predictions of new phenomena. 

 

2.3.2 Canonical ensemble 

 The canonical ensemble is a statistical ensemble which is highly appropriate for 

treating the physical states in thermal equilibrium with an energy reservoir, e.g. the “heat 

bath”, at a fixed temperature.30 Therefore, with the exchangeable energy between the 

system and “heat bath”, the total energy of the system will oscillate within a small range.  

 With the specified number of particles (𝑁), the defined temperature (𝑇), and the 

constant volume (𝑉) (constrained by the periodic boundary conditions), the 𝑁𝑉𝑇 canonical 

ensemble is widely used in many “real-life” experimental systems. In this ensemble, the 

critical challenge is quantifying the temperature (𝑇 ). From the view of the statistical 

mechanics, the 𝑇 can be related to the kinetic energy according to the equipartition theorem, 
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the kinetic energy is equally distributed on the various degrees of freedom of the system, 

and by solving the Maxwell-Boltzmann (MB) distribution:31,32 

𝑃(|�⃗�|) = (
𝛽

2𝜋𝑚
)

2
3

𝑒𝑥𝑝 (
−𝛽|�⃗�|2

2𝑚
) ,                𝛽 =

1

𝑘𝐵𝑇
 

(2.18) 

where 𝑚 is the particle mass, 𝑘𝐵 is the Boltzmann constant and �⃗� is the momentum. 

�⃗� = 𝑚�⃗� (2.19) 

Thus, the instantaneous temperature is given by: 

𝑇 =
|�⃗�|2

3𝑚𝑁𝑘𝐵
 

(2.20) 

𝑇 will not be a constant but it will fluctuate around a particular value. 

 In our AIMD study, we mainly focused on applying the NVT canonical ensemble. 

There are many other statistical ensembles, like the isobaric-isothermal ensemble 𝑁𝑝𝑇 

(constant number of particles, pressure, and temperature), the microcanonical ensemble 

𝑁𝑉𝐸 (constant number of particles, volume, and total energy), and the grand canonical 

ensemble 𝜇𝑉𝑇 (constant chemical potential, volume, and temperature). Details of these 

ensembles will not be provided in this thesis and interested readers are referred to various 

reviews provided online. 

 

2.3.3 Dispersion correction 

 It is known that DFT cannot describe the long-range dispersion interactions 

correctly.33,34 For reaching better chemical accuracy, the van der Waals (vdW) dispersion-

correction was introduced, which involves empirically fitted parameters for all atom-pairs. 
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Specifically, the vdW interactions account for the attractive part between the atoms and 

molecules that are not directly bonded to each other,35 especially in the surface chemistry, 

the bio- or nano-architectures, etc. So far, the most popular dispersion correction form 

employed in DFT is named as DFT-D (atom pairwise sum over 
−𝐶6

𝑅6⁄ ) method proposed 

by Grimme et al. Among all versions of the DFT-D methods (each post-version is promoted 

by upgrading the derivation of the coefficients in the empirical fitting36–39), the DFT-D2 

and -D3 are the most widely used in large-scale molecular simulations. The fundamental 

idea for the DFT-Dn is adding dispersion correction (𝐸𝐷𝑖𝑠𝑝−𝑐𝑜𝑟𝑟) to the Kohn-Sham portion 

(𝐸𝐾𝑆) of the total energy (𝐸𝐷𝐹𝑇−𝐷) as:35 

𝐸𝐷𝐹𝑇−𝐷 = 𝐸𝐾𝑆+𝐸𝐷𝑖𝑠𝑝−𝑐𝑜𝑟𝑟 (2.21) 

𝐸𝐷𝑖𝑠𝑝−𝑐𝑜𝑟𝑟 = −𝑆6 ∑ ∑
𝐶6

𝐼𝐽

𝑅𝐼𝐽
6

𝑁

𝐽=𝐼+1

𝑁−1

𝐼=1

𝑓𝑑𝑎𝑚𝑝(𝑅𝐼𝐽) 

(2.22) 

where 𝑁 is the total atom number.  𝑅𝐼𝐽 and 𝐶6
𝐼𝐽

 are the interatomic distance and dispersion 

coefficients for different atom pairs 𝐼𝐽 , respectively. 𝑆6  is the empirical scaling factor 

depending on the functional, e.g. 𝑆6 = 0.75 for PBE, 𝑆6 = 1.05 for B3LYP, 𝑆6 = 1.2 for 

BLYP. The damping function 𝑓𝑑𝑎𝑚𝑝  is used to account for the repulsive interaction 

between the nuclei with a minimal bonding distance, 𝑅𝐼𝐽.  

 At the early development stage of the DFT-D (e.g. DFT-D136 and DFT-D239), the 

dispersion coefficients 𝐶6
𝐼𝐽

 are predetermined parameters, resulting from atomic ionization 

potentials and static polarizabilities. Since the atomic environment is not involved, 

substantial errors may be brought to final results. Therefore, the post-developed DFT-D3 
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overcomes this issue by introducing the effective volume concept and taking neighboring 

atoms into account. In its more explicate expression, the 𝑅−8 based damping function and 

dispersion coefficients are included:40 

𝐸𝐷𝑖𝑠𝑝−𝑐𝑜𝑟𝑟 
𝐷𝐹𝑇−𝐷3 = − ∑ ∑ ∑ [𝑆𝑛 (

𝐶𝑛,𝐼𝐽

𝑅𝐼𝐽
𝑛 ) 𝑓𝑛,𝑑𝑎𝑚𝑝(𝑅𝐼𝐽)]

𝑛=6,8

𝑁

𝐽=𝐼+1

𝑁−1

𝐼=1

 

(2.23) 

Currently, there are two main forms of the damping functions for DFT-D3, one is the Zero-

damping42 and another is the Becke-Johnson (BJ) damping.42–44 

 

Zero damping: 

𝑓𝑛,𝑑𝑎𝑚𝑝
𝐷3−𝑍𝑒𝑟𝑜(𝑅𝐼𝐽) = [1 + 6 (

𝑅𝐼𝐽

𝑆𝑅,𝑛𝑅0,𝐼𝐽
)

−𝛼𝑛

]

−1

 
(2.24) 

𝑅0,𝐼𝐽 = √
𝐶8,𝐼𝐽

𝐶6,𝐼𝐽
 

(2.25) 

where the parameters 𝛼6 , 𝛼8 , and 𝑆𝑅,8  are the fixed values. 𝑆𝑅,6 , 𝑆6 , and 𝑆8  are the 

adjustable parameters depending on the functional selected. 

 

Becke-Johnson (BJ) damping: 

𝑓𝑛,𝑑𝑎𝑚𝑝
𝐷3−𝐵𝐽 (𝑅𝐼𝐽) =

𝑅𝐼𝐽
𝑛

𝑅𝐼𝐽
𝑛 + (𝑎1𝑅0,𝐼𝐽 + 𝑎2)

𝑛 
(2.26) 

Likewise, 𝑎1, 𝑎2 and 𝑆8 are the adjustable parameters relying on the chosen functional. 𝑆6 

is a fixed value 1. In general, the DTF-D3(BJ) performs better than the DFT-D3(Zero) due 

to the improvement in the calculations of the nonbonded- distances and energies. 
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2.4 Computational analysis 

 Ever since the rapid development of computational and simulation methods in 

solving various chemical and physical related problems, various new analytical techniques 

were coming out to tackle more particular theoretical points. In the following section, I will 

give a brief introduction to several analytical tools used in our work. 

 

2.4.1 Bader charge analysis 

 Atomic charges in the molecules or solids are not observable, thereby will not be 

determined by QM theory. For obtaining the partial charge of an individual atom in the 

system, “how to partition the continuous electronic charge density given by common QM 

calculations” would be the central problem. Many different schemes have been proposed, 

the Bader’s “Quantum Theory of Atoms in Molecules” method developed by Henkelman 

et al. is the one based on the charge density.45,46 

 In Bader’s “atoms in molecules” theory, the boundaries are defined to partition the 

electronic density charges. The 3-dimensional (3D) system space would be divided into 

many subsystems, each one hopefully surrounding only one nucleus or none. The boundary 

of each subsystem is defined as the surface through which the charge density gradient has 

a zero flux:47–49 

∇𝜌(𝑟𝑠) ∙ 𝑛(𝑟𝑠) = 0 (2.27) 

where 𝑟𝑠  is the point on the surface 𝑆(𝑟𝑠), 𝑛(𝑟𝑠) is the unit vector perpendicular to the 

surface 𝑆. The Bader charge scenario offers a powerful way to analyze the properties of 

atoms and chemical bonding within the systems.50 
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2.4.2 Crystal Orbital Hamilton Population (COHP) 

 The concept of the Crystal Orbital Hamilton Population (COHP), introduced in 

1993, is an inheritor of the crystal orbital overlap population (COOP) with the extended 

Hückel theory.51,52 Through multiplying the density of state (DOS) by the overlap 

population, COOP (or COHP) technique has been argued as the efficient and reliable tool 

to unravel the natural chemical-bonding information (bonding, non-bonding, and anti-

bonding interactions) between atom (orbital) pairs within a given solid-state material from 

electronic band structure calculations.53  

 In analogy to the DOS, one can specify each natural bonding contribution, positive 

overlap population (-pCOHP > 0) represents the bonding contribution and negative one (-

pCOHP < 0) accounts for antibonding contribution.54,55 What’s more, the bonding strength 

can be quantitatively determined by the integration of -COHP (-ICOHP) up to the Fermi-

level. A larger -ICOHP value indicates a stronger bonding interaction. COHP has been 

successfully applied to many solid-state systems, such as the rare-earth transition-metal 

halides, the polar intermetallic compounds.56  

 

2.4.3 Transition state search  

 The transition state theory (TST), proposed by Eyring, Evans, and Polanyi in 

1935,57,58 has a very far-reaching influence in computational chemical predictions on 

chemical reactivity, mechanistic investigation, and catalyst designs. The transition state—

a particular configuration along the reaction coordinates corresponds to the state of the 

first-order saddle points on the potential energy surface (PES). Therefore, a transition state 
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search is a sort of geometry optimization to find a stationary point on the PES (between 

stable molecular conformations) with exactly one negative eigenvalue in Hessian.  

 Variety of methods were developed for the transition state search, the single-ended 

methods are based on the guess of the transition state structure, while the double-ended one 

relies on the initial knowledge of the reactants and products.59–63 To avoid the expensive 

Hessian calculations for the plane-wave methods, many methodologies are primarily 

monitoring the points where the energy (or force) gradients vanish. In our work, we used 

the double-ended method—the Nudged Elastic Band (NEB) method.64,65  

 

Nudged Elastic Band 

 For the Nudged Elastic Band (NEB) technique, besides the given optimized 

geometries of the reactant and product, several intermediate images connected in between 

would be generated via the linear interpolation method. This image-optimization would be 

done by adding spring forces along the band with equal spacing between the neighboring 

images as well as by projecting out the component of the force due to the potential 

perpendicular to the band.66 In addition, during the NEB optimization in our study, a 

climbing image algorithm (CI-NEB) is used to derive the highest-energy image in the 

pathway to the transition state.65  

 NEB method has been widely applied in many chemical-related problems. 

However, there are some tricks that we need to consider once using:67 

i) Testing more states for reactants and products to eliminate the artificially 

introduced bias; 
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ii) Ensuring the appropriate amount of the intermediate images to guarantee the 

resolutions for locating the first-order saddle point; 

To date, dedications have been focused on improving the efficiency and accuracy of the 

present NEB methods, such as the adaptive nudged elastic band approach (FEA-NEB68), 

and others. 

 

2.4.4 Radial distribution function (RDF) 

 The Radial distribution function (RDF) (𝑔(𝑟)) describes the probability of finding 

a particle as a function of the distance 𝑟  from a given reference particle. In the 

computational simulations, the RDF is proved to be particularly efficient in extracting 

structure information from systems. In a 3D system, considering a spherical shell (V𝑠ℎ𝑒𝑙𝑙) 

of thickness  𝑑𝑟 at a distance 𝑟 from a chosen atom: 

V𝑠ℎ𝑒𝑙𝑙 =
4

3
𝜋(𝑟 + 𝑑𝑟)3 −

4

3
𝜋𝑟3 ≈ 4𝜋𝑟2𝑑𝑟 

(2.28) 

The total number of the particles in the shell would be 4𝜋𝜌𝑟2𝑑𝑟, where 𝜌 is the bulk 

density of particles. Then the RDF (𝑔𝐴𝐵(𝑟)) between particle A and B can be evaluated 

using the formula:69 

𝑔𝐴𝐵(𝑟) =
𝑑𝑛𝐴𝐵(𝑟)

4𝜋𝜌𝑟2𝑑𝑟
 

(2.29) 

where 𝑑𝑛𝐴𝐵(𝑟) is the function that computes the mean number of particles within a shell 

V𝑠ℎ𝑒𝑙𝑙  at distance 𝑟 . Another important concept is the radial cumulative distribution 

function (𝐺𝐴𝐵(𝑟)): 
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𝐺𝐴𝐵(𝑟) = 4𝜋 ∫ 𝑟′2
𝑟

0

𝑔𝐴𝐵(𝑟′)𝑑𝑟′ 
(2.30) 

Using the 𝐺𝐴𝐵(𝑟), we can get the coordination number (𝑁𝐴𝐵(𝑟)): 

𝑁𝐴𝐵(𝑟) = 𝜌𝐺𝐴𝐵(𝑟) (2.31) 

Thus, we can obtain the number of particles within the range of each coordination sphere.  

 

2.4.5 Mean square displacement (MSD) 

 In a dynamic system, the molecules will do random motion instead of remaining in 

the same position. One may wonder how far a particle (molecule) will travel within a fixed 

time period? Commonly, the question can be answered by a physical process, the diffusion 

rate (constant),70–72 which can be calculated from the mean square displacement (MSD) 

results. 

 MSD is determined to measure the deviation of initial and final positions of the 

same particle over a certain time interval. From the statistical mechanic's point of view, the 

MSD is defined by the relation:73,74 

𝑀𝑆𝐷(𝑡) = 〈𝒓2(∆𝑡)〉 = 〈(𝒓𝒊(∆𝑡 + 𝑡0) − 𝒓𝒊(𝑡0))2〉

=
1

𝑁
∑(𝒓𝒊(∆𝑡 + 𝑡0) − 𝒓𝒊(𝑡0))2

𝑁

𝑖=1

 

(2.32) 

where 𝒓𝒊(∆𝑡 + 𝑡0) and 𝒓𝒊(𝑡0) are the position of particle 𝑖 at the time (∆𝑡 + 𝑡0) and the 

reference position at 𝑡0, respectively. N is the total number of snapshots to be averaged. 

For normal diffusion processes, the MSD increases linearly with time.  
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2.4.6 Diffusion coefficients 

 One of the main purposes of the MSD analysis is the extraction of the self-diffusion 

coefficients by using the Einstein relation.75–78  

𝐷 = 𝑙𝑖𝑚
𝒕→∞

1

2𝑛𝑡
〈𝒓2(∆𝑡)〉 =

1

2𝑛

𝑑𝑀𝑆𝐷(𝑡)

𝑑𝑡
 

(2.33) 

where 𝑛 is the dimensionality of the system. One requirement for this method is that the 

time intervals should be sufficiently long for 𝑀𝑆𝐷(𝑡) plot to be within the linear regime.  

 

2.5 Software & Simulation Packages & Home-made Codes 

 This section lists all the software and computational simulation packages utilized 

in all the work referred to in this dissertation. 

 

Quantum mechanical packages 

i) Vienna Ab initio Simulation Package22 (VASP) 5.4.1 — performing DFT and 

AIMD simulations 

 

Visualization programs 

i) Visual Molecular Dynamics79 (VMD) 1.9.3 — displaying optimized structures 

and analyzing molecular dynamic trajectories 

ii) Molden80 5.8 — displaying molecular structures, analyzing electronic 

structures 
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iii) Visualization for Electronic and STructural Analysis81 (VESTA) 3.4.0 — 

displaying and analyzing the structure, making the high-resolution figures, 

plotting the electron-density differences 

iv) Avogadro82 1.2.0 — molecular editor, displaying structures, creating figures 

 

Analyzing tools 

i) P4VASP v0.3.29r1 — plotting Density of State (DOS), projected Density of 

State (pDOS), and analyzing work functions; Available online: 

http://www.p4vasp.at/ 

ii) Local-Orbital Basis Suite Towards Electronic-Structure Reconstruction83–85 

(LOBSTER) 3.1.0 — analyzing nature bonding contributions through 

calculating projected Crystal Orbital Hamilton Population (pCOHP) and 

integration of Crystal Orbital Hamilton Population (ICOHP) 

iii) Rigorous Investigation of Investigation of Networks Generated using 

Simulations86 (R.I.N.G.S.) 1.3.3 — Radial distribution function analysis; 

Available online: http://rings-code.sourceforge.net/index.php 

iv) nMOLDYN87 3.0.1 — analyzing mean-square displacement (MSD) for 

molecular dynamics simulations 

v) PACKMOL88,89 18.169 — creating initial configurations  

vi) Bader Charge Analysis90,91 1.03 — individual atom charge analysis 

http://rings-code.sourceforge.net/index.php
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vii) VTSTSCRIPTS-93392,65 — commonly used scripts for dealing with the outputs 

from VASP; Available online from Henkelman group, University of Texas, 

Austin, TX, USA: http://theory.cm.utexas.edu 

viii) VASPKIT93 0.72p1 — plotting the plane-averaged electron-density differences 

 

Home-made codes 

i) Extracting proton-bonded O index and positions from the AIMD trajectories 

(some detailed information and several main coding files can be found in the 

supplemental information at the end of this thesis), 

ii) Calculating the diffusion coefficients from MSD results, 

iii) Obtaining the dipole moment orientations and the OH bond orientations for all 

water molecules for each step along AIMD trajectories,  

 Detailed descriptions and original codes can be found online through my Github: 

https://github.com/LibbyXu/AIMD_DISS_CODING. Comments and suggestions are 

always highly welcomed. 

 

Supporting Information 

2.S1 Abbreviations 

BO Born-Oppenheimer approximation 

HF Hartree-Fock 

CI Configuration interaction  

http://theory.cm.utexas.edu/
https://github.com/LibbyXu/AIMD_DISS_CODING
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CC Coupled-cluster 

DFT Density Functional Theory 

XC Exchange-correlation 

LDA Local-density approximation 

GGA Generalized gradient approximation 

PW91 Perdew-Wang from 1991 

PBE Perdew-Burke-Ernzerhof 

PP Pseudopotential 

PAW Projector augmented wave methods 

AIMD Ab-initio molecular dynamics 

MD Molecular dynamics 

CMD Classical Molecular Dynamics 

QM Quantum Mechanics 

MB Maxwell-Boltzmann distribution 

vdW van der Waals 

BJ Becke-Johnson damping 

(I/p)COHP (Integral/projected) Crystal Orbital Hamilton Population 

COOP Crystal Orbital Overlap Population 

DOS Density of state 

TST Transition state theory 

PES Potential energy surface 

NEB Nudged Elastic Band 
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RDF Radial distribution function 

MSD Mean square displacement 

 

2.S2 Formulas 

Num. Formula 

2.1 �̂�𝑡𝑜𝑡𝑎𝑙Ψ𝑡𝑜𝑡𝑎𝑙(𝑟, �⃗⃗�) = 𝐸Ψ𝑡𝑜𝑡𝑎𝑙(𝑟, �⃗⃗�) 

2.2 �̂�𝑡𝑜𝑡𝑎𝑙 = �̂�𝑒𝑙𝑒 + �̂�𝑁𝑢𝑐 + �̂�𝑒𝑙𝑒−𝑒𝑙𝑒 + �̂�𝑁𝑢𝑐−𝑒𝑙𝑒 + �̂�𝑁𝑢𝑐−𝑁𝑢𝑐 

2.3 Ψ𝑡𝑜𝑡𝑎𝑙(𝑟, �⃗⃗�) = Ψ𝑒𝑙𝑒(𝑟, �⃗⃗�)Ψ𝑁𝑢𝑐(�⃗⃗�) 

2.4 �̂�𝑒𝑙𝑒Ψ𝑒𝑙𝑒(𝑟, �⃗⃗�) = 𝐸𝑒𝑙𝑒Ψ𝑒𝑙𝑒(𝑟, �⃗⃗�) 

2.5 �̂�𝑒𝑙𝑒 = �̂�𝑒𝑙𝑒 + �̂�𝑒𝑙𝑒−𝑒𝑙𝑒 + �̂�𝑒𝑥𝑡 

2.6 𝜌(𝑟) = 𝑁 ∫ ⋯ ∫|Ψ𝑒𝑙𝑒(𝑟, 𝑟1, 𝑟2, ⋯ , 𝑟𝑁)|2 𝑑𝑟𝑑𝑟1 ⋯ 𝑑𝑟𝑁 

2.7 𝐸0 = 𝐸[𝜌0(𝑟)] 

2.8 𝐸[𝜌𝑡(𝑟)] ≥ 𝐸[𝜌0(𝑟)] 

2.9 (−
ℏ2

2𝑚
∇2 + 𝑣𝑒𝑓𝑓(𝑟)) Φ𝑖(𝑟) = 𝜖𝑖Φ𝑖(𝑟) 

2.10 𝑣𝑒𝑓𝑓(𝑟) = 𝑣𝑒𝑥𝑡(𝑟) + ∫
𝜌0(𝑟′)

|𝑟 − 𝑟′|
𝑑𝑟′ +

𝛿𝐸𝑋𝐶[𝜌0(𝑟)]

𝛿𝜌0(𝑟)
 

2.11 𝜌0(𝑟) = ∑ Φ𝑖
∗(𝑟)Φ𝑖(𝑟)

𝑁

𝑖

 

2.12 𝐸(𝜌0(𝑟)) = 𝑇0(𝜌0(𝑟)) + 𝐽(𝜌0(𝑟)) + ∫ 𝑣𝑒𝑥𝑡(𝑟)𝜌0(𝑟)𝑑𝑟 + 𝐸𝑋𝐶(𝜌0(𝑟)) 

2.13 𝐸𝑋𝐶(𝜌0(𝑟)) = 𝐸𝑋(𝜌0(𝑟)) + 𝐸𝐶(𝜌0(𝑟)) 

2.14 𝜓𝑖(𝑟) = 𝑒𝑥𝑝(𝑖�⃗⃗� ∙ 𝑟)𝑢𝑖(𝑟) 

2.15 𝑢𝑖(𝑟) = ∑ 𝑐𝑖,�⃗�

𝐺

𝑒𝑥𝑝(𝑖�⃗� ∙ 𝑟) 

2.16 𝜓𝑖(𝑟) = ∑ 𝑐𝑖,�⃗⃗�+�⃗�

𝐺

𝑒𝑥𝑝{𝑖(�⃗⃗� + �⃗�) ∙ 𝑟} 
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2.17 𝑀𝐼 �̈⃗⃑�𝐼 = −∇𝐼[𝜀0(�⃗⃑�) + 𝑉𝑁𝑛𝑢𝑐
(�⃗⃑�)] 

2.18 𝑃(|�⃗�|) = (
𝛽

2𝜋𝑚
)

2
3

𝑒𝑥𝑝 (
−𝛽|�⃗�|2

2𝑚
) ,                𝛽 =

1

𝑘𝐵𝑇
 

2.19 �⃗� = 𝑚�⃗� 

2.20 𝑇 =
|�⃗�|2

3𝑚𝑁𝑘𝐵
 

2.21 𝐸𝐷𝐹𝑇−𝐷 = 𝐸𝐾𝑆+𝐸𝐷𝑖𝑠𝑝−𝑐𝑜𝑟𝑟 

2.22 𝐸𝐷𝑖𝑠𝑝−𝑐𝑜𝑟𝑟 = −𝑆6 ∑ ∑
𝐶6

𝐼𝐽

𝑅𝐼𝐽
6

𝑁

𝐽=𝐼+1

𝑁−1

𝐼=1

𝑓𝑑𝑎𝑚𝑝(𝑅𝐼𝐽) 

2.23 𝐸𝐷𝑖𝑠𝑝−𝑐𝑜𝑟𝑟 
𝐷𝐹𝑇−𝐷3 = − ∑ ∑ ∑ [𝑆𝑛 (

𝐶𝑛,𝐼𝐽

𝑅𝐼𝐽
𝑛 ) 𝑓𝑛,𝑑𝑎𝑚𝑝(𝑅𝐼𝐽)]

𝑛=6,8

𝑁

𝐽=𝐼+1

𝑁−1

𝐼=1

 

2.24 𝑓𝑛,𝑑𝑎𝑚𝑝
𝐷3−𝑍𝑒𝑟𝑜(𝑅𝐼𝐽) = [1 + 6 (

𝑅𝐼𝐽

𝑆𝑅,𝑛𝑅0,𝐼𝐽
)

−𝛼𝑛

]

−1

 

2.25 𝑅0,𝐼𝐽 = √
𝐶8,𝐼𝐽

𝐶6,𝐼𝐽
 

2.26 𝑓𝑛,𝑑𝑎𝑚𝑝
𝐷3−𝐵𝐽 (𝑅𝐼𝐽) =

𝑅𝐼𝐽
𝑛

𝑅𝐼𝐽
𝑛 + (𝑎1𝑅0,𝐼𝐽 + 𝑎2)

𝑛 

2.27 ∇𝜌(𝑟𝑠) ∙ 𝑛(𝑟𝑠) = 0 

2.28 V𝑠ℎ𝑒𝑙𝑙 =
4

3
𝜋(𝑟 + 𝑑𝑟)3 −

4

3
𝜋𝑟3 ≈ 4𝜋𝑟2𝑑𝑟 

2.29 𝑔𝐴𝐵(𝑟) =
𝑑𝑛𝐴𝐵(𝑟)

4𝜋𝜌𝑟2𝑑𝑟
 

2.30 𝐺𝐴𝐵(𝑟) = 4𝜋 ∫ 𝑟′2
𝑟

0

𝑔𝐴𝐵(𝑟′)𝑑𝑟′ 

2.31 𝑁𝐴𝐵(𝑟) = 𝜌𝐺𝐴𝐵(𝑟) 

2.32 

𝑀𝑆𝐷(𝑡) = 〈𝒓2(∆𝑡)〉 = 〈(𝒓𝒊(∆𝑡 + 𝑡0) − 𝒓𝒊(𝑡0))2〉

=
1

𝑁
∑(𝒓𝒊(∆𝑡 + 𝑡0) − 𝒓𝒊(𝑡0))2

𝑁

𝑖=1

 

2.33 𝐷 = 𝑙𝑖𝑚
𝒕→∞

1

2𝑛𝑡
〈𝒓2(∆𝑡)〉 =

1

2𝑛

𝑑𝑀𝑆𝐷(𝑡)

𝑑𝑡
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Chapter 3 
 

 

 

 

 

Understanding hydrogen in perovskites from first 

principles 
 

 

 

 

 

3.1 Abstract 

 The behavior of hydrogen in oxides is important to understand their functions; for 

example, some perovskites are fast proton conductors. Herein we study geometry, 

energetics, chemical bonding, and transport behaviors of hydrogen in ABO3 perovskites 

from first principles. We find that hydrogen absorption to lattice oxygen, as well as 

hydrogen diffusion process inside bulk systems, leads to structure distortion, especially in 

the (100) BO2 plane, and ~1.5% volume expansion. Density-of-states (DOS) and crystal 

orbital Hamilton population (COHP) analyses indicate that the electron from hydrogen 
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occupies the lower-lying states in the conduction band which corresponds to the B-O 

antibonding states and thereby weakens the B-O covalent bonding. More interestingly, 

oxygen vacancy formation energy (OVFE), the Integrated COHP of the B-O bond, and the 

electronegativity difference (∆𝑋𝐵−𝐴) are all found to be useful descriptors that correlate 

with hydrogen absorption energy (HAE).  

 

3.2 Introduction 

 Hydrogen can exist as a proton inside oxide materials1–3. Some of these proton-

containing oxide materials are used as proton conductors for batteries, fuel cells, and 

electrochemical sensors2,4–6. For example, Iwahara et al. found that certain perovskites 

such as Y-doped SeCeO3 exhibited high proton conductivity/permeability at elevated 

temperatures7–9. This discovery sparked sustained interest in proton conductivity in 

perovskites.  

 Perovskite is a prominent class of mixed metal oxides with formula ABO3, where 

A-site and B-site cations are 12-fold and octahedrally 6-fold coordinated with the oxygen 

atoms, respectively. The majority of the metallic ions in the periodic table can be taken as 

a brick of perovskites and different compositions represent different physical and chemical 

properties. In recent years, researchers have tried to correlate proton conductivity in 

perovskites to their structure. Mitsui et al. linked the kinetic properties for proton diffusion 

and conductivity in several perovskites to their structural parameters, e.g., lattice 

constants10. Norby et al. searched for empirical correlations between thermodynamic 
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properties and material-specific parameters to predict the hydration enthalpy and the 

predominance of oxide ion (or proton) conduction in the materials1,11. Bork et al. 

investigated hydrogen/proton dynamics in series of undoped perovskites and created a 

design methodology for a doped perovskite with desired proton mobility or binding 

energy12. M. Wohlfahrt-Mehrens et al. reported that the mobility of the protons in the host 

lattice of the metal-doped SrRuO3 dominated the electrochemical redox capacity 

processes13. 

 Despite previous explorations, detailed geometric, electronic-structure changes, 

and inner-diffusion behavior due to hydrogen in perovskites are still unclear. To address 

this issue, we here study geometry, energetics, electronic structure, and transport 

phenomenon from the perspective of hydrogen absorption inside perovskites using density 

functional theory (DFT). The change to nature chemical-bonding in perovskites due to 

hydrogen absorption is then analyzed via the crystal orbital Hamiltonian populations 

(COHP) and density-of-states (DOS). Then, the energetic and electronic-structure 

descriptors are explored to leverage the variability of A and B ions in perovskites. 

Moreover, the transport path and the energy barrier due to the motion of hydrogen will be 

illustrated by the Nudged-elastic band (NEB) methodology. Below, we first describe the 

computational methods used. 

 

3.3 Computational methods 

Spin-polarized density functional theory (DFT) calculations were performed using 

the plane-wave pseudopotential method as implemented in the Vienna ab initio simulation 
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package (VASP)14,15. The electron-ion interactions were described by the projector 

augmented-wave (PAW)16,17 methods while the electron exchange-correlation part was 

parameterized by the Perdew-Burke-Ernzerhof (PBE)18 functional form of generalized 

gradient approximation (GGA). A cutoff energy of 450 eV was used for the plane-wave 

basis set. The 2×2×2 ABO3 supercell of approximately 8 Å in lattice parameter and 

containing 40 atoms were used for hydrogen absorption; its Brillouin zone was sampled by 

a 5×5×5 Monkhorst-Pack k-point mesh19. All ionic positions in the unit cell and the lattice 

columns were allowed during structure optimizations. The convergence criteria are 0.025 

eV/ Å in force and 2.5×10-4 eV in energy. Table 3.1 shows the good agreement between 

DFT-PBE and literatures20–22 for the lattice constants.  

 

Table 3.1 Calculated cubic unit-cell lattice constants compared to literature data20–22 

System 
Cubic unit-cell lattice constants 

Literature [Å] DFT-PBE [Å] Deviation [%] 

BaTiO3 4.036 4.028 0.215 

BaCuO3 4.004 4.006 0.051 

BaZrO3 4.256 4.243 0.318 

BaMoO3 4.149 4.073 1.827 

BaHfO3 4.204 4.196 0.199 

SrTiO3 3.945 3.941 0.100 

SrVO3 3.901 3.857 1.134 

SrCrO3 3.893 3.845 1.237 

SrMnO3 3.882 3.840 1.080 

SrFeO3 3.913 3.845 1.740 

SrCoO3 3.863 3.834 0.759 

SrNiO3 3.886 3.845 1.056 

SrCuO3 3.885 3.880 0.137 

 

https://en.wikipedia.org/wiki/%C3%85ngstr%C3%B6m
https://en.wikipedia.org/wiki/%C3%85ngstr%C3%B6m
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The hydrogen absorption energies ( 𝐸𝐻𝐴𝐸 ) and the oxygen vacancy formation 

energy (𝐸𝑂𝑉𝐹𝐸) based on the 2×2×2 ABO3 supercell were determined by the following 

expressions:  

𝐸𝐻𝐴𝐸 = 𝐸𝐵𝑢𝑙𝑘+𝐻 − 𝐸𝐵𝑢𝑙𝑘 −
1

2
𝐸𝐻2

 
(3.1) 

𝐸𝑂𝑉𝐹𝐸 = 𝐸𝐵𝑢𝑙𝑘−𝑂 +
1

2
𝐸𝑂2

− 𝐸𝐵𝑢𝑙𝑘 
(3.2) 

where 𝐸𝐵𝑢𝑙𝑘+𝐻 and 𝐸𝐵𝑢𝑙𝑘−𝑂 are the total energies of the perovskite supercell with one 

absorbed hydrogen atom and one oxygen vacancy, respectively; 𝐸𝐵𝑢𝑙𝑘 is the total energy 

of the perovskite; 𝐸𝐻2
 and 𝐸𝑂2

represent the total energies of a gas phase 𝐻2  and 𝑂2 

molecule, respectively. Relaxed geometries were used for all computed energies.  

To reveal the bonding nature of different perovskites, the crystal orbital 

Hamiltonian populations (COHP) was performed using the standalone computer program 

Local Orbital Basis Suite towards Electronic-Structure Reconstruction (LOBSTER)23–25.  

The electronegativity difference (∆𝑋𝐵−𝐴) for the perovskites (ABO3) is determined 

as: 

∆𝑋𝐵−𝐴 = 𝑋𝐵 − 𝑋𝐴 (3.3) 

where 𝑋𝐴 , 𝑋𝐵 denotes the Allred-Rochow electronegativity26,27 of cations A and B, 

respectively, in perovskites. It is also important to mention that A and B are mainly 3d or 

4d transition metals.  

 To study the minimum-energy paths and transition-state (TS) energy barriers for 

the hydrogen migration between different O sites inside bulk perovskites, the Climbing-
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image Nudged-elastic approach (CI-NEB) implemented in VASP package28 will be 

employed with the same convergence criteria used in above structure optimizations. 

 

3.4 Results and discussions 

Hydrogen as an interstitial dopant inside a bulk perovskite prefers to bind with 

lattice oxygen to form a hydroxyl group. As in the case of surface adsorption, the H in the 

hydroxyl group can be viewed as a proton, while the accompanying electron reduces the B 

ion in ABO3. We first examine structural change induced to perovskite structure after H 

absorption. 

 

3.4.1 Change of geometric structure after H absorption 

Figure. 3.1 shows the percent change of the supercell volume after hydrogen 

absorption. The average change is about 1%, while BaTiO3 and SrNiO3 are the exceptions 

and have > 2.5% changes. Using SrTiO3 as an example, Figure 3.2 presents the change in 

atomic positions before and after hydrogen absorption. At the most stable site, the H atom 

forms a hydroxyl group with one lattice oxygen in the (100) TiO2 plane, while interacting 

strongly with nearby oxygen atoms. This interaction deforms lattice by shortening the 

distances between hydrogen and its neighboring oxygens.  
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Figure 3.1. Volume change after hydrogen absorption in various perovskites. 

 

 

Figure 3.2 The optimized SrTiO3 structures before and after hydrogen absorption. The 

(100) TiO2 plane where hydrogen is located shaded in gray. 
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Figure 3. 3 (a) Variations of O-H distances inside the perovskites; (b) variations of B-O 

bond distances before and after hydrogen absorption. See Figure. 3.2 for labels of the O 

atoms. 
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Figure. 3.3(a) illustrates the variations of the O-H distances inside the perovskites 

under investigation. The O-H1 distance varies very little with different compositions of 

perovskites. For the distance of the H-O2 and H-O3, they are both within the range of 

1.8~2.5 Å and contributing to the stabilization of proton inside perovskites. However, in 

most cases, the H-O2 distance shorter than the H-O3 distance, indicating that the O1-H 

bond tilts toward O2. This inclination influences the two neighboring B-O bond distances 

of the OH bond as shown in Figure. 3.3(b): the B-O bond distances increase after H 

absorption; the O1-B2 bond distances are slightly smaller than the O1-B1 bonds. Similar 

distance shortening phenomenon and structure distortions were also reported from other 

oxides systems11,29–32.  

 

3.4.2 Electronic structures and chemical bonding 

The geometric changes after hydrogen absorption and the formation of the OH bond 

can also affect the electronic structure of the B-O bonds. In pristine perovskites, B and O 

form a polar covalent bond through hybridization of O 2p-states and B d-states33,34. Our 

group previous study35 shows that ICOHP will increase with the d–electron count in B, 

consistent with the weakening of the B-O bond across the row in the periodic table (Figure 

3.S1). In our study, we compared the ICOHP of B-O bond before and after H absorption 

via the explanations of the electronic properties and corresponding bonding contributions. 

Here, the typical cubic perovskite SrTiO3 will be used as the case study. As shown in 

Figure. 3.4(a), the conduction bands are mostly composed of the Ti-3d orbitals; after H 

absorption, the Ti-3d orbitals shift down. The crystal orbital Hamilton population (COHP) 

https://en.wikipedia.org/wiki/%C3%85ngstr%C3%B6m
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plots in Figure. 3.4(b) show that there is a slight occupancy of the Ti-O antibonding states 

near the Fermi level (negative -COHP values). In other words, the Ti-O bonds are 

weakened after H absorption, which is consistent with the increase of the B-O distance 

(Figure. 3.3(b)). In addition, Figure 3.S2 shows that the ICOHP of the B-O bond is always 

larger than that before H absorption for all the perovskites under investigation in this work. 

 

Figure 3.4 (a) Ti 3d-state partial density-of-states (DOS) before and after hydrogen 

absorption onto the oxygen-site of SrTiO3. (b) –COHP plot of the local Ti-O bond before 

and after hydrogen absorption (negative and positive COHP corresponds to bonding and 

antibonding interactions, respectively). 
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3.4.3 Hydrogen absorption energy and descriptors 

Hydrogen adsorption energy on surfaces has been found to be a highly useful 

energetic descriptor for their reactivity in catalysis12,35–39. Therefore, the hydrogen 

absorption energy (HAE) in perovskites could also be an important indicator of other 

properties of the perovskites. Here we first examine the correlation of HAE with the oxygen 

vacancy formation energy (OVFE). As shown in Figure. 3.5(a), a very good linear 

relationship is found. In other words, the smaller the OVFE, the more reducible the 

perovskite and the more reactive the lattice oxygen, so the more favorable the binding with 

hydrogen.  

Previously it was found that the integrated crystal orbital Hamilton population 

(ICOHP) value can be used as a bulk descriptor to correlate with the reactivity of the 

surface oxygen toward hydrogen on perovskite surfaces35. Hence, here we use the B-O 

ICOHP values of perovskites to correlate with their reactivity toward H absorption. We 

found a good correlation between ICOHP and HAE as shown in Figure. 3.5(b). Less 

negative ICOHP values for the B-O bonds mean that the perovskites have less population 

of the B-O antibonding states, so the O atoms will be more reactive toward hydrogen, 

leading to more favorable interaction or more negative HAE. We also found that O1-H 

ICOHP (Figure 3.S3) stays roughly constant with respect to the HAE, showing that the 

change in HAE must be dominated by the B-O bond contributions. 
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Figure 3.5 Correlation plots (a) between the hydrogen absorption energy (HAE) and the 

oxygen vacancy formation energy (OVFE) and (b) between the integrated crystal orbital 

Hamilton population (ICOHP) of the B-O bonds and HAE.  
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Figure 3.6 Correlation plot between the hydrogen absorption energy (HAE) and the 

electronegativity difference (∆XB−A) in ABO3 perovskites. 

 

Kreuer et al. proposed that the acid-base character of the cations play crucial roles 

in the proton mobility and the hydration processes in various perovskites1,40,41. The affinity 

for protons to the lattice O site inside the perovskites may vary with the chemical matching 

of A and B cations in perovskites (ABO3). Therefore, we correlate the HAE with the 

electronegativity difference between B and A (∆𝑋𝐵−𝐴). As shown in Figure. 3.6, the larger 

the electronegativity difference, the stronger (the more negative) the HAE. Since ∆𝑋𝐵−𝐴 is 

mainly dictated by B, Figure. 3.6 means that the less electronegative the B cation, the 

stronger the bonding of B with O and then the less reactive the O toward hydrogen.   
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3.4.4 Hydrogen diffusion processes  

 
Figure 3.7 (a) The configurations illustrate the transition-state pathway (the initial, 

transition-state and final structures) for the H jumping and -OH rotating diffusion processes 

using BaTiO3 as an example; (b) Illustration of the potential energy surface of the 

minimum-energy path for different diffusion processes in BaTiO3. Makers indicate the 

images included in the actual CI-NEB calculations; (c) Potential energy barriers for two 

diffusion processes in 6 different perovskites out from the all.  

 

There are two dominating hydrogen diffusion processes inside perovskites. One 

diffusion process is called “H jumping” —the H transfers within neighboring O sites, 

containing the breakage and reformation of the –OH bonds. Another process is the “H 

rotating” — the H reorients at the same O site. Using the BaTiO3 as an instance, Figure 
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3.7(b) displays the potential energy surface of the minimum-energy path for different 

diffusion processes. The pathways are symmetrical about the transition state, and the 

structure distortions take place during the hydrogen transfer as shown in Figure 3.7(a). 

Here, we only studied the diffusion behaviors of 6 perovskites (BaCuO3, BaTiO3, BaZrO3, 

SrCuO3, SrFeO3, and SrMoO3 out from the all mentioned above), the potential energy 

barriers (Figure 3.7(c)) of “H jumping” and “-OH rotating” for the same perovskites are 

very small and close to each other. This result indicates an easy and faster hydrogen 

migration inside perovskites.  

 

3.5 Conclusion 

We have studied geometry, chemical bonding, energetics, and descriptors of 

hydrogen absorption in ABO3 perovskites using density functional theory. We found that 

hydrogen formed a hydroxyl group with lattice oxygen, causing structural distortion mainly 

in the (100)-BO2 plane and a volume increase of 0.5 to 3%. Density-of-states and crystal 

orbital Hamilton population (COHP) analyses indicated that the electron from hydrogen 

occupied the lower-lying states in the conduction band which corresponded to the B-O 

antibonding states, thereby weakening and lengthening the nearby B-O bonds. Oxygen 

vacancy formation energy (OVFE), the Integrated COHP of the B-O bond, and the 

electronegativity difference (∆𝑋𝐵−𝐴) were found to be useful descriptors that correlate with 

hydrogen absorption energy (HAE). The low potential energy barriers of the “H jumping” 

and “-OH rotating” diffusion processes resulted in possible hydrogen migration inside 
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perovskites. This work provides fundamental insights into H in perovskites that may be 

useful for future studies of hydrogen intercalation and transport through perovskites. 

 

Supporting information 

3.S1 ICOHP of B-O bond with d-electron counts in B in SrBO3 

Figure 3.S1(a) illustrates that the ICOHP of B-O bond increases with d–electron 

counts in B in SrBO3 perovskites, indicating the weakening of B-O bond across the row in 

the periodic table. Meanwhile, it is implied that the B-O covalent bonding contributes more 

than the ionic bonding. The downward shift of the antibonding states of B-O bond -COHP 

(-COHP and COHP correspond to bonding and antibonding state, respectively) due to 

additional d-election (Figure 3.S1(b)) further proves the increase of the ICOHP.  
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Figure 3.S1 (a) Averaged integrated crystal orbital Hamilton populations (ICOHP) of B-O 

bond in the pristine perovskites SrBO3 with B being the 3d transition metals. (b) Negative 

crystal-orbital Hamilton population (-COHP) versus energy (relative to EFermi). The dashed 

dark blue line demonstrates the downshift of the separation point between the antibonding 

(negative -COHP) and bonding (positive -COHP) states. 

 

3.S2 ICOHP of B-O bond after H absorption 

Figure 3.S2 shows that the ICOHP of the B-O bond after H absorption is always 

larger than that before H absorption. This demonstrates the weakening of the B-O bond 
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after H absorption and the result is in line with the increased B-O bond distance (Figure 

3.3(b)).  

 

 
Figure 3.S2 Scatterplot of the ICOHP of the B-O bond before and after H absorption. Note 

that, the ICOHP value is averaged from the O1-B1 and O1-B2 bond after H absorption. 

See Figure 3.2 for labels of the O and B atoms. 

 

3.S3 ICOHP of O1-H bond versus hydrogen absorption energy (HAE) 

Figure 3.S3 suggests that the ICOHP of O1-H stays roughly constant with respect 

to the hydrogen absorption energy (HAE), illustrating that the change in HAE on different 

perovskites primarily derived from the reduction of the B-O bond. 
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Figure 3.S3 Scatterplot of O1-H ICOHP versus hydrogen absorption energy (HAE). See 

Figure 3.2 for labels of the O atom. 

 

3.S4 Abbreviations 

(I/p)COHP (Integral/projected) Crystal orbital hamilton population 

OVFE Oxygen vacancy formation energy 

HAE Hydrogen absorption energy 

DFT Density functional theory 

DOS Density-of-states 

TS Transition-state 

CI-NEB Climbing-image Nudged-elastic band 
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3.S5 Formulas 

Num. Formula 

3.1 𝐸𝐻𝐴𝐸 = 𝐸𝐵𝑢𝑙𝑘+𝐻 − 𝐸𝐵𝑢𝑙𝑘 −
1

2
𝐸𝐻2

 

3.2 𝐸𝑂𝑉𝐹𝐸 = 𝐸𝐵𝑢𝑙𝑘−𝑂 +
1

2
𝐸𝑂2

− 𝐸𝐵𝑢𝑙𝑘 

3.3 ∆𝑋𝐵−𝐴 = 𝑋𝐵 − 𝑋𝐴 
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Chapter 4 
 

 

 

 

 

First Principles Insights into the Heterostructures of 

MXene and TiO2 

 

 

 

 

 

4.1 Abstract 

 Heterostructures of MXenes (2D carbides and nitrides) and transition-metal oxides 

(TMOs) have shown great promises in electrical energy storage. However, many 

fundamental properties at the interfaces of MXenes and TMOs are still unclear. Here we 

use first-principles density functional theory (DFT) to investigate the interfacial structure, 

energetics, and electronic properties of the heterostructures of TiC-based MXenes and 

anatase TiO2. For the heterostructures containing MXene with -O terminations, the density 
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of states (DOS) shows that the system switches from a semiconductor to metal after 

increasing the thickness of MXene (from Ti2CO2 to Ti3C2O2). For MXene with –OH 

terminations, the strong H-bonding interactions at interface contribute to strong adhesive 

energy.  

 

4.2 Introduction 

 In recent years, extensive efforts have been devoted to enhancing the performance 

of energy storage devices. However, it is still a challenge to achieve both high energy 

density and power density, simultaneously.1–4 Novel electrode materials hold the key to a 

breakthrough in performances.  

Due to the excellent electrical conductivity and high volumetric capacitance, 

MXenes (2D carbides and nitrides) were explored in applications for electrical energy 

storage and electrocatalysis.5–14 Especially, many researchers have demonstrated great 

potentials of using MXenes for capacitive energy storage.15–20 To further enhance the 

capacitor performance, MXene nanosheets such as Ti3C2Tx (T denotes terminal groups 

such as -O, -OH, and -F) were hybridized with transition metal oxides (TMOs),21,22 and the 

resultant binder-free flexible films exhibited excellent Li-ion storage capability. For 

example, Rakhi et al. reported that nanocrystalline ɛ-MnO2 coated MXene nanosheets (ε-

MnO2/Ti2CTxand ε-MnO2/Ti3C2Tx) showed superior specific capacitance when compared 

with pure MXene-based symmetric supercapacitors.23 In another report, Ahmed et al. 

successfully fabricated TiO2 nanocrystals on the surface of Ti2CTx MXene sheets for Li-

ion battery applications.24 
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Despite many experimental demonstrations of using MXene/TMO 

composite/hybrid materials as the electrodes for energy storage, fundamental 

understanding of the interfacial structure, energetics, and electronic properties is still 

missing. Ti3C2Tx is the most studied MXene and metallic, but its cousin Ti2CTx offers 

higher specific capacitance (due to smaller formula weight) despite its semiconducting 

nature.25,26 Thus, it will be interesting to examine the contrast between Ti2CTx and Ti3C2Tx 

in forming interfaces with TMOs. In addition, heterostructures of the 2D 

metal/semiconductor are held together mainly through the van der Waals (vDW) 

interactions, resulting in weak Fermi-level pining that enables the effective tuning of the 

Schottky barrier.27–29  

To address the issues raised above, herein, we investigate the interfacial properties 

of Ti2CTx/TiO2 and Ti3C2Tx/TiO2 heterostructures using the first-principles density-

functional theory (DFT), as an initial step toward understanding the MXene/TMO 

interfaces and heterostructures. We chose Ti3C2Tx because it is the most studied MXene so 

far,17,30 Ti2CTx for comparison with Ti3C2Tx, and TiO2 as it is the most studied TMO.31 

Here we focus on the anatase phase since it is more widely used in many applications and 

has a remarkably higher specific surface area.32,33 Regarding surface chemistry, we 

consider three different surface functional groups on the Ti2CTx and Ti3C2Tx MXenes (T= 

100% -O, 100% -OH, a mixture of 10% -F and 90% -O). Below we first elaborate our 

computational approach. 
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4.3 Computational methods 

Density functional theory (DFT) calculations were performed using the plane-wave 

pseudopotential method as implemented in the Vienna ab initio simulation package 

(VASP).34,35 The electron-ion interactions were described by the projector augmented-

wave (PAW) methods36,37 while the electron exchange-correlation part was parameterized 

by the Perdew-Burke-Ernzerhof38 (PBE) functional form of generalized gradient 

approximation (GGA). The kinetic energy cutoff of 500 eV was used for the plane-wave 

basis set. Periodic boundary conditions have been utilized in all calculations with the 

Grimme DFT-D3 dispersion correction (Becke-Jonson damping39) to account for the van 

der Waals (vDW) interactions.40,41 

The optimized lattice constants of tetragonal anatase TiO2 unit cell are a = b = 3.827 

Å and c = 9.665 Å, while the calculated in-plane lattice constants for MXene are 3.043, 

3.092, 3.057, 3.105 Å for Ti2CO2, Ti2C(OH)2, Ti3C2O2 and Ti3C2(OH)2, respectively. 

Because of either LiF+HCl or HF was used in preparing MXene,42–44 its surface is usually 

ended up with a fraction of -F functional groups, so we also considered this scenario by 

substituting 10% of the –O surface-terminations with -F, namely, having Ti2CF0.2O1.8 and 

Ti3C2F0.2O1.8 as building blocks as well.  

The heterostructure comprises a lateral supercell of the anatase TiO2 (101) surface 

(the most stable one) matched to a similar lateral supercell of the MXene basal plane: Table 

4.1 shows the cases whose lattice mismatches are smaller than 2.5%. These two-

dimensional slabs, containing an MXene monolayer and three TiO2 anatase (101) surface 

layers, were modeled by using supercell approximation with a vacuum space about 15 Å 
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along the z-axis. Only MXene and the top TiO2 layers were allowed to relax during 

structure optimizations. Convergence criteria were set to be 0.02 eV/Å for force and 10-5 

eV energy and the Brillouin zone was sampled by (3×3×1) Monkhorst-Pack grid.45  

The adhesive energy (𝐸𝑖𝑛𝑡𝑒𝑟) of the interface between MXene and TiO2 layers is 

defined as: 

𝐸𝑖𝑛𝑡𝑒𝑟 = (𝐸𝑀𝑋𝑒𝑛𝑒 + 𝐸𝑇𝑖𝑂2
− 𝐸𝑡𝑜𝑡𝑎𝑙)/𝐴 (4.1) 

where 𝐸𝑀𝑋𝑒𝑛𝑒, 𝐸𝑇𝑖𝑂2
, and 𝐸𝑡𝑜𝑡𝑎𝑙 represent the energies of the MXene layer, the TiO2 layer, 

and the heterostructure, respectively; 𝐴 is the area of the interface. 

 

Table 4.1 Lattice mismatches for several heterostructure systems. 

System a Lattice [Å] b Lattice [Å] γ Degrees [o] Mismatch 

Ti2CO2/TiO2 15.651 11.227 43.029 1.8% 

Ti2CF0.2O1.8/TiO2 15.651 11.227 43.029 1.8% 

Ti2C(OH)2/TiO2 15.777 11.314 43.029 2.0% 

Ti3C2O2/TiO2 15.686 11.252 43.029 1.7% 

Ti3C2F0.2O1.8/TiO2 15.686 11.252 43.029 1.7% 

Ti3C2(OH)2/TiO2 15.811 11.338 43.029 2.4% 

 

4.4 Results and discussion 

Before elaborating on the interfacial energetic and electronic properties of the 

different heterostructures, we first compare the work functions and electronic density of 

states of the building blocks. 
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4.4.1 Building blocks for the heterostructures  

Table 4.2 shows the calculated work functions for all building blocks. It is found 

that the work functions of MXenes are all lower than that of the anatase TiO2 (101) surface 

[a-TiO2 (101)]. As expected, -OH termination leads to the lowest work function,46 while 

including a fraction of -F groups on the surface lowers the work function of the -O 

termination. Moreover, there is a small change in the work function from Ti2CTx to 

Ti3C2Tx.  

 

Table 4.2 Calculated work function (in eV) of the building blocks. 

System Work Function System Work Function 

Ti2CO2 5.70 Ti3C2O2 5.94 

Ti2CF0.2O1.8 5.67 Ti3C2F0.2O1.8 5.04 

Ti2C(OH)2 1.63 Ti3C2(OH)2 1.57 

a-TiO2(101) 6.43   

 

Figure 4.1 compares the total DOS of the building blocks. Ti2CO2 has a small band 

gap, while Ti3C2O2 is metallic (Figure 1a). In addition, by substituting 10% of the -O 

terminations with the –F terminated groups in Ti2CO2, the resulting Ti2CF0.2O1.8 also 

becomes metallic (Figure 1b). In comparison, both Ti2C(OH)2 and Ti3C2(OH)2 (Figure 1c), 

TiO2 is a semiconductor (Figure 1d). The electronic properties of the building blocks 

provide a basis for our discussion of the heterostructures as in the following.  
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Figure 4.1 Total density of state (DOS) (a) Ti2CO2 and Ti3C2O2; (b) Ti2CF0.2O1.8 and 

Ti3C2F0.2O1.8; (c) Ti2C(OH)2 and Ti3C2(OH)2; (d) anatase-TiO2. 

 

4.4.2 Structure and energetics of the heterostructures 

Figure 4.2 shows the optimal configurations for all heterostructures under 

investigation and their plane-averaged interlayer distances between the surface-O layer 

from a-TiO2(101) and the O-layer from MXene (namely, the distance between the two 

closest O-layers at the interface). In general, the thickness of the MXene does not impact 

the plane-averaged interlayer distance too much. By modifying the surface functional 

groups, the interlayer distance decreases slightly around 0.03Å from MXene (100% -

O)/TiO2 to MXene (10% -F and 90% -O)/TiO2. The interlayer distance for MXene (100% 

-OH)/TiO2 is almost unchanged regardless of the multiple H-bonding within interfaces. 
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The H-bonding induces higher interfacial adhesion energy (Einter) >5 eV/nm2, which is over 

5 times larger than that of MXene(100% -O)/TiO2 (Table 4.3). In addition, due to rigid 

stacking layers, -OH groups can H-bond with more than one surface-O from a-TiO2(101), 

thereby contributing more to the stronger interfacial interactions. With -F functional groups 

substituting -O in MXene, Einter decreased about 0.1 eV/nm2 from MXene (100% -O)/TiO2 

to MXene(10% -F and 90% -O)/TiO2, indicating a weaker interfacial interaction. 

Moreover, changing MXene thickness from Ti2CO2 to Ti3C2O2 will affect Einter by about 

0.2 eV/nm2.  

 

 
Figure 4.2 Optimal geometries of different heterostructures. The plane-averaged interlayer 

distance (shown as the number between two solid purple lines) is determined as the 

distance between the surface-O layer from a-TiO2(101) and the O-layer from MXene 

monolayer. 
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Table 4.3 Interfacial adhesion energy (Einter) for different MXene/TiO2 systems. 

Structure Einter [eV/nm2] 

Ti2CO2/TiO2 1.00 

Ti2CF0.2O1.8/TiO2 0.93 

Ti2C(OH)2/TiO2 5.31 

Ti3C2O2/TiO2 0.82 

Ti3C2F0.2O1.8/TiO2 0.71 

Ti3C2(OH)2/TiO2 5.11 

 

4.4.3 Electronic properties of the heterostructures 

Figure 4.3 depicts the electron-density differences for all heterostructures, the 

arrows and values dictate the electron transfer direction and amount across the interfaces, 

respectively. Around 0.015 e/nm2 were transferred from MXene (100% -O) to TiO2, a 

lightly higher value 0.020 e/nm2 were obtained from MXene (10% -O and 90% -F) to TiO2. 

Over 0.85 e/nm2 goes to the TiO2 from MXene (100% -OH). Hence, via varying the surface 

functional groups of MXene, the relevant interfacial electrostatic polarization differs, 

leading to a huge difference in the interfacial electronic properties. These results are in line 

with our group's previous findings: the larger the work function difference between 

interfacial building blocks, the more electrons will be transferred from the building block 

with the lower work function value to the one with a higher value.47 For better 

understanding the electron distributions within interfaces, the plane-averaged electron 

density differences were plotted in Figure 4.4. Most of the transferred electrons 

accumulated at the surface-O and -Ti layers from the a-TiO2, and the electron distributions 

are mainly localized in the regions nearby two interfacial areas of heterostructures.  
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Figure 4.3 The electron-density difference for different heterostructures. The arrow and 

number illustrate the electron transfer direction and amount, respectively. The excess 

(yellow) and depleted (cyan) electrons are shown in the plots. The iso-surface value is 

0.003 e/Å3 for MXene(100% -OH)/TiO2 and 0.0006 e/Å3 for all other heterostructures. 
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Figure 4.4 The plane-averaged electron-density difference for different heterostructures. 

The dashed light-blue line represents the middle position between the interlayer spaces (the 

two closest O-layer within the interfaces). 

 

To elaborate the conductivity for different heterostructures, we plot the density of 

states (DOS) and PDOS for different building blocks as shown in Figure 4.5. The Fermi-

level is set to zero in energy. The Ti2CO2/TiO2 heterostructure is semiconducting, while 

Ti3C2O2/TiO2 is metallic. For all other heterostructures, the high DOS values at Fermi-

level were contributed by the MXene monolayer. When the surface functionalization of the 
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MXene changes from 100% –O to a mixture of 10% –F and 90% -O, the DOS plots shift 

downward as more electrons are localized on the F atoms. Furthermore, Ti2CF0.2O1.8/TiO2 

heterostructure becomes a conductor.  

 

 
Figure 4.5 The density of state (DOS) and projected-DOS (pDOS) for different 

heterostructures. The Fermi-level is set to zero in energy. 
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4.5 Conclusion 

We have carried out a comprehensive first-principles study of the structural, 

energetic, and electronic properties within the interfaces of different MXene/a-TiO2(101) 

heterostructures. Different thicknesses of MXene (Ti2CT2 and Ti3C2T2) and surface 

functional groups (100% -O, 100% -OH, or a mixture of 10% -F and 90% -O terminations) 

are examined in our studies. We found that the most considerable work function difference 

of the individual building blocks occurs in MXene (100% -OH)/TiO2 heterostructures, 

leading to the largest electrons transfer from MXene (100% -OH) to TiO2 layer. For 

Ti2CO2-based heterostructures, through modifying the surface functional groups 

(Ti2CF0.2O1.8), the heterostructure will change from a semiconductor to a conductor. In 

addition, the presence of the multiple interfacial H-bonding in MXene (100% -OH)/TiO2 

make the interfacial adhesion energy (Einter) >5 eV/nm2. To sum up, our simulation results 

provide fundamental understandings of various interfacial properties for different 

MXene/TiO2 heterostructures.  

 

4.6 MXene(-O, -OH)/(N)TiO2 heterostructures 

 Besides modifying surface functional groups of MXene,48 the chemical 

manipulation method, element doping, is another way to modify the interfacial properties.49 

Following, we use the DFT approach to explore some interfacial properties in 

MXene/(N)TiO2 heterostructures. This study serves as an attempt, only the MXenes 

(Ti2CT2 and Ti3C2T2) with pure surface terminational groups (T=100% -O, or 100% -OH) 
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are involved. Since we mainly focused on interfaces, we start by using the N element to 

dope only one surface-O from a-TiO2(101).  

The optimal heterostructures and the electron-density difference were depicted in 

Figure 4.6. It suggests that the electrons are more localized surrounding the doped N atom. 

The DOS plots (Figure 4.7) present that after doping, the Ti2CO2/(1N)TiO2 becomes a 

conductor. Meanwhile, the calculated work function values are 6.43 eV for the TiO2 and 

6.75 for the (1N)TiO2 in our case. The analysis of the amount of interfacial electron transfer 

and the interfacial adhesion energy is warranted in our future work. 

 

 
Figure 4.6 The electron-density difference for different optimal heterostructures. The 

excess (yellow) and depleted (cyan) electrons are shown in the plots. The iso-surface value 

is 0.003 e/Å3 for MXene(100% -OH)/(1N)TiO2, 0.0006 e/Å3 for Ti2CO2/(1N)TiO2, and 

0.001 e/Å3 for Ti3C2O2/(1N)TiO2.  
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Figure 4.7 The total density of state (DOS) and projected-DOS of the N element for 

different heterostructures. The Fermi-level is set to zero in energy. 

 

 Moreover, in Ti3C2O2/(1N)TiO2 heterostructure, we noticed the formation of the 

bond between the doped N and the closest Ti from Ti3C2O2 (Figure 4.6). We further explore 

the cases with additional doped N in TiO2 for MXene(100% -O)/(N)-TiO2 heterostructures. 

Interestingly, we also observe the formation of these N-Ti bonds (Figure 4.8). The 

corresponding bonding analysis and interfacial properties will be our future research 

directions.  
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Figure 4.8 Optimal geometries of different MXene/(N)TiO2 heterostructures. There is only 

1N doping TiO2 in the left column of the plot, while 2N doping in the right column of the 

plot. 

 

Supporting information 

4.S1 Abbreviations 

TMO Transition metal oxide 

DFT Density functional theory 

(p)DOS (projected) Density-of-states 

vDW van der Waals 
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4.S2 Formulas 

Num. Formula 

4.1 𝐸𝑖𝑛𝑡𝑒𝑟 = (𝐸𝑀𝑋𝑒𝑛𝑒 + 𝐸𝑇𝑖𝑂2
− 𝐸𝑡𝑜𝑡𝑎𝑙)/𝐴 
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Chapter 5 
 

 

 

 

 

Proton Dynamics and Interfacial Properties in Single 

Water Layer Confined by Graphene-MXene and 

MXene-MXene 
 

 

 

 

 

5.1 Abstract 

The reversible redox process delivers significant contributions to the energy density 

of pseudo-capacitors. Pseudo-capacitors store energy through surface or near surface redox 

reaction. The intercalated proton involved redox reactions play crucial role in the 

pseudocapacitance of MXene. To further enhance its performance, the hybridization with 

carbon-based materials make the composites possess outstanding capacitance and high 

retention. However, the fundamental understanding of energy storage mechanisms within 
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heterostructures is still lacking. Herein, we employ ab initio molecular dynamics (AIMD) 

simulations to study the proton-transfer and redox behavior in MXene involved dissimilar 

interface (graphene-Ti3C2O2) confined water and compare to its behavior in  MXene 

confined water (similar interface Ti3C2O2-Ti3C2O2). By increasing intercalated-proton 

concentration, the surface-redox reactions are initiated and becoming more active. The 

interfacial electron transfer induced electric field enhanced the proton redox reaction rate 

in graphene-Ti3C2O2 confined water compare to Ti3C2O2-Ti3C2O2 system. These 

interfacial properties also affect proton transport behavior by forming denser hydrogen-

bonded networks with well-organized water molecules, leading to an incipient increase of 

proton mobility at low proton concentration. Further increasing proton concentration lead 

to decreased proton diffusivity.  This decreased diffusivity can be attributed to the 

restrictions from frequent surface redox to proton in-water transfer. In Ti3C2O2-Ti3C2O2, 

the repulsion between protons dominates the proton diffusion. Thus, a decreasing trend of 

the proton diffusion coefficient can be obtained with more intercalated-proton. As an initial 

attempt, our model explores and compares the effect from the interfacial properties and 

configurations to the intercalated-proton dynamics within the confined single water layer 

from the perspective of different types of interfaces.  

 

5.2 Introduction 

 MXenes, a family of two-dimensional (2D) transition metal carbides and nitrides, 

firstly discovered in 2011,1,2 has emerged as a fantastic material widely investigated in 

various fields, including energy storage,3–7 membranes,8,9 electronics,10–12 sensors,13–18 and 
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catalysts,19–22 etc. Due to the high electrical conductivity and high volumetric capacitance, 

MXenes have be considered as a promising electrode material for energy storage.23 

Previous experimental studies revealed that proton-involved reversible surface redox 

reaction is the key process to induce the pseudocapacitive behavior of MXene electrodes 

in H2SO4 electrolyte.24–26 The followed theoretical study showed that the thickness of the 

MXene-confined water layer impact the surface redox chemistry and proton in-water 

transfer.27  

However, the self-restacking issue of pure MXene nanosheets hampered its 

capacitor performance. This issue can be resolved via hybridizing with carbon-based 

materials (e.g. graphene nano-flacks, carbon nanotubes), metal oxides, or polymers.28–34 

Meanwhile, those MXene-based composites showed superior specific capacitances with 

an ultra-long lifespan. For example, Fu et al. reported that graphene/Ti2CTx@polyaniline 

(PAN) composite exhibits higher specific capacitance and excellent cycling stability in 

H2SO4 electrolyte.35 Gogotsi et al. prepared MXene/reduced graphene oxide (rGO) 

electrodes which can generate more electrochemical active sites for surface-redox and 

deliver a high volumetric capacitance.6  

Theoretical studies on the interfaces of different heterostructure are also hot topics 

at present.36,37 Li et al. examined the interfacial electric properties of various stacking types 

of graphene/MXene heterostructures and found that the charge transfer between different 

building blocks induced the interfacial electric fields.38 However, fundamental 

understandings of the energy storage mechanisms (e.g. the ions/molecule transport) within 

these dissimilar interfaces are still elusive. To serve as an initial attempt, in this work, we 
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explored and compared the effects of the interfacial properties and configurations on proton 

dynamics within single water layer interface confined by graphene-MXene, and MXene-

MXene. The proton was chosen because of its small size favorable for surface redox 

reactions.39 Another reason is that acidic electrolytes are commonly used in aqueous-based 

electrochemical supercapacitors due to their superb ionic conductivity. The MXene 

referred to in this work are all Ti3C2O2 since the -O terminations will be reduced to -OH in 

acid electrolyte through hydrogen binding. Below we first elaborate our computational 

methods. 

 

5.3 Computational methods 

Density functional theory (DFT) implemented by the Vienna ab initio Simulation 

Package (VASP40,41) was used for both structure optimization and ab initio molecular 

dynamics (AIMD) simulations. The electron-ion interactions were described by the 

projector augmented-wave (PAW42,43) methods while the electron exchange-correlation 

part was parameterized by the Perdew-Burke-Ernzerhof (PBE44) functional form of 

generalized gradient approximation (GGA). The kinetic energy cutoff 500 eV was used for 

the plane-wave basis set. Periodic boundary conditions have been utilized in all 

calculations with Grimme DFT-D3 (Becke-Jonson damping45) dispersion correction to 

account for the van der Waals (vDW) interactions.46,47 Convergence criteria were set to 

0.02 eV/Å in force and 10-5 eV in energy. The Brillouin zone was sampled by (3×3×1) 

Monkhorst-Pack grid48 for geometry optimizations, while only gamma point for AIMD 

simulations. 
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Figure 5.1 The optimized structures and the labeled building blocks for (a) 

G_0p_MO_0p_G and (c) MO_0p_MO (“0p” means no protons are intercalated at that 

interface); (b) and (d) provide the top-view and lattice parameters of (a) and (c), 

respectively. 

 

To model the structures, we used a monoclinic supercell for both graphene-MXene 

(A 4×4 supercell of Ti3C2O2 is matched to a 5×5 supercell of graphene with the lattice 

mismatch ~1.3%) and MXene-MXene (4×4 supercell of Ti3C2O2) systems. For 
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convenience, we use MO_MO and G_MO_G to represent various MXene-MXene and 

graphene-MXene systems in this work. In addition, the number of interfaces is 1 for 

MO_MO and 2 for G_MO_G. Within each interface, only a single water layer containing 

12 water molecules and 0 to 3 protons were intercalated, and the whole simulation cell is 

charge neutral. We use “#p” to denote the number of protons being intercalated, e.g. 

G_1p_MO_1p_G stands for 1 proton per interface. The optimized structure of 

G_0p_MO_0p_G and MO_0p_MO are displays in Figure 5.1. The name of each building 

block as well as the a, b lattice constants and γ are also listed in Figure 5.1. For systems 

with same building block but different intercalated proton concentration, only c-lattice 

constant was optimized while other lattice parameters were kept unchanged. The optimal 

c-lattice constants are summarized in Table 5.S1.  

The optimized structures were utilized as the initial structures for subsequent AIMD 

simulations. The AIMD were run in canonical ensemble (NVT) with the Nosé-thermostat 

at 300 K for 20 ps with 1 fs/time-step.49–51 The last 15 ps, where the system temperature 

was stabilized, were used for the following analysis.  

The proton diffusion coefficient can be calculated from the Einstein relation 

(equation 2.33) D =
1

𝑛

𝜕(𝑀𝑆𝐷)

𝜕𝑡
     (𝑛 = 6 𝑓𝑜𝑟 3𝐷 𝑠𝑦𝑠𝑡𝑒𝑚 ) , where MSD stands for the 

mean square displacement of the proton-bonded O0 atom. Detailed definitions are provided 

in supporting information.  
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5.4 Results and discussion 

Given different interfaces, one may wonder how the proton behaves differently in 

confined single water layer. To address this problem, we evaluate proton transport 

subsequently. 

 

5.4.1 Proton transport and surface redox reaction 

In our simulation timescale, besides proton in-water transfer, the reversible surface 

redox process can also be observed. During this process, the proton in hydronium ion 

(H3O
+) transfers to the surface-O of MXene forms the hydroxyl group (-OH). After a 

certain time interval, the -OH group will release the proton to nearby water molecule to 

form H3O
+ again. Figure 5.2 depicted the number of proton in-water transfer events and 

surface redox reactions happened at each timestep along the whole trajectories. The proton 

in-water transfer happened much more frequently than surface-redox. Furthermore, more 

frequent surface redox reactions occur in G_MO_Gs with additional intercalated-proton, 

while a few redox events take place in MO_3p_MO. Thus, both interfacial proton 

concentration and interface compositions may impact proton surface-redox behavior. Due 

to proton’s transitivity, the surface-redox can happen on different surface-O sites of 

MXene, which was primarily mediated by proton in-water transfer events (Figure 5.S2). 
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Figure 5.2 Number of proton surface-redox (green) versus in-water proton transfer (orange) 

events with time for (a) G_MO_Gs and (b) MO_MOs. Note that we count all protons inside 

each system. 
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The estimated surface redox rate constant is summarized in Table 5.1. Comparing 

the 3-proton per interface case, the rate constant for G_3p_MO_3p_G, 634 m/s, is about 9 

times larger than that of MO_3p_MO, 68.6 m/s. This huge difference should be derived 

from proton transport mechanisms and the interfacial properties/configurations. Below, we 

begin to analyze the proton diffusivities. 

 

Table 5.1 The calculated surface redox rate constants for different systems. 

Systems Graphene-MXene MXene-MXene 

Proton number per 

interface 
1 2 3 1 2 3 

Surface redox rate 

constant [m/s] 
- 430.0 634.25 - - 68.6 

 

5.4.2 Proton diffusivity within interfaces  

 
Figure 5.3 The identity of the proton-bonded O0 inside (a) H3O

+ within single water-layer, 

or (b) -OH group on the MXene surface. 
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 The proton-bonded O0—the O in the hydronium ion (H3O
+) within water layer or 

the O from the hydroxyl group (-OH) on MXene surface (Figure 5.3), was treated as the 

identity to describe the proton transferbehavior. The proton mobility can be quantified by 

the diffusion coefficients (Figure 5.4) through Einstein relation from the mean square 

displacement (MSD) results (Figure 5.S3(a)). When increasing intercalated-proton 

concentration, a decreasing trend of the diffusion coefficient is obtained for MO_MOs, 

while an increasing then decreasing trend is found for G_MO_Gs. In the next two 

subsections, we will give a detailed analysis on why proton mobility change with 

concentration for each system. 

 

 
Figure 5.4 Proton diffusion coefficients for different systems calculated from the Einstein 

relation of mean square displacement (MSD) (Figure 5.S3(a)). 
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5.4.2.1 MXene-MXene interface  

 
Figure 5.5 The continues O0 paths (using the direct coordinate) for (a) MO_1p_MO, (b) 

MO_2p_MO, and (c) MO_3p_MO. We plotted a 3×3 unit-area (with 9 repeating units) for 

better representing the O0 trajectory in the black squared unit space. Each color denotes a 

different proton-bonded O0. The lower plots are the enlargement of the black square box 

from upper plots.  

  

 Through analyzing the percent of occupation time (Table 5.S2), either inside H3O
+, 

or bind with MXene surface-O (-OH group), we found regardless of the proton 

concentration, >99% of the time proton stay within the water layer though few surface 

redox reactions happen in MO_3p_MO. Additionally, a larger decomposed diffusion 

coefficients within XY-plane (Figure 5.S3(b)) denotes that the proton in-water transfer 

mostly contributes to the proton diffusion in MO_MOs. Via plotting the XY-plane 

projected continuous O0 paths (Figure 5.5), we found there are apparent gaps between 
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different O0 trajectories. Those separations are originated from the proton repulsions within 

the single water-layer. Thus increasing proton concentration results in more localized 

proton movement, hence decreased proton diffusivity in MO_MOs.  

 

5.4.2.2 Graphene-MXene interface 

Table 5.2 Percent of occupation time when protons are in H3O
+ in water layer or -OH group 

on MXene surface for G_MO_Gs. 

Systems 
% of occupation time 

H3O
+ in Water layer -OH on MXene surface 

G_1p_MO_1p_G 100 - 

G_2p_MO_2p_G 96.20 3.80 

G_3p_MO_3p_G 53.42 46.57 

 

 Likewise, we tabulated the percent of occupation time when the proton is in the 

H3O
+ or -OH group for G_MO_Gs into Table 5.2. For high proton concentration system 

(G_3p_MO_3p_MO), 46.6% of the time, the proton were binding with MXene surface-O 

which largely restrict proton mobility, hence low proton diffusion coefficient. The 

restricted proton movement is further proved by the formation of more cluster-like O0 paths 

as depicted in Figure 5.6(c). However, for both G_1p_MO_1p_MO and 

G_2p_MO_2p_MO, the proton in-water diffusion plays a pivotal role as protons stay inside 

H3O
+ >95% of time. (This can be further confirmed by larger XY-plane proton diffusion 

coefficients suggested from Figure 5.S3(b)). Since under this circumstance, the in-water 

diffusion dominates the proton movement as showed in previous MO_MOs, a rinsing 

question would be why the proton diffusion coefficient trend different in G_MO_Gs. This 
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abnormal trend might ascribed to the dissimilar interface enhanced water mobility or the 

induced denser hydrogen-bonded networks. 

 

 
Figure 5.6 The continues O0 paths (using the direct coordinate) for (a) G_1p_MO_1p_G, 

(b) G_2p_MO_2p_G, and (c) G_3p_MO_3p_G. We plotted a 3×3 unit-area (with 9 

repeating units) for better representing the O0 trajectory in black squared unit space. Each 

color denotes a different proton-bonded O0. Due to the relative symmetric structures of 

G_MO_Gs, only the O0 paths within the “Lower Protons+Water Layer” were plotted. See 

Figure 5.1 for the label of the building block. The lower plots are the enlargement of the 

black square box from upper plots.  
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Figure 5.7 Radial distribution function (RDF) g(r) and coordination number N(r) of (a) 

Owater-Owater, (b) Owater-H(including protons) for G_MO_Gs. 

 

To rule out the effect of fast water mobility, we estimated the diffusion coefficients 

of water molecules (Owater) (Figure 5.S4). We found that water became motionless after 

additional intercalated-proton. From the perspective of the hydrogen-bonded networks, the 

radial distribution function (RDF) g(r) and coordination number N(r) of the Owater-Owater 

and Owater-H (including protons) are plotted in Figure 5.7. When changing from 

G_1p_MO_1p_MO to G_2p_MO_2p_MO, both Owater-Owater peak and H-bonding peak 

(the peak locate at 1.6~1.8 Å) shifted left, which suggests reduced hydrogen bond length, 

indicating the denser hydrogen-bonded networks within interfaces. Moreover, we also 

investigated the water dipole orientation θ and OH bond orientation β to check water 

configurations as shown in Figure 5.8. The normalized distribution plot shows that with 

respect to growing proton concentration: i) the narrower and higher peak will appear within 

region 40o<θ<75o; ii) the more obvious separated peaks will emerge at regions 10o<β<30o 

and 80o<β<110o. These results demonstrate the formation of more directional water 

structures with one OH bond pointing toward the MXene surface and the other pointing 
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parallelly to XY-plane. With denser hydrogen-bonded networks and more oriented water 

molecules, the proton in-water transfer will become easier and faster, thus an increased 

proton diffusion coefficient is obtained for G_2p_MO_2p_MO. 

 

 
Figure 5.8 The normalized distribution of (a) the dipole orientation θ and (b) OH bond 

orientation β for water molecules (exclude the hydronium ion) for G_MO_Gs. A schematic 

of water orientations for θ and β is illustrated in the top plots. The ±Z-dir directed 

perpendicularly from graphene to MXene. 
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5.4.3 Interfacial properties and configurations 

 In this section, we will explore the effects of the interfacial properties and 

configurations on the proton dynamic movements. We firstly probe the interfacial electric 

properties next. 

 

5.4.3.1 Interfacial electric field 

 Regardless of the intercalated water layer, the electrons still transfer between 

different building blocks. (Detailed bader charge analysis (Figure 5.S5) is included in 

supporting information.) In G_MO_Gs, an interfacial electronic field directed from 

graphene to MXene layer will always be there due to the positively charged graphene and 

negatively charged MXene (Figure 5.9). In contrast to G_MO_Gs, no interfacial electric 

field appears in MO_MOs. For both systems, most of the electrons are transferred from 

interfaces (“Upper/Lower Protons+Water Layer”) to MXene, making MXene more 

negatively charged with increasing intercalated-proton concentration. Those interfacial 

electronic properties will help to align and attract OH bonds from water molecules, making 

a more directional water layer.  
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Figure 5.9 Diagram of the charge sign (+/-) for different building blocks and the interfacial 

electronic field directions (the purple array) for (a) G_MO_Gs, and (b) MO_MOs. See 

supporting information for detailed bader charge analysis. 

 

5.4.3.2 Interfacial configurations 

For G_MO_Gs, with increased intercalated-proton number, the greater interfacial 

electric field induces stronger interlayer interactions, leading to the reduced Owater-OMXene 

(OMXene denotes surface-O from MXene) distance (Figure 5.S6). This closer water-MXene 

interlayer distance assists to raise chances for protons in water to encounter MXene surface, 

thereby a higher surface redox rate is gained for G_3p_MO_3p_G 634.5 m/s than 

G_2p_MO_2p_G 430 m/s (Table 5.1).  
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Figure 5.10 A histogram of the positions of H (including the protons) atoms along Z-

direction from trajectories for (a) G_2p_MO_2p_G and G_3p_MO_3p_G, (b) 

MO_2p_MO and MO_3p_MO. ρ(Z) corresponds to the normalized distribution function 

along Z-direction. Dashed line, OMXene layer; Dotted line, graphene layer; Dash-dotted line, 

Owater layer. These line positions are averaged from the corresponding atom positions along 

trajectories. 

 

 
Figure 5.11 A histogram of the Owater and proton positions along Z-direction from 

trajectories for (a) G_2p_MO_2p_G and G_3p_MO_3p_G, (b) MO_2p_MO and 

MO_3p_MO. ρ(Z) corresponds to the normalized distribution function along Z-direction. 

 

According to Table 5.1, the surface redox rate is always larger in G_MO_Gs than 

in MO_MOs at the higher proton-intercalated concentration (2-3 protons per interface). 

This is owing to their different interfacial configurations and properties. According to the 

unit-cell construction, the interface is exposed to just one side of the MXene surface in 
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G_MO_Gs, while both-sides in MO_MOs. Moreover, the graphene layer is hydrophobic 

while the -O terminated MXene is hydrophilic. Thus, the distribution of H (including 

protons) positions along Z-direction from trajectories (Figure 5.10) shows a greater H 

density within water-MXene interlayer in G_MO_Gs and a symmetric H distribution about 

the Owater layer in MO_MOs. We further plot the distribution of Owater and proton positions 

as shown in Figure 5.11. More interestingly, unlike G_(2-3)p_MO_(2-3)p_G that only one 

Owater peak appears at each interface, there are two separated Owater peaks in MO_(2-

3)p_MO. With more intercalated-protons, the separated Owater peaks in MO_MO become 

more conspicuous, indicating that the water molecules move towards either side of the 

MXene surfaces to form inner-separation water regions. (The distribution plots of the water 

dipole orientation θ and OH bond orientation β further proves these separations (Figure 

5.S7).) Meanwhile, the higher and narrower proton position peak between the two 

separated Owater peaks illustrates that the protons prefer to act like the bridge between water 

molecules from the inner-separation water regions in MO_MOs. (Figure 5.S8 provides 

several snapshots showing the structures of the proton-involved H3O
+/-OH group with the 

nearest water molecule.) The preference of the proton behavior decreases its possibility to 

run into MXene surfaces, thereby less-frequent surface-redox reactions and a smaller 

surface redox rate will be the case for MO_MOs. Besides, our group previous study on 

MXene showed that the capability for storing protons in Ti3C2O2 is about 0.5 H+/formula-

unit.52 In terms of our study, the largest proton storage is around 0.38H+/formula-unit and 

0.19H+/formula-unit for G_3p_MO_3p_MO and MO_3p_MO, respectively. The relative 
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smaller proton storage value for MO_3p_MO may also be the cause of fewer surface redox 

activities than G_3p_MO_3p_MO. 

 

5.5 Conclusions 

 Through employing ab-initio molecular dynamics (AIMD) methodology, the 

proton transport mechanisms and interfacial properties were thoroughly explored. The 

intercalated-proton concentration did impact the proton transport and surface redox 

processes. With more intercalated-protons, proton repulsions mainly influence the proton 

in-water transfer in MO_MOs, resulting in a decreased proton mobility. For G_MO_Gs, 

the incipient increase of the proton diffusion coefficient is primarily attributed to the denser 

hydrogen-bonded networks with more directional water structures. The frequent proton 

surface-redox and longer-time that proton binding with the MXene surface-O restricts the 

proton in-water transfer, leading to the further decreased proton diffusion coefficient in 

G_3p_MO_3p_G. Moreover, the interfacial configurations and electric properties may also 

be the factor to control the proton dynamic behaviors. In general, our study provides 

detailed comparisons of the proton transport mechanisms within single water layer 

confined by different types of interfaces. 
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Supporting information 

5.S1 Calculation details about MSD 

The time-dependent mean square displacement (MSD) of the proton-bonded O0 

was estimated from equation 2.32. The diffusion coefficient (D) is estimated by the Einstein 

relation (equation 2.33) — the slope of the MSD divided by 𝑛. In our study, the slop is 

obtained by fitting the virtual linear region from the MSD curves (averaged over all 

snapshots within 1.0 ps – 4.5 ps).  

 

5.S2 Optimal c-lattice constants and water densities 

Table 5.S1 The optimal c-lattice constants and water densities for different systems. 

Systems Optimal c-lattice constant [Å] Water density [g/cm3] 

G_0p_MO_0p_G 23.0 0.862 

G_1p_MO_1p_G 23.0 0.862 

G_2p_MO_2p_G 23.0 0.862 

G_3p_MO_3p_G 23.0 0.862 

MO_0p_MO 12.5 1.029 

MO_1p_MO 12.5 1.029 

MO_2p_MO 13.0 0.871 

MO_3p_MO 13.0 0.871 

 

 Table 5.S1 shows the optimal c-lattice constant and water density for each system. 

Through scanning the c-lattice (with an increment value 0.5 Å) as a function of the total 

unit-cell energy, the optimal c-lattice constant is determined at the point where the lowest 

total unit-cell energy is obtained (Figure S1). From this table, all G_MO_Gs have the same 

c-lattice parameter and water density, while for MO_MOs, the increase of the optimal c-

lattice constant from 1 to 2 protons per interface leads to the decrease of the corresponding 
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water density. It is worth to mention that the increase of the c-lattice constant in MO_MOs 

will not affect any results investigated in this work. 
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Figure 5.S1 Relative total unit-cell energy as a function of the c-lattice parameter of different systems with/without confined 

single water layer and proton. The Pure_G_MO_G and Pure_MO_MO refer to the systems with no intercalated water layer and 

protons.  

 

1
2
2
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5.S3 Index changes for the proton-bonded O0 

 
Figure 5.S2 The time-dependent index changes of proton-bonded O0 along trajectories (a), 

(c), (e) for different G_MO_G; (b), (d), (e) for different MO_MOs. The index range of the 

surface-O from MXene is 133-164 for G_MO_Gs and 33-64 for MO_MOs, while the index 

range for the O in the water layer is 165-188 for G_MO_Gs and 65-76 for MO_MO. 

Different color denotes different proton-bonded O0. 
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 Figure 5.S2 illustrates the time-dependent index change of the proton-bonded O0 

along AIMD trajectories for different systems. Whenever there is a proton transfer from 

water to MXene surface, the proton-bonded O0 index will be located within the index range 

133-164 for G_MO_Gs and 33-64 for MO_MOs. The multiple index changes within this 

range along the same continues O0 path, indicating that protons were transferred to 

different surface-O sites.  

 

5.S4 Total/decomposed proton diffusion coefficients 

The total MSD as a function of time for the proton-bonded O0 is shown in Figure 

5.S3(a). To evaluate the contributions to the total diffusion coefficients, the decomposed 

XY-plane (𝑛 = 4  for a 2D system) and Z-direction (𝑛 = 2  for a 1D system) (Figure 

5.S3(b)) diffusion coefficient are obtained by projecting the proton-bonded O positions to 

the relative direction in MSD. Since a single water-layer is applied at each interface, the 

XY-plane proton diffusion is mainly due to proton in-water transfer, while the Z-direction 

diffusion corresponds to proton jumping between water and MXene surface (namely 

surface redox reactions). As a result, the XY-plane diffusion contributed primarily to the 

proton diffusion in all MO_MOs. In G_MO_Gs, the incipient increase of the diffusion 

coefficient should be attributed to the faster proton in-water transfer, and the latter 

decreased value is due to the more frequent proton surface-redox behavior. 
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Figure 5.S3 Proton diffusion within the interface: (a) Total mean-squared displacement 

(MSD) as a function of time for O0; (b) Total and decomposed (XY-plane and Z-dir.) 

proton diffusion coefficients for different systems. 

 

5.S5 Percent of occupation time for different proton-involved structures 

Table 5.S2 suggests that protons prefer to stay as H3O
+ in water layer >99% of the 

time for all MO_MOs. This result provides additional evidence that proton in-water 

transfer plays a key role during the whole proton diffusion in MO_MOs. 

 

Table 5.S2 Percent of occupation time when protons are in H3O
+ in water layer or -OH 

group on MXene surface for MO_MOs. 

Systems 
% of occupation time 

H3O
+ in Water layer -OH on MXene surface 

MO_1p_MO 100 - 

MO_2p_MO 100 - 

MO_3p_MO 99.29 0.71 
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5.S6 Total/decomposed Owater diffusion coefficients 

 The diffusion coefficients are found to be in a decreasing trend for O in the water 

layer (Owater) with increased intercalated-proton concentration, indicating that water 

molecules become more motionless (Figure 5.S4). Here, we included the H3O
+ species in 

our calculations because they influence the water dynamic behavior dramatically within 

single water layer.  

 

 
Figure 5.S4 The Owater diffusion within the interface: (a) Total mean-squared displacement 

(MSD) as a function of time for Owater; (b) Total and decomposed (XY-plane and Z-dir.) 

Owater diffusion coefficients. 
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5.S7 Bader charge analysis for different building blocks 

 
Figure 5.S5 The averaged bader charge per unit cell (from 10 randomly selected snapshots) 

of each building block for (a) G_MO_Gs and (b) MO_MOs. Note that the y-axis range is 

different for different building blocks. See Figure 5.1 for the names of different building 

blocks. 

 

We calculated the Bader charge for different building blocks of 10 randomly 

selected snapshots for all systems under investigation. The averaged Bader charge values 
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with small standard deviations were presented in Figure 5.S5. Accompanied by the 

increased intercalated-proton concentration, for G_MO_Gs, a fraction of electrons goes 

from interfaces (“Upper/Lower Protons+Water Layer”) to graphene, and another fraction 

goes to MXene. In return, we obtain a more negatively charged MXene and more positively 

charged interface. The slight reduced positive charge in graphene does not impact the 

presence of the interfacial electric field with the direction from graphene to MXene. 

Contrary to G_MO_G, no interfacial electric field appears within the interface in MO_MOs 

while the MXene still becomes more negatively charged due to the interfacial electron 

transfer.  

 

5.S8 Radial distribution function (RDF) of Owater-OMXene 

 
Figure 5.S6 The radial distribution function (RDF) g(r) and coordination number N(r) of 

Owater-OMXene for G_MO_Gs. 
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 Figure 5.S6 displays the radial distribution function (RDF) g(r) and coordination 

number N(r) of the distance between the O from water (Owater) and the surface-O from 

MXene (OMXene) for different G_MO_Gs. The left-shift peak in terms of additional 

intercalated-proton suggests a reduced Owater-OMXene distance. Hence, the water layer 

comes closer to the MXene surface, leading to a higher possibility for protons to transfer 

between water and MXene surface. 

 

5.S9 The distribution of θ and β in MO_(2-3)p_MO 

 
Figure 5.S7 The normalized distribution of (a) the dipole orientation θ and (b) OH bond 

orientation β for water molecules (exclude the hydronium ion) for MO_(2-3)p_MOs. A 

schematic of water orientations for θ and β is illustrated in the top plots. The -Z-dir directed 

perpendicularly from the upper to the lower MXene surface. 
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 The normalized distribution plots (Figure 5.S7) for MO_(2-3)p_MO suggests that 

with increasing intercalated-proton number, more distinct 2 θ (water dipole orientation) 

peaks and 4 β (OH bond orientation) peaks will present. This phenomenon indicates that 

the interfacial water molecules are attracted by either side of the MXene surface, leading 

to the interfacial water layer separations. Furthermore, more oriented water molecules will 

present since the peaks become more apparent within the regions: 50o<θ<70o, 115o<θ<135o 

and 10o<β<30o, 150o<β<170o. This means that one OH bond from water molecule is more 

inclined to point toward the MXene surface and the other points parallelly to XY-plane. 

Hence, similar to the case in G_MO_Gs, the water configurations become more directional 

in MO_MOs.  
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5.S10 Snapshots of the proton position in MO_(2-3)p_MO 

 
Figure 5.S8 Three-snapshot structures of the proton-involved H3O

+/-OH group and the 

nearest water molecule for (a) MO_2p_MO and (b) MO_3p_MO. The proton is 

highlighted in yellow. Light gray, Ti; dark gray, C; red, O; white, H 

 

 In MO_MOs, the interface is exposed to both-sides of MXene surfaces. According 

to the interfacial electron transfer analysis above, the more the intercalated-proton, the 

stronger the interactions between the interface (“Upper/Lower Protons+Water Layer”) and 

MXene. From MO_2p_MO to MO_3p_MO, the water molecules move towards either side 

of the MXene surfaces, resulting in the inner water-layer separation. Figure 5.S8 

schematically shows the structures of the proton-involved H3O
+/-OH group and the nearest 

water molecules from three randomly chosen snapshots. In comparison with MO_2p_MO, 

protons in MO_3p_MO are more favorable to serve as the bridge connecting water 

molecules from the inner separated water-layers. 
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5.S11 Bader charge analysis for proton in water and on MXene surface 

 In our proton transport studies, the proton can either bind with the water molecule 

to form hydronium ion (H3O
+) or bind with the surface-O from MXene to form the 

hydroxyl group (-OH). One may wonder, “will there be any difference for the interfacial 

electron transfer under these two different proton binding circumstances”. To address this 

problem, we further sort out the snapshots from the trajectory. Note that we have systems 

with different intercalated-proton numbers. Using the complicated G_MO_Gs for an 

explanation, at lower intercalated-proton concentration, the protons are all staying with 

water molecules. With additional proton being intercalated, multiple reversible surface 

redox reactions take place, whereas not all protons run into the MXene surface at the same 

time. When it comes to the higher intercalated-proton concentration, by inspecting the 

trajectory, at least two protons are binding with the MXene surface-O simultaneously for 

every snapshot (Figure 5S.9). Hence, we will classify the snapshot into “Several protons 

bind with MXene surface-O (-OH)” category whenever at least one proton forms -OH on 

MXene surface, and the other category would be “All protons bind with water (H3O
+)”.  

We randomly selected 10 snapshots for each proton binding situation, the 

corresponding averaged bader charge value with standard deviation for each building block 

is depicted in Figure 5.S10. With respect to increasing intercalated-proton numbers, the 

occurrence of the proton surface-redox will not impact the general trends of the bader 

charge for each building block. Even for G_2p_MO_2p_G and MO_3p_MO in which both 

proton binding situations are involved along trajectories, the bader charge difference 

between those two situations is almost negligible. 
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Figure 5.S9 The identity of the proton-bonded O0 along trajectories for different (a), (c), 

(e) G_MO_Gs, and (b), (d), (f) MO_MOs. “Surface” in the y-axis denotes that the proton 

is bonding with a surface-O from MXene, while “water” represents that the proton is 

bonding with the O in a water molecule. Different color denotes different proton-bonded 

O0. 
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Figure 5.S10 The averaged bader charge per unit cell (from 10 randomly selected snapshots) 

of each building block in (a) G_MO_Gs, (b) MO_MOs for two different proton binding 

situations: “All protons bind with water (H3O
+)” and “Several protons bind with MXene 

surface-O (-OH)”. Note that the y-axis range is different for different building blocks. See 

Figure 5.1 for the names of different building blocks.  
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5.S12 Water intercalation of layered graphene-MXene heterostructure 

 
Figure 5.S11 A schematic of Graphene-MXene slab construction. 

 

Before examining the proton dynamic behavior within the confined single water 

layer above, we explored the effect from the water-intercalation to the interfacial properties 

of the graphene-MXene system. The computational details are in common with that 

described in section 5.3 except for the building of the unit-cell. Here, we construct a slab 

(Figure 5S.11) that a 4×4 supercell of Ti3C2O2 is matched to a 5×5 supercell of graphene 

with a lattice mismatch ~1.3%. A 15 Å vacuum layer is applied above the graphene layer 

to minimize the interaction due to the periodic images along Z-direction. During geometric 

optimization, the relaxation is only allowed to the graphene and the upper 4 atom-layers of 

MXene.  
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5.S12.1 Effects from water intercalation to interface distance 

 
Figure 5.S12 Change in the plane-averaged interlayer distance between the graphene and 

its nearby surface-O from MXene as a function of the number of intercalated-H2O 

molecules. 

 

 As the first step, we explore the effects of water intercalation on the interface 

distance. We estimate the number of molecules needed to form one, two or three water 

layers at interfaces through gradually introducing water molecules. With an incrementing 

number 4 each time from 0 to 36, we plotted the plane-averaged interlayer distance (Figure 

5S.11) between the graphene and the nearby MXene surface-O layer as a function of the 

intercalated-H2O number in Figure 5S.12. The corresponding optimal slab configurations 

are provided in Figure 5S.13. We found that the single water layer can contain up to 12 

H2O molecules. Further increase in the number of H2O results in the onset of the second 

layer formation. Afterwards, the third water layer can be obtained when reaching 32 H2O 

molecules. (The exact plane-averaged interlayer distances and the corresponding water 
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densities are summarized in Table 5.S3.) What is even more interesting is that the OH bond 

in water prefers to point toward MXene surface, especially for mono-layer water cases (4 

to 12 intercalated H2O). This phenomenon should be ascribed to the interfacial properties 

within the graphene-MXene heterostructure. 

 

 
Figure 5.S13 The optimal slab configurations for the different number of intercalated H2O 

systems. 
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Table 5.S3 The plane-averaged interlayer distances and the corresponding water densities for different systems with different 

intercalated-H2O numbers.  

 
Number of intercalated-H2O 

0 4 8 12 16 20 24 28 32 36 

Plane-averged 

interlayer distance [Å] 
3.07 5.99 6.10 6.36 7.54 8.25 8.89 8.25 10.64 11.52 

Water density [g/cm3] - 0.32 0.61 0.84 0.83 0.89 0.96 1.25 0.98 0.99 

 

 

Bader charge 

per unit cell 

Number of intercalated H2O 

0 4 8 12 16 20 24 28 32 36 

Graphene  0.60 0.54 0.69 0.61 0.62 0.64 0.46 0.70 0.66 0.83 

Protons+Water 

Layer 
0 -0.04 -0.08 -0.06 -0.07 -0.05 -0.02 -0.05 -0.05 -0.07 

MXene  -0.60 -0.50 -0.61 -0.55 -0.55 -0.59 -0.44 -0.65 -0.61 -0.76 

 

Table 5.S4 The bader charge per unit cell of different building blocks for different intercalated-H2O number 

systems. The left plot shows the interfacial electric field with the direction from graphene to MXene. 
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5.S12.2 Interfacial electronic properties with different intercalated-H2O numbers 

 We carried out bader charge analysis of different building blocks (graphene, water 

layer, MXene) for the systems with different H2O-intercalation numbers. The result has 

been tabulated into Table 5.S4. The appearance of the water molecules does not influence 

electron transfer from graphene to MXene (Ti3C2O2), and a slight amount of the electrons 

(about 10%) will be transferred to the water layer no matter the H2O-intercalation numbers. 

Hence, the interfacial electric field still exists. Those interfacial properties help to attract 

the water molecules and align the inner OH bonds.  

 

5.S12.3 Interfacial H-bonding configurations 

 Since the -O surface terminations for MXene are used in this heterostructure study, 

there are mainly two types of H-bonding involved within interfaces. One is the H-bonding 

within water layer, the other is between the water layer and the MXene surface-O (Figure 

5S.14). Those multiple interfacial H-bonding provide opportunities for protons to transfer 

within the hydrogen-bonded network and make the proton surface redox processes 

possible. Therefore, we explored the proton transport/dynamics at the beginning of Chapter 

5.  
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Figure 5.S14 Two types of H-bonding within interfaces using the 12 intercalated-H2O 

system as an example. The dark blue dashed lines denote the H-bonding. 

 

5.S13 Abbreviations 

AIMD Ab initio molecular dynamics 

2D Two-dimensional 

PAN Polyaniline 

rGO reduced graphene oxide 

DFT Density functional theory 

TMO Transition metal oxide 

vDW van der Waals 
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NVT canonical ensemble 

MSD Mean square displacement 

RDF Radial distribution function 

2D Two-dimensional 

1D One-dimensional 
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Chapter 6 
 

 

 

 

 

Conclusions 
 

 

 

 

 

 In this dissertation, the first-principles methodologies were employed to explore 

material properties and proton transport of various 2-dimensional (2D) MXene-based 

composites and transition metal oxides (TMO). Through our investigations, we address 

two significant issues or challenges the energy storage materials may confront: (1) Finding 

potential electrode materials with outstanding material properties to achieve the goal of 

both high energy density and high power density; (2) Probing fundamental understandings 

on electrolyte transport within complexed systems to better analyze the rationales behind.  

Chapter 3-4 illustrate the electric, geometric, and energetic properties of various 

transition metal oxides (TMO) or complex MXene-based composites using density 
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functional theory (DFT) approaches. To understand hydrogen in various transition metal 

perovskites ABO3, we calculated the hydrogen absorption energy (HAE). We further found 

that the ICOHP of B-O bond (from bonding analysis) was a useful chemical descriptor that 

correlates with HAE. The weaker the strength of the B-O bonding, the more reactive the 

oxygen will be toward hydrogen. The low potential barriers of H diffusion processes make 

hydrogen migrations within different O-sites in bulk perovskites possible. Our work helps 

to provide further perceptions for future studies on hydrogen intercalation and transport 

within perovskites. For the MXene-based composites, we mainly discover the interfacial 

properties of MXene/anatase TiO2(101) heterostructures. By tuning the MXene surface 

functional group, the interfacial adhesion energy will differ. Meanwhile, the amount of the 

interfacial electron transfer will change dramatically, leading to an induced interfacial 

electric field. Through doping TiO2 with N element or changing MXene terminated group, 

the electrical properties change from a semiconductor (Ti2CO2/TiO2) to a conductor 

(Ti2CF0.2O1.8/TiO2 or Ti2CO2/(N)TiO2). The geometric changes due to N doping will be 

our future research direction.  

In Chapter 5, we carried on comprehensive studies on water and proton 

intercalations in two different confined interfaces, Ti3C2O2-Ti3C2O2, and graphene-

Ti3C2O2. We explore the proton transport mechanism within these interfaces in the acidic 

environment through ab initio molecular dynamic (AIMD) simulations. We found that the 

denser hydrogen-bonded network with directional water configurations (induced by the 

interfacial electric field) contributes to frequent proton surface redox and fast proton 

mobilities. The intercalated-proton concentration and repulsions will also influence the 
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proton transport and diffusion behavior. The comparison between the proton 

transport/diffusion behaviors within two different confined interfaces provides additional 

understandings on the energy storage mechanisms.  
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Appendix A 
 

 

 

 

 

Home-made Computer Codes 
 

 

 

 

 

This appendix contains several source Python3 codes used in Chapter 5. More 

codes can be found in my Github (https://github.com/LibbyXu/AIMD_DISS_CODING).  

 These codes can be applied to any cases that satisfy the following requirements: 

i) VASP1 outputs (Vienna Ab initio Simulation Package) 

ii) Water molecules will not dissociate along the whole trajectories 

iii) Protons and water molecules are the main interface medias 

iv) The surfaces are mainly or partially covered by O terminations (the “partially” 

means that other terminated functional groups are inertia to the active media in 

ii). 
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 To use these codes, we need the following operating environment, and some 

already installed packages: 

i) LINUX operating systems 

ii) Python 3 environment 

iii) VTSTSCRIPTS-9332,3 package (We will call some functions from this package 

during our coding analysis. The path to the executables should be written into 

the environmental variables.) 

 

A.1 Proton bonded O0 trajectory 

 The labeled O0 has already been illustrated in Chapter 5. From the following codes, 

you will obtain the proton bonded O0 paths as well as its surrounding H-atom positions–

three H atoms for the hydronium ion (H3O
+) and only one H atom for the hydroxyl group 

(-OH) on MXene surfaces. We type the following command: “./Pro_O_coores_H.sh” 

Pro_O_coores_H.sh: 

1. ############################################################     
2. ############Obtaining info about proton-bonded O############     
3. ############################################################     
4.      
5. ############Needed input files############     
6. ############i)POSCAR######################     
7. ############ii)XDATCAR####################     
8.    
9. #######################################   
10. ##########Setting parameters###########   
11. #######################################   
12. #####Number of the protons#####   
13. total_proton_num=`echo 2`  #You can modify    
14.    
15. #####O indexes on Surface#####   
16. ###If indexes have order   
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17. Sur_O_St=`echo 33`  #You can modify    
18. Sur_O_En=`echo 64`  #You can modify    
19. interger_SO=`echo 1`  #You can modify    
20. echo "${Sur_O_St}" >> index_SO_temp   
21. for ((i=${Sur_O_St}+${interger_SO}; i<=${Sur_O_En}; i+=${interger_SO}))   
22. do   
23.   echo ",$i" >> index_SO_temp   
24. done   
25. cat index_SO_temp | xargs > index_SO   
26. SO_temp=(`echo $(grep "," index_SO)`)   
27. SurfaceO=`echo ${SO_temp[@]} | sed 's/ //g'`   
28. rm index_SO index_SO_temp   
29. ###If indexes do not have an order   
30. #SurfaceO=(83,89,91,97,99,101,109,111,113)  #You can modify    
31.    
32. #####O indexes in water#####   
33. ###If indexes have order   
34. Wat_O_St=`echo 65`   #You can modify    
35. Wat_O_En=`echo 76`   #You can modify    
36. interger_WO=`echo 1`  #You can modify    
37. echo "${Wat_O_St}" >> index_WO_temp   
38. for ((i=${Wat_O_St}+${interger_WO}; i<=${Wat_O_En}; i+=${interger_WO}))   #

i+   
39. do   
40.   echo ",$i" >> index_WO_temp   
41. done   
42. cat index_WO_temp | xargs > index_WO   
43. WO_temp=(`echo $(grep "," index_WO)`)   
44. WaterO=`echo ${WO_temp[@]} | sed 's/ //g'`   
45. rm index_WO index_WO_temp   
46. ###If indexes do not have an order   
47. #WaterO=(115,117,121,122,123,126)  #You can modify    
48.    
49. #####Initial index of Hydrogen (H)#####   
50. First_H_index=`echo 125`  #You can modify    
51.    
52. #####Total steps along trajectory (XDATCAR)#####   
53. num_XDATCAR=`echo 15000`  #You can modify    
54.    
55. #####Total number of water molecules#####   
56. num_water=`echo ${WaterO[0]} | awk -F "," '{print NF}'`   
57.    
58. #####Last index of Hydrogen (H)######   
59. Final_H_index=`echo ${First_H_index}'+'2'*'${num_water}'+'${total_proton_nu

m}'-'1 | bc`   
60.    
61.    
62. #####################################   
63. ##########Python codes lists##########   
64. #####################################   
65.    
66. ########################   
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67. ###Python_one.py code###   
68. ########################   
69. ########################################################################   
70. ###Sorted the distance between the O (Surface or Water) to the same H###   
71. ########################################################################   
72. cat << EOF > Python_one.py   
73.    
74. import numpy as np   
75. import math   
76.    
77. #Define water-O and surface-O indexes   
78. Surface_O_index=[${SurfaceO[@]}]   
79. Water_O_index=[${WaterO[@]}]   
80. #Load data   
81. data_H_temp_list = np.genfromtxt('H_temp_list', delimiter='')   
82.    
83. index_order = data_H_temp_list[:,0]   
84. atom_index_distance = data_H_temp_list[:,1:3]   
85. atom_index_position = data_H_temp_list[:,3:7]   
86. len_step = len(index_order)   
87. #The distance from 2nd-

end rows are between the atom in that row and the 1st row--H position     
88. H_corres_index = atom_index_distance[0,0]   
89. H_corres_position = atom_index_position[0,:]   
90.    
91. #Obtain the nearest O atom to the H   
92. #O identity: surface-O: 0, water-O: 1   
93. ii = 0   
94. Two_O_connected = np.zeros(shape=((len_step-1),7))   
95.    
96.    
97. for i in range(1,len_step):   
98.     temp_one = int(atom_index_distance[i,0])   
99.     if temp_one in Surface_O_index:   
100.         Two_O_connected[ii,0] = H_corres_index   
101.         Two_O_connected[ii,1:3] = atom_index_distance[i,:]   
102.         Two_O_connected[ii,3:6] = atom_index_position[i,:]   
103.         Two_O_connected[ii,6] = 0   
104.         ii = ii+1   
105.     elif temp_one in Water_O_index:   
106.         Two_O_connected[ii,0] = H_corres_index   
107.         Two_O_connected[ii,1:3] = atom_index_distance[i,:]   
108.         Two_O_connected[ii,3:6] = atom_index_position[i,:]   
109.         Two_O_connected[ii,6] = 1   
110.         ii = ii+1   
111.    
112. #Format for Two_O_connected   
113. #H index, O index, O-H distance, O X-coord, O Y-coord, O Z-

coord, O identity   
114.    
115. #Save datafile   
116. np.savetxt("near_O_list", Two_O_connected, fmt="%s", delimiter='  ')   
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117.    
118. EOF   
119. ##########################   
120. ###End of Python_one.py###   
121. ##########################   
122.    
123.    
124. ########################   
125. ###Python_two.py code###   
126. ########################   
127. ###############################################################   
128. ###Locate each H (water) and find the possible proton-like H###   
129. ###############################################################   
130. cat << EOF > Python_two.py   
131.    
132. import numpy as np   
133. import math   
134.    
135. #Define water-O and surface-O indexes   
136. Surface_O_index=[${SurfaceO[@]}]   
137. Water_O_index=[${WaterO[@]}]   
138. #Load data   
139. data_O_list = np.genfromtxt('Sorted_Two_O_list_current_step_final', deli

miter='')   
140. iH_iO_dist = data_O_list[:, 0:3]   
141. H_position = data_O_list[:, 3:6]   
142. S_or_W_O = data_O_list[:, 6]   
143. length_file = len(S_or_W_O)   
144.    
145. #H2O in water, -OH on surface, or others   
146. twoH_water_O = np.zeros(shape=(length_file,7))   
147. oneH_surf_O = np.zeros(shape=(length_file,7))   
148. OtherH_O = np.zeros(shape=(length_file,7))   
149. i_s = 0   
150. i_w = 0   
151. i_other = 0   
152.    
153. for i in range(0,length_file):   
154.     temp_O_index = int(iH_iO_dist[i,1])  #In comparison with the previou

s one   
155.     ###Surface-O   
156.     if temp_O_index in Surface_O_index:    
157.         oneH_surf_O[i_s,0:3] = iH_iO_dist[i,0:3]   
158.         oneH_surf_O[i_s,3] = S_or_W_O[i]   
159.         oneH_surf_O[i_s,4:7] = H_position[i,0:3]   
160.         i_s = i_s+1   
161.     ###Water-O   
162.     elif temp_O_index in Water_O_index: #Water-O   
163.         if (i-1) != -1: #i is not the first line   
164.             temp_Oi = int(iH_iO_dist[(i-1),1])   
165.             if temp_O_index != temp_Oi:   
166.                 twoH_water_O[i_w,0:3] = iH_iO_dist[i,0:3]   
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167.                 twoH_water_O[i_w,3] = S_or_W_O[i]   
168.                 twoH_water_O[i_w,4:7] = H_position[i,0:3]   
169.                 i_w = i_w+1   
170.                 num_wO = 1   
171.             elif temp_O_index == temp_Oi:   
172.                 if num_wO < 2:  #Grab two H that corresponding to the wa

ter-O   
173.                     twoH_water_O[i_w,0:3] = iH_iO_dist[i,0:3]   
174.                     twoH_water_O[i_w,3] = S_or_W_O[i]   
175.                     twoH_water_O[i_w,4:7] = H_position[i,0:3]   
176.                     i_w = i_w+1   
177.                     num_wO = num_wO+1   
178.                 elif num_wO >= 2:  #Others H    
179.                     OtherH_O[i_other,0:3] = iH_iO_dist[i,0:3]   
180.                     OtherH_O[i_other,3] = S_or_W_O[i]   
181.                     OtherH_O[i_other,4:7] = H_position[i,0:3]   
182.                     i_other = i_other+1   
183.                     num_wO = num_wO+1   
184.         elif (i-1) == -1:  #i is the first line   
185.             twoH_water_O[i_w,0:3] = iH_iO_dist[i,0:3]   
186.             twoH_water_O[i_w,3] = S_or_W_O[i]   
187.             twoH_water_O[i_w,4:7] = H_position[i,0:3]   
188.             i_w = i_w+1   
189.             num_wO = 1   
190.    
191. #Delete all-0 rows   
192. oneH_surf_O_temp = np.delete(oneH_surf_O,[i for i in range(i_s,length_fi

le)],0)   
193. OtherH_O_temp = np.delete(OtherH_O,[i for i in range(i_other,length_file

)],0)   
194. twoH_water_O_temp = np.delete(twoH_water_O,[i for i in range(i_w,length_

file)],0)   
195.    
196. #Possible proton-like index and positions   
197. surface_other_Combin = np.vstack((oneH_surf_O_temp,OtherH_O_temp))   
198.    
199. #Format for surface_other_Combin and twoH_water_O_temp   
200. #H Iindex, O index, H-O distance, O-identity surface-O(0)/water-

O(1), O X-coord, O Y-coord, O Z-coord,   
201.    
202. #Save datafiles   
203. np.savetxt('Sur_Other_O_binding_H', surface_other_Combin, fmt="%s", deli

miter='   ')   
204. np.savetxt('Water_O_binding_2H', twoH_water_O_temp, fmt="%s", delimiter=

'   ')   
205.    
206. EOF   
207. ##########################   
208. ###End of Python_two.py###   
209. ##########################   
210.    
211.    
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212. ##########################   
213. ###Python_three.py code###   
214. ##########################   
215. ########################################################################

############################################   
216. ###Finding all the proton-

bonded O indexes and bonded H index (3 for H3O+/1 for -
OH) as well as each O-H distance###   

217. ########################################################################
############################################   

218. cat << EOF > Python_three.py   
219.    
220. import numpy as np   
221. import math   
222.    
223. #Define water-O and surface-O indexes   
224. Surface_O_index=[${SurfaceO[@]}]   
225. Water_O_index=[${WaterO[@]}]   
226. proton_A=${total_proton_num}   
227. Water_num = ${num_water}   
228. First_H_fixed = ${First_H_index}   
229. First_H = ${First_H_index}   
230. #Load data   
231. Water_O_Hd_data = np.genfromtxt('Water_O_Hd', delimiter='')   
232. Water_O_Od_data = np.genfromtxt('Water_O_Od', delimiter='')   
233. SaOther_O_data = np.genfromtxt('SaOther_O', delimiter='')   
234. len_WH = len(Water_O_Hd_data[:,0])   
235.    
236. #Finding the proton indexes first   
237. lack_H_index = np.zeros(proton_A)   
238.    
239. ii = 0   
240. if len_WH == Water_num*2:   
241.     for i in range(0,len_WH):   
242.         if Water_O_Hd_data[i,0] == First_H:   
243.             First_H = First_H + 1   
244.         elif Water_O_Hd_data[i,0] != First_H:   
245.             temp_nss=int(Water_O_Hd_data[i,0]-First_H)   
246.             for iii in range(0,temp_nss):   
247.                 lack_H_index[ii] = First_H+iii   
248.                 ii = ii+1   
249.             First_H = Water_O_Hd_data[i,0] + 1   
250.     time_left = int((First_H_fixed+2*Water_num+proton_A-

1) - Water_O_Hd_data[len_WH-1,0])   
251.     if time_left <= proton_A and time_left > 0:   
252.         for t in range(0,time_left):   
253.             lack_H_index[(proton_A-

time_left+t)] = First_H_fixed+2*Water_num+proton_A-time_left+t   
254. elif len_WH != 2*Water_num:   
255.     print('Problem! Water amount and 2*H amount are not match!')   
256.    
257. #Finding the index and position for proton bonded O   
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258. len_other=len(SaOther_O_data[:,0])   
259. Proton_O=np.zeros(proton_A)   
260. Proton=np.zeros(proton_A)   
261.    
262. for ww in range(0,len_other):   
263.     Proton_temp = SaOther_O_data[ww,0]   
264.     if Proton_temp in lack_H_index:   
265.         start_st=ww   
266.         break   
267.    
268. Proton_temp_all=np.zeros(proton_A)   
269. Proton_temp_all[0]=Proton_temp   
270. Proton_O[0]=SaOther_O_data[start_st,1]   
271. Proton[0]=SaOther_O_data[start_st,0]   
272. right_sever_position=np.zeros(shape=(proton_A,7))   
273. right_sever_position[0,:]=SaOther_O_data[start_st,:]   
274. tem_num=start_st+1   
275.    
276. for pp in range(1,proton_A):   
277.     for yy in range(tem_num,len_other):   
278.         Proton_t = SaOther_O_data[yy,0]   
279.         if (Proton_t not in Proton_temp_all) and (Proton_t in lack_H_ind

ex) :   
280.             Proton_O[pp]=SaOther_O_data[yy,1]   
281.             Proton[pp]=SaOther_O_data[yy,0]   
282.             Proton_temp_all[pp] = SaOther_O_data[yy,0]   
283.             right_sever_position[pp,:]=SaOther_O_data[yy,:]   
284.             tem_num=1+tem_num   
285.             break   
286.    
287. #Obtain the H index and position to proton-bonded O   
288. #3H in H30+ in water molecules   
289. #1H in -OH on surface, other 2H are empty   
290. proton_writen_infile = np.zeros(shape=(proton_A*3,7))   
291.    
292. iii = 0   
293. if np.array_equal(lack_H_index,sorted(Proton)) == True:   
294.     for aa in range(0,proton_A):    
295.         temp_O_index = Proton_O[aa]   
296.         proton_writen_infile[iii,:] = right_sever_position[aa,:]   
297.         iii = iii + 1   
298.         if temp_O_index in Water_O_index:   
299.             for bb in range(0,len_WH):   
300.                 if Water_O_Od_data[bb,1] == temp_O_index:   
301.                     proton_writen_infile[iii,:] = Water_O_Od_data[bb,:] 

  
302.                     iii = iii + 1   
303.         elif temp_O_index in Surface_O_index:   
304.             for cc in range(0,2):   
305.                 proton_writen_infile[iii,:] = np.zeros(7)   
306.                 iii = iii + 1   
307. elif np.array_equal(lack_H_index,sorted(Proton)) == False:   
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308.     print("Problem! Please recheck the proton indexes!")   
309.    
310. #Format for H_and_corresponding_O:   
311. #3-row form a group and corresponds to the same proton-bonded O;   
312. #In each group, the first row is alwasy the proton related row    
313. #H Iindex, O index, H-O distance, O-identity surface-O(0)/water-

O(1), O X-coord, O Y-coord, O Z-coord,   
314.    
315. #Save datafile   
316. np.savetxt('H_and_corresponding_O', proton_writen_infile, fmt="%s", deli

miter='   ')   
317.    
318. EOF   
319. ############################   
320. ###End of Python_three.py###   
321. ############################   
322.    
323.    
324. ########################################################################

#   
325. ##########Linux commands used to connect different Python codes#########

#   
326. ########################################################################

#   
327.    
328. #########################################   
329. #####The two nearest O to the same H#####   
330. #########################################   
331. for ((s=1; s<=${num_XDATCAR}; s++))   
332. do   
333.   ###Handle trajectory step by step   
334.   xdat2pos.pl 1 $s  #xdat2pos.pl from VTSTSCRIPTS-

933, the output is POSCAR$s.out   
335.   mv POSCAR$s.out CONTCAR   
336.      
337.   ###Handling with all H indexes   
338.   for ((a=${First_H_index}; a<=${Final_H_index}; a++))   
339.   do   
340.     neighbors.pl CONTCAR $a  #neighbors.pl from VTSTSCRIPTS-

933, the output is neighdist.dat   
341.     ###Format: index, atom_index, distace, X-coord, Y-coord, Z-coord   
342.     awk '{printf("%4d %4d %15.8f %15.8f %15.8f %15.8f\n",$1, $2, $7, $3,

 $4, $5)}' neighdist.dat > H_temp_list     
343.     sed -i '10,$d' H_temp_list   
344.     ###Python3 environment   
345.     python Python_one.py >> First_python.log     
346.     sed '3,$d' near_O_list >> Two_O_list_current_step   
347.     rm H_temp_list neighdist.dat near_O_list    
348.   done   
349.      
350.   ###Format: index, atom_index, distace, X-coord, Y-coord, Z-

coord, surface-O(0)/water-O(1)   
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351.   awk '{printf("%4d %4d %15.8f %15.8f %15.8f %15.8f %4d\n", $1, $2, $3, 
$4, $5, $6, $7)}' Two_O_list_current_step > Two_O_list_current_step_final  
   

352.   ###Sorted firstly by O index and secondly by the H-O distance   
353.   sort -n -k2 -

k3 Two_O_list_current_step_final > Sorted_Two_O_list_current_step_final   
354.   rm Two_O_list_current_step Two_O_list_current_step_final   
355.    
356. ###############################################################   
357. #####Locate each H (water) and find possible proton-like H#####   
358. ###############################################################   
359.   python Python_two.py >> Second_python.log   
360.    
361.   ###Format: H Iindex, O index, H-O distance, O-identity surface-

O(0)/water-O(1), O X-coord, O Y-coord, O Z-coord,   
362.   awk '{printf("%4d %4d %15.8f %4d %15.8f %15.8f %15.8f\n", $1, $2, $3, 

$4, $5, $6, $7)}' Sur_Other_O_binding_H > Sur_Other_O_binding_H_temp   
363.   awk '{printf("%4d %4d %15.8f %4d %15.8f %15.8f %15.8f\n", $1, $2, $3, 

$4, $5, $6, $7)}' Water_O_binding_2H > Water_O_Od  #Sorted by O index   
364.   sort -n -

k3 Sur_Other_O_binding_H_temp > SaOther_O  #Sorted by O index   
365.   sort -n -k1 Water_O_Od > Water_O_Hd  #Sorted by H index   
366.   rm Sur_Other_O_binding_H_temp Sur_Other_O_binding_H Water_O_binding_2H

 Sorted_Two_O_list_current_step_final    
367.    
368. ##################################################################   

369. #####Find proton-bonded O index，bonded H index, O-H distance#####   
370. ##################################################################   
371.   python Python_three.py >> Third_python.log   
372.   rm Water_O_Hd Water_O_Od SaOther_O   
373.    
374.   numL_combine=`echo 3'*'${total_proton_num} | bc`   
375.   #Format: Proton-bonded O index, O odentity surface-O(0)/water-

O(1), bonded Proton/H index, H-O distance   
376.   awk '{printf("%4d %4d %4d %12.8f\n", $2, $4, $1, $3)}' H_and_correspon

ding_O > Order_list   
377.   #Combine same Proton-bonded O index into one row   
378.   awk 'ORS=NR%'${numL_combine}'?"   ":"\n"{print}' Order_list >> final_H

list_temp   
379.   rm H_and_corresponding_O Order_list CONTCAR   
380. done   
381.    
382. #############################   
383. #####The final datafiles#####   
384. #############################   
385. total_co=`echo 12`   
386.    
387. ##################################################   
388. ###With O identity surface-O(0)/water-O(1) list###   
389.    
390. #Format for with_proton_bonded_Oid_H_list   
391. #i) each row represents each step   
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392. #ii) every 8-column have the information for same proton-bonded O   
393. #iii) 1st column: Proton-bonded O index   
394. #     2nd column: The identity of this O surface-O(0)/water-O(1)   

395. #     3-4th columns：proton index and O-H distance   

396. #     5-8th columns：
The other 2H bonding with the O index (empty means surface O)   

397.    
398. touch with_Proton_bonded_Oid_H_list   
399. for ((On=1; On<=${total_proton_num}; On++))   
400. do   
401.   awk '{printf("%4d %2d\n",$('${total_co}'*('$On'-

1)+1),$('${total_co}'*('$On'-1)+2));}' final_Hlist_temp > Oxygen_$On   
402.   awk '{printf("%4d %12.8f %4d %12.8f %4d %12.8f\n",$('${total_co}'*('$O

n'-1)+3),$('${total_co}'*('$On'-1)+4),$('${total_co}'*('$On'-
1)+7),$('${total_co}'*('$On'-1)+8),$('${total_co}'*('$On'-
1)+11),$('${total_co}'*('$On'-1)+12));}' final_Hlist_temp > proton_$On   

403.   paste Oxygen_$On proton_$On > with_Oid_H_list_temp_$On    
404.   paste with_Proton_bonded_Oid_H_list with_Oid_H_list_temp_$On > with_Oi

d_H_list_temp   
405.   cp with_Oid_H_list_temp with_Proton_bonded_Oid_H_list   
406.   rm with_Oid_H_list_temp   
407. done   
408. rm *Oxygen_* *with_Oid_H_list_temp_*   
409.    
410. #############################   
411. ###Without O identity list###   
412.    
413. #Format for proton_bonded_O_H_list   
414. #i) each row represents each step   
415. #ii) every 7-column have the information for same proton-bonded O   
416. #iii) 1st column: Proton-bonded O index   

417. #     2-3rd columns：proton index and O-H distance   

418. #     4-7th columns：
The other 2H bonding with the O index (empty means surface O)   

419.    
420. touch Proton_bonded_O_H_list   
421. for ((On=1; On<=${total_proton_num}; On++))   
422. do   
423.   awk '{printf("%4d\n",$('${total_co}'*('$On'-

1)+1));}' final_Hlist_temp > Oxygen_$On   
424.   paste Oxygen_$On proton_$On > H_list_temp_$On   
425.   paste Proton_bonded_O_H_list H_list_temp_$On > H_list_temp   
426.   cp H_list_temp Proton_bonded_O_H_list   
427.   rm H_list_temp   
428. done   
429. rm *H_list_temp_* *proton_* *Oxygen_* *.py* final_Hlist_temp   
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 The file “Proton_bonded_O_H_list” contains all the information related to the 

proton-bonded O0. Then, we need to reorganize this file to make the proton-bonded O0 

trajectories continuous.  

We perform the command: ./Continueous_proton_bonded_O_list.sh 

Continueous_proton_bonded_O_list.sh 

1. ###########################################################   
2. ############Reordering the proton-bonded O list############   
3. ###########################################################   
4.    
5. ############Needed input files############   
6. ############i)Proton_bonded_O_H_list######   
7.    
8. #######################################   
9. ##########Setting parameters###########   
10. #######################################   
11. #####Number of the protons#####   
12. total_proton_num=`echo 2`  #You can modify    
13.    
14.    
15. #####################################   
16. ##########Python codes lists##########   
17. #####################################   
18.    
19. ###########################   
20. ###Python_fourth.py code###   
21. ###########################   
22. ########################################################   
23. ###Reorder proton-bonded O list, making it continuous###   
24. ########################################################   
25. cat << EOF > Python_fourth.py   
26.    
27. import numpy as np   
28. import math   
29.    
30. #Define parameters   
31. proton_Num=${total_proton_num}   
32. #Load data   
33. data_H_list=np.genfromtxt('Proton_bonded_O_H_list', delimiter='')   
34. len_file=len(data_H_list[:,0])   
35.    
36. #Original proton-bonded O list   
37. ProtonH_index=np.zeros(shape=(len_file,proton_Num))   
38. P_H=np.zeros(shape=(len_file,proton_Num*6))   
39.    
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40. for i in range(0,proton_Num):   
41.     ProtonH_index[:,i]=data_H_list[:,7*i]  #All proton-bonded O indexes   
42.     P_H[:,(i*6):((i+1)*6)]=data_H_list[:,(7*i+1):(7*(i+1))]  #The surroundi

ng H info (inclduing proton)   
43.    
44. #Reordering the proton-bonded O list       
45. data_HOrder_list=np.zeros(shape=(len_file,proton_Num))   
46. PH_up=np.zeros(shape=(len_file,(6*proton_Num)))   
47.    
48. PH_up[0,:]=P_H[0,:]   
49. temp_num=ProtonH_index[0,:]   
50. data_HOrder_list[0,:]=temp_num   
51.    
52. for ii in range(1,len_file):   
53.     count_times=0   
54.     for aa in range(0,proton_Num):   
55.         temp_H=ProtonH_index[ii,aa]   
56.         tem_sum=0   
57.         for bb in range(0,proton_Num):   
58.             if temp_H==temp_num[bb]:   
59.                data_HOrder_list[ii,bb]=temp_H   
60.                PH_up[ii,(bb*6):((bb+1)*6)]=P_H[ii,(aa*6):((aa+1)*6)]   
61.                tem_sum=tem_sum+1   
62.         if tem_sum==0:   
63.             temp_PH=P_H[ii,(aa*6):((aa+1)*6)]   
64.             temp_sumup=0   
65.             for cc in range(0, 3):   
66.                 for ee in range(0, proton_Num):                       
67.                     for dd in range(0,3):   
68.                         if (temp_PH[2*cc]==PH_up[(ii-

1),(6*ee+2*dd)]) and (temp_PH[2*cc] != 0):   
69.                             temp_sumup=temp_sumup+1   
70.                             PH_up[ii,(ee*6):((ee+1)*6)]=temp_PH   
71.                             data_HOrder_list[ii,ee]=temp_H   
72.                             temp_num[ee]=temp_H   
73.             if temp_sumup != 1:   
74.                 count_times=count_times+1   
75.                 remaining_PH=temp_PH   
76.                 remaining_O=temp_H   
77.                 step_problem=ii+1   
78.                #print("Something wrong happened with the input list at step

 {}!".format(ii+1))   
79.     if count_times==1:   
80.         for nn in range(0,proton_Num):   
81.             if data_HOrder_list[ii,nn]==0:   
82.                 data_HOrder_list[ii,nn]=remaining_O   
83.                 temp_num[nn]=remaining_O   
84.                 PH_up[ii,(nn*6):((nn+1)*6)]=remaining_PH   
85.                 break   
86.     elif count_times>=1:   
87.         print("Please check the trajectory at step {}, at leat two protons 

jump far away!".format(step_problem))   
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88.            
89. #Format for data_HOrder_list:   
90. #proton-bonded O indexes (continues)   
91.    
92. #Format for PH_up:   
93. #3H bonded to proton-bonded O (H/proton index, H-O distance)   
94. #After the first column, each 6-column corresponds to one proton-

bonded O in data_HOrder_list   
95.    
96. #Save datafiles                   
97. np.savetxt('proton_bonded_O_reorder_list',data_HOrder_list,fmt="%s",delimit

er='   ')   
98. np.savetxt('proton_bonded_O_nearest_three_H_list',PH_up,fmt="%s",delimiter=

'   ')   
99.    
100. EOF   
101. #############################   
102. ###End of Python_fourth.py###   
103. #############################   
104.    
105.    
106. ########################################################################

#   
107. ##########Linux commands used to connect different Python codes#########

#   
108. ########################################################################

#   
109.    
110. #####################################################   
111. #####Final continuous proton-bonded O index list#####   
112. #####################################################   
113. python Python_fourth.py > Fourth_python.log   
114.    
115. #Format for data_HOrder_list:   
116. #Step index, proton-bonded O indexes (continues)   
117. touch Final_proton_bonded_O_reorder_list   
118. for ((gg=1; gg<=${total_proton_num}; gg++))   
119. do   
120.   awk '{printf("%6d\n",$('$gg'))}' proton_bonded_O_reorder_list > temp_O

   
121.   paste Final_proton_bonded_O_reorder_list temp_O > Final_proton_bonded_

O_reorder_list_temp   
122.   mv Final_proton_bonded_O_reorder_list_temp Final_proton_bonded_O_reord

er_list   
123.   rm temp_O   
124. done   
125. cat -

n Final_proton_bonded_O_reorder_list > Final_proton_bonded_O_reorder_list_F
inal   

126.    
127. #Format for PH_up:   
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128. #Step index, 3H bonded to proton-bonded O (H/proton index, H-
O distance)   

129. #After the first column, each 6-column corresponds to one proton-
bonded O in data_HOrder_list   

130. touch Final_proton_bonded_O_nearest_three_H_list   
131. for ((pp=1; pp<=${total_proton_num}; pp++))   
132. do   
133.   awk '{printf("%6d %14.10f %6d %14.10f %6d %14.10f\n",$(('$pp'-

1)*6+1),$(('$pp'-1)*6+2),$(('$pp'-1)*6+3),$(('$pp'-1)*6+4),$(('$pp'-
1)*6+5),$('$pp'*6))}' proton_bonded_O_nearest_three_H_list > temp_H   

134.   paste Final_proton_bonded_O_nearest_three_H_list temp_H > Final_proton
_bonded_O_nearest_three_H_list_temp   

135.   mv Final_proton_bonded_O_nearest_three_H_list_temp Final_proton_bonded
_O_nearest_three_H_list   

136.   rm temp_H   
137. done   
138. cat -

n Final_proton_bonded_O_nearest_three_H_list > Final_proton_bonded_O_neares
t_three_H_list_Final   

139.    
140. rm proton_bonded_O_nearest_three_H_list Final_proton_bonded_O_nearest_th

ree_H_list Final_proton_bonded_O_reorder_list proton_bonded_O_reorder_list 
Final_reduced_H_list *.py*   

 The file “Final_proton_bonded_O_reorder_list_Final” provides all the 

continuous proton-bonded O0 index trajectories. And the other file, 

“Final_proton_bonded_O_nearest_three_H_list_Final”, contains the H/proton indexes 

(3H if the proton bonds with water to form H3O
+ or 1H if the proton bonds with the surface-

O to from -OH group) and the corresponding O-H distances. Each row corresponds to one 

step along the trajectories. (The details of the format for each file are explained in the 

relevant coding file.) 

 

A.2 Surface redox rate constants 

 We will count proton transfer time along trajectories. There are several possible 

transferring cases: i) Proton transfer from water to another water molecule; ii) Proton 
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transfer from water to surface O; iii) Proton transfer from surface O to water; iv) Proton 

transfers from surface O to another surface O; v) Proton stays with the same water 

molecule; vi) Proton stays with the same surface O. The proton surface-redox reactions 

involved two cases here, the iii and iv. Thus, we can calculate the surface redox rate 

constant using the following expression: 

𝑟𝑎𝑡𝑒 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡 =
𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑡𝑖𝑚𝑒𝑠 𝑓𝑜𝑟 𝑝𝑟𝑜𝑡𝑜𝑛 𝑡𝑟𝑎𝑛𝑠𝑓𝑒𝑟

𝑇𝑖𝑚𝑒 𝑝𝑒𝑟𝑖𝑜𝑑 ∗ 𝑃𝑟𝑜𝑡𝑜𝑛 𝑐𝑜𝑛𝑐𝑒𝑛𝑡𝑟𝑎𝑡𝑖𝑜𝑛 ∗ 𝐴𝑟𝑒𝑎
 

(A.2.1) 

by performing the command: “./Surface_redox_rate_calcu.sh”. 

Surface_redox_rate_calcu.sh 

1. ###############################################################   
2. ############calculating surface redox rate constant############   
3. ###############################################################   
4.    
5. ############Needed input files##############################   
6. ############i)Final_proton_bonded_O_reorder_list_Final######   
7.    
8. #######################################   
9. ##########Setting parameters###########   
10. #######################################   
11. #####Number of the protons#####   
12. total_proton_num=`echo 2`  #You can modify    
13.    
14. #####time per step#####   
15. time_step=`echo 1`  #fs (femto second) and You can modify    
16.    
17. #####O indexes on Surface#####   
18. ###If indexes have order   
19. Sur_O_St=`echo 33`  #You can modify    
20. Sur_O_En=`echo 64`  #You can modify    
21. interger_SO=`echo 1`  #You can modify    
22. echo "${Sur_O_St}" >> index_SO_temp   
23. for ((i=${Sur_O_St}+${interger_SO}; i<=${Sur_O_En}; i+=${interger_SO}))   
24. do   
25.   echo ",$i" >> index_SO_temp   
26. done   
27. cat index_SO_temp | xargs > index_SO   
28. SO_temp=(`echo $(grep "," index_SO)`)   
29. SurfaceO=`echo ${SO_temp[@]} | sed 's/ //g'`   
30. rm index_SO index_SO_temp   
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31. ###If indexes do not have an order   
32. #SurfaceO=(83,89,91,97,99,101,109,111,113)  #You can modify    
33.    
34. #####O indexes in water#####   
35. ###If indexes have order   
36. Wat_O_St=`echo 65`   #You can modify    
37. Wat_O_En=`echo 76`   #You can modify    
38. interger_WO=`echo 1`  #You can modify    
39. echo "${Wat_O_St}" >> index_WO_temp   
40. for ((i=${Wat_O_St}+${interger_WO}; i<=${Wat_O_En}; i+=${interger_WO}))   #

i+   
41. do   
42.   echo ",$i" >> index_WO_temp   
43. done   
44. cat index_WO_temp | xargs > index_WO   
45. WO_temp=(`echo $(grep "," index_WO)`)   
46. WaterO=`echo ${WO_temp[@]} | sed 's/ //g'`   
47. rm index_WO index_WO_temp   
48. ###If indexes do not have an order   
49. #WaterO=(115,117,121,122,123,126)  #You can modify    
50.    
51. #####Unit-cell parameters#####   
52. #The a-,b-,c-lattice directions   
53. AxisO=(12.1003999709999999,0.0000000000000000,0.0000000000000000)  #You can

 modify  
54. AxisT=(6.0494949460000003,10.4798920380999991,0.00000000000000)  #You can m

odify  
55. AxisR=(0.0000000000000000,0.0000000000000000,13.0000000000000000)  #You can

 modify  
56.    
57. #####Unit-cell C-lattice constant#####   
58. #Without water and protons C-lattice constant   
59. No_water_hight=`echo 9.75`  #You can modify    
60. #With water and protons C-lattice constant   
61. With_WP_hight=`echo 13.0`  #You can modify    
62.    
63. #####Total number of water molecules#####   
64. num_water=`echo ${WaterO[0]} | awk -F "," '{print NF}'`   
65.    
66. #####Total time for the trajectory in pico seconds#####   
67. Num_traj=`wc -l Final_proton_bonded_O_reorder_list_Final | cut -d' ' -f1`   
68. time_period=`echo ${Num_traj}$'*'${time_step}'/'1000 | bc`  # ps (pico seco

nd)   
69.    
70.    
71. #####################################   
72. ##########Pthon codes lists##########   
73. #####################################   
74.    
75. ##########################   
76. ###Python_fifth.py code###   
77. ##########################   
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78. ########################################################   
79. ###Reorder proton-bonded O list, making it continuous###   
80. ########################################################   
81. cat << EOF > Python_fifth.py   
82.    
83. import numpy as np   
84. import math   
85.    
86. #Define parameters   
87. proton_num = ${total_proton_num}   
88. Surface_O_index = [${SurfaceO[@]}]   
89. Water_O_index =[${WaterO[@]}]   
90.    
91. #Load data   
92. data_proton=np.genfromtxt('Final_proton_bonded_O_reorder_list_Final', delim

iter='') 
93.    
94. #Calculate the surface redox rate constants   
95. len_step=len(data_proton[:,0])   
96. proton_total = data_proton[:,1:(proton_num+1)]   
97. print('The total steps invovled in our calculations is: ', len_step)   
98.     
99. #We have the following cases:   
100. #1: ss; 2: sw; 3: ws; 4: ww; 0: no change      
101. ss_total = np.zeros(proton_num)   
102. sw_total = np.zeros(proton_num)   
103. ws_total = np.zeros(proton_num)   
104. ww_total = np.zeros(proton_num)   
105. nochange_stayW = np.zeros(proton_num)   
106. nochange_stayS = np.zeros(proton_num)   
107. count_num_proton = np.zeros(shape=(len_step-1,proton_num))   
108.    
109. for nn in range(0,proton_num):       
110.     for i in range(0,len_step-1):   
111.         temp_proton_cal_f = int(proton_total[i,nn])   
112.         temp_proton_cal_s = int(proton_total[i+1,nn])   
113.         if (temp_proton_cal_f in Surface_O_index) and (temp_proton_cal_s

 in Water_O_index):   
114.              count_num_proton[i,nn] = 2   
115.              sw_total[nn] = sw_total[nn]+1   
116.         elif (temp_proton_cal_f in Water_O_index) and (temp_proton_cal_s

 in Surface_O_index):   
117.              count_num_proton[i,nn] = 3   
118.              ws_total[nn] = ws_total[nn]+1   
119.         elif (temp_proton_cal_f in Surface_O_index) and (temp_proton_cal

_s in Surface_O_index):   
120.             if temp_proton_cal_f != temp_proton_cal_s:   
121.                 count_num_proton[i,nn] = 1   
122.                 ss_total[nn] = ss_total[nn]+1   
123.             else:   
124.                 count_num_proton[i,nn] = 0   
125.                 nochange_stayS[nn] = nochange_stayS[nn]+1   
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126.         elif (temp_proton_cal_f in Water_O_index) and (temp_proton_cal_s
 in Water_O_index):   

127.             if temp_proton_cal_f != temp_proton_cal_s:    
128.                 count_num_proton[i,nn] = 4   
129.                 ww_total[nn] = ww_total[nn]+1   
130.             else:   
131.                 count_num_proton[i,nn] = 0   
132.                 nochange_stayW[nn] = nochange_stayW[nn]+1   
133.        
134.     if ws_total[nn]+sw_total[nn]+ww_total[nn]+ss_total[nn]+nochange_stay

S[nn]+nochange_stayW[nn] == len_step-1:   
135.         print('\nCalculations for proton number {} are right!'.format(nn

+1))   
136.     else:   
137.         print('\nError happened for proton number {}!'.format(nn+1))   
138.        
139.    #print('The matrix for the transfer of proton {} is: {}'.format(nn+1,

count_num_proton[:,nn]))   
140.     print('Count  times for the transfer of proton number {} : '.format(

nn+1))   
141.     print('Surface-Surface number: {}'.format(int(ss_total[nn])))   
142.     print('Water-Surface number: {}'.format(int(ws_total[nn])))   
143.     print('Surface-Water number: {}'.format(int(sw_total[nn])))   
144.     print('Water-Water number: {}'.format(int(ww_total[nn])))   
145.     print('Stay in same water-O: {}'.format(int(nochange_stayW[nn])))   
146.     print('Stay in same surface-

O: {}'.format(int(nochange_stayS[nn])))   
147.    
148. #############################################      
149. #Calculate the rate constant for all protons#   
150. #############################################   
151. #Define parameters   
152. Avogadro_constant = 6.022140857*10**23   
153. one_axis = (${AxisO})   
154. two_axis = (${AxisT})   
155. three_axis = (${AxisR})   
156. no_water_lattice = ${No_water_hight}   
157. With_water_lattice = ${With_WP_hight}   
158. Lactice_z_change = With_water_lattice-no_water_lattice   
159.    
160. #The area of the surface   
161. def calc_area(p1, p2, p3):   
162.         (x1, y1, z1),(x2, y2, z2),(x3, y3, z3) = p1,p2,p3   
163.         return abs(x1*y2-x2*y1+x2*y3-x3*y2+x3*y1-x1*y3)    
164. area_angstrom = calc_area(one_axis, two_axis, three_axis)   
165. area_m = area_angstrom*(10**-10)**2   
166.    
167. #Total proton surface redox times   
168. time_total_surface_redox = sum(sw_total)    
169. time_redox = time_total_surface_redox/Avogadro_constant   
170. proton_mol = proton_num/Avogadro_constant   
171. fs_total_s = len_step*10**(-15)  #unit:s   
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172.    
173. #Proton concentration   
174. volumn = Lactice_z_change*area_m*(10**-10)  #unit m^3   
175. concentration_proton = proton_mol/volumn   
176.    
177. #Water density   
178. water_density = ${num_water}/Avogadro_constant*18.0153/volumn/1000000    
179. print('\nWater density in my system (g*cm-3) is: ',water_density)      
180. #Surface redox rate constant   
181. rate = time_redox/(2*area_m)/fs_total_s/concentration_proton   
182. print('\nThe surface redox rate constant (unit: m*s-1) is: ',rate)   
183.        
184. EOF   
185. ############################   
186. ###End of Python_fifth.py###   
187. ############################   
188.    
189.    
190. ########################################################################

#   
191. ##########Linux commands used to connect different Python codes#########

#   
192. ########################################################################

#   
193.    
194. ####################################################################### 

  
195. #####Performing python script and get surface redox rate constants##### 

  
196. ####################################################################### 

  
197. python Python_fifth.py > Fifth_python.log   
198.    
199. rm Python_fifth.py   

 The file “Fifth_python.log” contains the calculated surface redox rate constant, 

water density, and the number of transfer processes (i, ii, iii, iv, v, vi) for each continuous 

proton behavior. 
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Supporting Information 

A.S1 Formulas 

Num. Formula 

A.2.1 𝑟𝑎𝑡𝑒 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡 =
𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑡𝑖𝑚𝑒𝑠 𝑓𝑜𝑟 𝑝𝑟𝑜𝑡𝑜𝑛 𝑡𝑟𝑎𝑛𝑠𝑓𝑒𝑟

𝑇𝑖𝑚𝑒 𝑝𝑒𝑟𝑖𝑜𝑑 ∗ 𝑃𝑟𝑜𝑡𝑜𝑛 𝑐𝑜𝑛𝑐𝑒𝑛𝑡𝑟𝑎𝑡𝑖𝑜𝑛 ∗ 𝐴𝑟𝑒𝑎
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