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Abstract 

Mohammad Julker Neyen Sampad 

Integrated optofluidic platform for high throughput 

biomolecule detection and manipulation  

 

Recent outbreaks of infectious diseases underscore the urgent need for ultrasensitive, 

high-throughput, and versatile sensors to diagnose and contain them at their early stage, 

thereby mitigating their immense threat to public health and preventing disruption to 

social and economic growth worldwide. Optofluidic biosensors can offer highly 

sensitive single molecule detection and precise particle manipulation by combining 

optics with microfluidics in a single platform. A specially designed anti-resonant 

reflecting optical waveguide (ARROW) based optofluidic platform offers 

compatibility for enabling optical interaction with biomarkers and small molecules in 

their native low-refractive index fluidic environment. Further integration with highly 

selective bioassays, electronics, and signal processing techniques can improve the 

performance of these platforms. The goal of this thesis is to develop integrated 

optofluidic platforms for low complexity, remote-controllable, high-throughput, and 

ultrasensitive biosensing at clinically relevant biomarker concentrations. First, we 

explore the potential of integrating programmable fast electronics such as field 

programmable gate array (FPGA) for enhancing detection throughput of the MMI 

waveguide-based ARROW optofluidic platform. With this framework, salient 

experimental parameters such as target concentration and detection rate are extracted 



xvi 

 

in real-time, demonstrating a highly accurate (99%) detection scheme with fluorescent 

nanobeads covering the entire clinically relevant range (femto to attomolar) of particle 

concentrations. Subsequent validation with real-time fluorescence detection of single 

bacterial plasmid DNA at attomolar concentrations indicates the platform's potential as 

a point-of-care diagnostic tool. Next, a cloud-based, Internet of Things (IoT)-enabled 

polydimethylsiloxane (PDMS) optofluidic platform is demonstrated for the remote 

operation of automated bio sample preparation and detection. This platform offers a 

user-friendly and intuitive workflow for on-chip liquid handling and serves as a 

valuable collaboration and training tool for remote access from anywhere across the 

globe. The rest of my thesis will discuss solid-state nanopores, essentially nanoscopic 

holes in thin insulated membranes, as label-free single-molecule analysis tools 

integrated with the optofluidic platform. When combined with a modified solid-phase 

extraction (SPE) bioassay, the platform offers specificity and amplification-free rapid 

biomarker quantification at ultra-low concentrations. The optofluidic platform allows 

optical trapping of target-enriched microbeads near the nanopore detector, followed by 

a thermal release assisting the electrophoretic target capture process. This optical 

trapping enhanced nanopore capture rate enhancement (TACRE) process demonstrates 

~2000x enhancement factor compared to the diffusion-limited nanopore capture 

process. Also, this high-throughput method enabled the successful detection of SARS-

CoV-2 RNAs from human nasopharyngeal swabs covering entire clinically relevant 

concentrations. Next, this method was modified to detect Zika and SARS-CoV-2 RNAs 

from non-human primate biofluids in a longitudinal infection study. This direct 
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detection method demonstrates qRT-PCR-like performance without requiring any 

intermediate complex bioreactions. The versatility of the TACRE assay in analyzing 

six different types of biofluids and the practicality of this platform as a sensitive 

molecular diagnostic tool are also manifested. Finally, the integrated nanopore-

optofluidic platform was utilized to characterize organoid-derived exosomes, an 

important biomarker for monitoring intercellular communication. This thesis concludes 

with a report on another application of the high-throughput and sensitive TACRE 

platform in monitoring the ENO-1 gene marker, a key regulatory enzyme in glycolysis, 

from organoid-derived exosome cargo, showing promise for further application in the 

clinical evaluation of cell growth and health in cell culture. 
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Chapter 1 Introduction 

In recent decades, the world has witnessed the alarming impact of viral and bacterial 

pathogens on public health, leading to widespread pandemics [1], [2]. While vaccines 

and antibiotics have been pivotal in preventing and treating many infectious diseases, 

the emergence of new viral strains and antibiotic-resistant bacteria presents significant 

challenges [3], [4]. Most of the currently available viral and antibacterial strain 

detection methods target specific nucleic acid biomarkers [5]. While PCR is the current 

gold standard in this field for being highly specific and sensitive, it is complex and 

requires expensive reagents, central laboratory infrastructure, and well-trained 

personnel [6], [7]. This underscores the urgent need to develop new generations of 

portable diagnostic technologies with high sensitivity, speed, and accuracy. 

Optofluidic devices could be the most promising solution, combining innovations in 

microfluidics and optical biosensing fields into a single chip-scale platform [8]–[10]. 

Among the optofluidic biosensors, ARROW-based platforms have shown efficient and 

amplification-free detection of single or multiplexed fluorescently tagged targets in 

clinical samples [11]–[13]. Although ARROW optofluidic devices are mostly used as 

a standalone optical biosensor, they can also be utilized for particle manipulation, i.e., 

size-based sorting, transportation, and trapping by exploiting optical forces [14], [15]. 

Moreover, the performance of these devices can be enhanced by integrating fast 

programmable electronics [16], [17], robust signal-processing algorithms [18], biofluid 

processing units [19], and other label-free single-molecule analysis techniques such as 

nanopores [20]. 
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Primate models, including marmosets and baboons, provide invaluable insights into the 

progression of infections and are crucial for advancing vaccine research [21], [22]. 

Similarly, organoid 3D culture systems hold immense importance in various fields such 

as neuroscience and cancer research due to their ability to closely mimic the in vivo 

microenvironment, allowing for more accurate disease modeling, drug screening, and 

personalized medicine approaches [23], [24]. Integrating these integrated optofluidic 

diagnostic devices with these models can offer simple and non-invasive POC 

diagnostics, research tools for assisting in the development of these models, and many 

other fields. 

This thesis describes five major research contributions that enhance the throughput and 

performance of the integrated optofluidic biomarker detection and biofluid processing 

platforms. The platforms target sensitive bacterial (E. Coli), viral (SARS-CoV-2, Zika), 

and exosome biomarker detection for point of care molecular diagnosis at clinical 

concentrations. The organization of this thesis follows accordingly: chapters 2 to 4 will 

concentrate on different programmable electronics integration to optofluidic single 

molecule detection for enhanced performance and better accessibility, and chapters 5 

to 8 discuss how optofluidic particle manipulation schemes can be integrated with a 

solid-state nanopore based label-free single molecule detection process to increase its 

throughput and lower the limit of detection.  

Chapter 2 will cover the basic working principle of ARROW waveguides and MMI 

waveguides for optofluidic biosensing. Then a brief description of silicon and PDMS 

based optofluidic platform fabrication will be provided. The chapter will end with a 
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brief introduction to the pneumatically controlled PDMS microvalves based sample 

preparation platform, which facilitates contamination-free particle delivery to the 

optical sensing region. Chapter 3 describes a field programmable gate array (FPGA) 

integrated optofluidic platform to enable live on-chip monitoring of single particle 

fluorescence analysis at high accuracy. This chapter shows real-life application of this 

rapid sample-to-answer scheme for detecting single antibacterial resistance genes at 

attomolar concentration in amplification-free manner. Chapter 4 shows a cloud-based 

internet enabled PDMS microfluidic sample preparation platform that can automatize 

fluorescent labeling and sample manipulation on a single chip for optical biomarker 

detection. Being integrated with IoT, this platform can be easily accessed from a remote 

location and an intuitive and user-friendly operation was achieved by designing a 

custom programming language. Finally, this powerful IoT controlled microfluidic 

system was then utilized as a project-based learning tool for training underserved 

Hispanic students in Bolivia in initial concepts of computer programming. Chapter 5 

will first introduce the optofluidic particle manipulation schemes and experimental 

design for on-chip particle pre-concentration implementation. Then, the working 

principle of nanopore biosensing, and integration with existing optofluidic platforms 

will be demonstrated. Chapter 6 covers optical trapping-assisted label-free and 

amplification-free detection of SARS-CoV-2 RNAs covering the clinically relevant 

concentration range. This scheme combines magnetic bead based specific nucleic acid 

extraction and optical target enriched microbead delivery to the nanopore sensing 

region for high-throughput purely electrical single molecule counting. This method 
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showed 2000x detection rate enhancement compared to conventional diffusion limited 

nanopore capture process. In chapter 7, this optical assisted enhanced nanopore 

detection was utilized for sensitive detection of Zika and SARS-CoV-2 viral RNAs 

from infected non-human primate models. For a superior performance, a 20µm long 

particle isolation region was added to the microfluidic channel for isolating optically 

trapped microbeads and a 300nm thin nanomembrane was selectively fabricated on the 

chamber for easier nanopore integration. Two separate month long longitudinal viral 

load monitoring studies with this direct and calibration-free optofluidic-nanopore 

platform showed comparable performance to the gold standard qRT-PCR method even 

without any amplification step. Finally, chapter 8 will focus on another type of 

biomarker, organoid derived exosome for liquid biopsy. The chapter will first cover 

whole exosome detection from organoid culture media supernatant with a solid-state 

nanopore and then an enhanced detection of metabolic-gene, Enolase-1 from exosomal 

cargo. This demonstration illustrates the promising potential of integrated optofluidic-

nanopore platform towards ultra-sensitive clinical diagnosis of biofluids.    
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Chapter 2 Background on optofluidic biosensor and PDMS 

microfluidic control device 

This chapter will discuss the underlying principles of optofluidic biosensing and 

automatic microfluidic bio sample processing units. I will begin with a brief 

introduction of optofluidics and gradually proceed towards development of an Anti-

Resonant Reflecting Optical Waveguide (ARROW) based optofluidic platform 

explaining its essential building blocks. Finally, a brief description of the working 

principle and fabrication steps of a PDMS based automatic microfluidic sample 

preparation device will be provided. 

2.1 Optofluidics 

Optics plays a pivotal role in the field of biomolecule analysis by enabling non-invasive 

and highly sensitive molecular characterization and quantification methods [25]. 

Optical sensing methods such as imaging, microscopy, spectroscopy etc. based on total 

internal reflection, absorption, fluorescence, scattering, wave interference are 

constantly being used across the world to probe the biomolecules of interest [26], [27]. 

Optical single molecule analysis (SMA) is valuable in understanding the biochemical 

and biophysical aspects of biological entities, ranging from DNA and proteins to more 

complex cellular structures [28]–[30]. 

Microfluidics, on the other hand, takes advantage of miniaturized systems and involves 

manipulating small volume fluids within microchannels [31]. Microfluidic techniques 
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allow sample purification, transportation, and mixing in a single enclosed platform, 

reducing the required sample and reagent volume and minimizing sample 

contamination [32], [33]. This introduces the idea of a lab-on-chip (LOC) system where 

it would be possible to automatically perform multiplexed laboratory chemical analysis 

on a small, inexpensive, portable, and disposable system using as little volume of 

biofluid as a single drop (~50µL) [34], [35]. 

Optofluidic technology integrates two powerful systems, optics and microfluidics, in a 

single platform offering biomolecule analysis in its native fluidic environment [8], [10], 

[36], [37]. A typical optofluidic platform combines microfluidic sample preparation 

and delivery methods with sensitive optical real-time monitoring techniques for rapid 

sample to answer scheme [19], [38]. Furthermore, these optofluidic platforms can be 

integrated with other technologies, such as fast and programmable electronics to 

increase throughput, modality, and accessibility [16], [17]. The versatility and 

simplicity of integrated optofluidic devices make them promising candidates for point-

of-care testing and molecular diagnostic application [39]. 

2.2 Slab waveguide 

A symmetric planar dielectric slab waveguide is the simplest optical waveguide that 

has been explored for optical biosensing and for making compact lab-on-chip devices. 

The waveguide structure is formed by sandwiching a thin film of higher refractive 

index dielectric material (core) between two semi-infinite regions of lower refractive 

index material (cladding)[40]. Fig. 2.1 shows a similar symmetric slab waveguide with 
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a core region of thickness d = 2a and refractive index n1, where the refractive index of 

the cladding region is n2 (n1>n2). The light propagates along the length of the 

waveguide in a zig-zag fashion by the principle of total internal reflection (TIR) 

occurring at the dielectric interfaces. Efficient guiding of the coupled light inside the 

whole length of the waveguide requires constructive interference among the wavefronts 

of the light waves, otherwise the wave will be destroyed.  

For the symmetric planar slab waveguide, the condition for constructive interference 

inside the core layer can be calculated based on the incidence angle of the incoming 

Fig. 2.1 Light propagation through a slab waveguide. (Adapted from [40].) 

Fig. 2.2 a) Transverse electric field (TE) and b) transverse magnetic field (TM) modes. 

(Adapted from [40].)  
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light ray 𝜽, phase change between the incoming and the reflected wavefront 𝝓 as shown 

in eq. 2.1. 

 𝒌𝟏[𝟐𝒅𝒄𝒐𝒔𝜽] − 𝟐𝝓 = 𝒎(𝟐𝝅) (2.1) 

where, 𝒌𝟏 = 𝟐𝝅𝒏𝟏/𝝀 is the wavevector inside the core with components 𝜷 = 𝒌𝟏𝒔𝒊𝒏𝜽 

and 𝜿 = 𝒌𝟏𝒄𝒐𝒔𝜽 along the parallel and transverse direction to the wave propagation, 

𝝀 is the free space wavelength.  

The eq. 2.1 shows that only a certain value of 𝜽 can satisfy the constructive interference 

condition for a certain value of m (mode number, m = 0, 1, 2, …) and thus it can 

propagate along the waveguide. We can derive the waveguide condition in eq. 2.2, in 

which 𝝓𝒎 is a function of 𝜽𝒎.  

 [
𝟐𝝅𝒏𝟏(𝟐𝒂)

𝝀
] 𝒄𝒐𝒔𝜽𝒎 − 𝝓𝒎 = 𝒎𝝅 (2.2) 

Light is an electromagnetic wave with synchronized oscillations of electric and 

magnetic field, we can consider two of the various possible scenarios while the incident 

light interacts with the dielectric boundaries. First, the electric field of the light wave 

is perpendicular to the plane of incidence (fig. 2.2 a), namely Transverse Electric field 

(TE) mode, or the magnetic field of the light wave is perpendicular to the plane of 

incidence (fig. 2.2 b), namely Transverse Magnetic field (TM) mode. The phase change 

originating from the TIR event depends on the polarization of the field and the value is 

different between TE and TM mode for the same incidence angle. For the TE mode the 

expression of 𝝓𝒎 can be written as-  
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𝐭𝐚𝐧 (

𝝓𝒎

𝟐
) =

[𝐬𝐢𝐧𝟐 𝜽𝒎 − (
𝒏𝟐

𝒏𝟏
)

𝟐

]

𝟏
𝟐

𝒄𝒐𝒔𝜽𝒎
 

(2.3) 

2.2.1 Waveguide modes 

The supported mode angles 𝜽𝒎 for a slab waveguide must satisfy the TIR condition, 

i.e., 𝐬𝐢𝐧 𝜽𝒎 > 𝒔𝒊𝒏𝜽𝒄(=
𝒏𝟐

𝒏𝟏
). So, it is possible to calculate the maximum value of mode 

number for a certain slab waveguide’s geometrical parameter indicated in eq. 2.4. 

 𝒎 ≤ (𝟐𝑽 − 𝝓)/𝝅 (2.4) 

 Where, 𝑽 =
𝟐𝝅𝒂

𝝀
(𝒏𝟏

𝟐 − 𝒏𝟐
𝟐)

𝟏

𝟐 (2.5) 

So, a careful design of geometric parameters of the slab waveguide and a choice of 

refractive index difference between the core and cladding region can allow only a single 

mode propagation (m < 1) along the length of the waveguide.  

Fig. 2.3 Slab waveguide with mode field parameter. (Adapted from [40].) 
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A waveguide can allow multiple modes to propagate along the length of the waveguide 

as shown in eq. 2.4, and when two waves interfere constructively inside the waveguide, 

the resultant wave’s electric field in the core can be written as – 

 𝐸(𝑦, 𝑧, 𝑡) = 2𝐸0 cos (𝜅𝑚𝑦 +
𝜙𝑚

2
) cos (𝜔𝑡 − 𝛽𝑚𝑧 +

𝜙𝑚

2
) (2.6) 

 𝐸(𝑦, 𝑧, 𝑡) = 2𝐸𝑚(𝑦) cos (𝜔𝑡 − 𝛽𝑚𝑧 +
𝜙𝑚

2
) (2.7) 

The second part of the eq. 2.7 indicates the resultant wave that will travel along the z-

axis while the first part of the equation indicates a standing wave pattern along the y 

axis. Fig. 2.3 shows the first three modes (m = 0, 1, 2) electric field distribution along 

the y axis while traveling along the waveguide with increased evanescent wave 

penetrating the cladding layer in the higher order mode. 

2.3 Multimode interference waveguide 

If a very wide waveguide is coupled with a single mode waveguide, the allowed modes 

inside the wider waveguide will interfere with each other and create well defined 

replica of the input beam at certain spots along the propagation direction. This forms 

the underlying principle of multimode interference (MMI) waveguide. For a symmetric 

input, the MMI pattern only depends on the waveguide dimension, and the incident 

light wavelength. It is possible to derive a general condition for designing MMI 

waveguide and a detailed analysis can be found in reference [41]. To briefly describe 

the MMI concept, we will first consider a step-index waveguide (refractive index of 

core and cladding equal to nc and ncl respectively) like the one shown in fig. 2.3 with 

width W and length L. The allowed number of lateral modes within this waveguide for 
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a coupled light beam with wavelength 𝜆 can be calculated using eq. 2.4 where the V-

number will be-  

 𝑉 =
𝑊𝜋

𝜆
(𝑛𝑐

2 − 𝑛𝑐𝑙
2 )

1
2  (2.8) 

The relationship among the lateral wavenumber (𝑘𝑦𝑣), the propagation constant (𝛽𝑣) 

and free space propagation constant (𝑘) can be written as- 

 𝑘𝑦𝑣
2 + 𝛽𝑣

2 = 𝑘2𝑛𝑐
2  (2.9) 

 Where, 𝑘𝑦𝑣 = (𝑉 + 1)𝜋/𝑊𝑒𝑣 (2.10) 

The effective widths of these modes (𝑊𝑒𝑣) can be approximated by the effective width 

corresponding to the fundamental mode (𝑊𝑒0) for a high contrast waveguide (𝑛𝑐 >> 

𝑛𝑐𝑙).  

 𝑊𝑒𝑣 = 𝑊𝑒0 = 𝑊 + (
𝜆

𝜋
) (

𝑛𝑐𝑙

𝑛𝑐
)

2𝜎

(𝑛𝑐
2 − 𝑛𝑐𝑙

2 )−
1
2  (2.11) 

where, 𝜎 = 0 for TE and 1 for TM mode respectively. Applying binomial expansion on 

eq. 2.9 we can obtain- 

 𝛽𝑣 = 𝑘𝑛𝑐 −
(𝑣 + 1)2𝜋𝜆

4𝑊𝑒0
2 𝑛𝑐

 (2.12) 

The beat-length of the two lowest order modes can be written as-  

 𝐿𝜋 =
𝜋

𝛽0 − 𝛽1
=

4𝑛𝑐𝑊𝑒0
2

3𝜆
 (2.13) 

The optofluidic device discussed later in this thesis work uses single mode waveguide 

(2D mode profile) coupled to the center of the MMI waveguide for launching light. For 
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this symmetric input case, the N number of self-images of the input beam can be 

obtained at a distance L related to the beat-length according to eq. 2.14. 

 𝐿 =
3𝑝𝐿𝜋

4𝑁
 (2.14) 

 𝑁𝜆 =
𝑛𝑐𝑊𝑒0

2

𝐿
 ; considering, p = 1 (2.15) 

For a 633nm laser light coupled to a 75µm wide MMI waveguide with 𝑛𝑐 = 1.51 and 

𝑛𝑐𝑙 = 1.44, we can calculate, 𝑊𝑒0 = 𝑊 + 0.45µm. As our optofluidic device operation 

range covers visible light (𝜆 = 400-700nm)  and the geometric width of the waveguide 

is very large compared to the penetration depth the fundamental mode, we can consider 

𝑊𝑒0 = 𝑊 and rewrite the eq. 2.15 as- 

 𝑁𝜆 =
𝑛𝑐𝑤2

𝐿
 (2.16) 

Fig. 2.4 shows N = 7 distinct spot pattern generated at a distance L = 1975µm inside 

the 75µm wide MMI waveguide when coupled with a 633nm laser light. 

Fig. 2.4 Multimode interference pattern. 



13 

 

2.4 ARROW (Anti-Resonant Reflecting Optical Waveguide) 

principle 

Biomolecules are typically suspended in, stored within, and transferred through water-

based buffer solutions to replicate the physiological pH conditions in which they are 

naturally present. So, it is necessary to develop a waveguiding mechanism where the 

light will propagate and interact with biomolecules suspended in lower refractive index 

core i.e., water (n = 1.33) while being surrounded by higher refractive index solid oxide 

i.e., SiO2 (n = 1.47) walls. The TIR principle fails here as the core has a lower refractive 

index than the cladding. The Anti-resonant reflecting optical waveguide (ARROW) 

principle can overcome this challenge by creating a Fabry-Perot etalon surrounding the 

liquid channel [42]. A stack of alternating layers of materials with refractive indices 

nL1 and nL2 with thickness tL1 and tL2 can be designed so the total phase shift of the light 

propagating in these layers meet the anti-resonant condition i.e., the layers effectively 

act as a reflector. For an ARROW channel with thickness dc and refractive index nc, a 

generalized solution for each layer thickness as shown in eq. 2.17 can be obtained by 

setting nL1 > nc and nL2 so the phases due to reflection in the first layer will be zero.  

 
𝑡𝑖 =

(2𝑁 − 1)𝜆

4 (𝑛𝑖
2 − 𝑛𝑐

2 +
𝜆2

4𝑑𝑐
2 )

1
2

 
(2.17) 

Here, N = 1, 2, 3,…. For typical ARROW optofluidic liquid channel, dc ≫ λ, and so 

𝜆2

4𝑑𝑐
2 << 1.  Eq. 2.17 can be re-written as 
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 𝑡𝑖 =
(2𝑁 − 1)𝜆

4(𝑛𝑖
2 − 𝑛𝑐

2 )
1
2

 (2.18) 

 For an ARROW liquid core channel with nc = 1.33, and thickness dc = 5µm surrounded 

by alternating layers of Ta2O5 (nL1 = 2.1) and SiO2 (nL2 = 1.47), the thickness of the 

layers can be calculated as tL1 = 97nm and tL2 = 253nm considering N = 1 and design 

wavelength λ = 633nm.  

2.5 ARROW optofluidic device fabrication 

A step-by-step schematic representation of an ARROW optofluidic device fabrication 

process is illustrated in fig. 2.6 based on ref [43]. The ARROW optofluidic devices 

were fabricated at Brigham Young University (BYU) on a 100mm diameter, <100> 

Fig. 2.5 ARROW principle and layers. 
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oriented Si substrate. A sequence of alternating dielectric layers of SiO2 (n = 1.47) and 

Fig. 2.6 ARROW optofluidic device fabrication steps. (Adapted from [43].) 
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Ta2O5 (n = 2.107) with respective thicknesses of 265nm and 102nm was created via 

sputtering over the substrate to form the ARROW layer (fig. 2.6a). SU-8 photoresist 

was spun on top of the ARROW layer and then patterned to form the 5μm x 12μm 

(height x width) sacrificial layer for the microfluidic channel and then a self-aligned 

pedestal protection layer for SC WG is formed. The photoresist pattern was then hard 

baked at 250°C for 5 min. Afterwards, a self-aligning pedestal was formed by reactive 

ion etching (RIE) (fig. 2.6b). A 6μm thick low stress PECVD Silicon oxide layer was 

deposited on top of the SU-8 pattern to form the wall of the microfluidic channel (fig. 

2.6c). The 5μm tall solid-core waveguide intersecting the microfluidic channel was 

fabricated by reactive ion etching (RIE) using patterned SU-8 as waveguide definition 

layer (fig. 2.6d). The two ends of the microfluidic channel were opened by removing 

the oxide with wet etching, then a mixture of strong acids was used to remove the SU-

8 to create the hollow microfluidic channel (fig. 2.6e). 

2.6 Single molecule analysis in ARROW optofluidic platform 

Fig. 2.7a shows a schematic of an ARROW optofluidic device with intersecting liquid 

core (LC) channel and MMI waveguide for fluorescence based single molecule 

analysis. As described previously, the MMI waveguide has predesigned dimension (L 

= 1975µm and W = 75µm) for creating a known number of excitation (N = 7) spots 

when coupled with a 633nm wavelength laser light according to the eq 2.16. Usually, 

a single mode fiber is butt coupled to the MMI waveguide for launching the laser light. 

Two metal reservoirs are glued to both ends of LC channel for introducing fluorescently 

labeled particles by applying negative pressure. Once the fluorescently labeled particles 
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enter the excitation region, they emit fluorescence signal that guides through the LC 

channel according to the ARROW principle towards the collection waveguide. The 

collected fluorescence signal gives seven distinguishable peaks in time domain as 

shown in yellow trace. Fig. 2.7b shows a top-down light microscope image of the 

device and the inset shows the spatial distribution of the 7 bright spots when the LC 

channel is filled with a 25% quantum dot solution in deionized (DI) water. It is possible 

to get different number of excitation spots by changing the design length of the MMI 

waveguide and so, it is possible to do spatial multiplexed detection of biomarkers with 

multiple LC channels intersected with the same MMI waveguide at different lengths. 

Previously, a 3x spatial multiplexed detection of bacteria plasmid (pUC19-KPC, 

pUC19-NDM and pUC19-VIM gene) was successfully performed in our lab by using 

a 75µm wide MMI waveguide (nc = 1.46) with liquid channels intersecting at L1 = 

1676µm, L2 = 2243µm and L3 = 3350 µm for creating N1 = 11, N2 = 8 and N3 = 5 spots 

respectively when excited with a single wavelength 556nm light beam [44]. 

Fig. 2.7 a) Schematic, b) top-down image of MMI waveguide-based ARROW 

optofluidic single molecule analysis platform. 
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This MMI waveguide based multi-spot excitation scheme can also be used for 

wavelength division multiplexed detection of several biomarkers flowing in the same 

LC channel. For example, the same MMI waveguide with dimension L = 1975µm and 

W = 75µm can produce N1 = 6, N2 = 7, and N3 = 8 spots at the intersected LC channel 

region when excited with λ1 = 738nm, λ2 = 633nm, and λ3 = 556nm wavelength light. 

With careful fluorescent label design, it is possible to obtain 7x multiplexed detection 

of nucleic acid targets using this scheme [45]. Finally, these two multiplexing 

techniques can be combined to perform spatial-spectral multiplexed detection 

biomarkers on a single chip [46].  

2.6.1 Particle concentration estimation 

MMI waveguide-based ARROW optofluidic device can offer highly sensitive, high-

throughput flow-based biomarker quantification from bio samples with minimal 

sample processing. Eq. 2.19 shows the formula to calculate the target concentration by 

analyzing the collected fluorescence signal.  

 𝐶 =
𝑁

𝑡
(

𝑝𝑎𝑟𝑡𝑖𝑐𝑙𝑒

𝑠
) 𝑥

1

�̅�
(

𝑠

𝑚
) 𝑥

1

𝑑ℎ
(𝑚−2)𝑥

1

106
(

𝑚3

𝑚𝐿
)    (2.19) 

where, N is the total number of detected events within the experimental run time t, and 

�̅� is the average flow velocity calculated by eq. 2.20. 

 
�̅� =

∑
𝑊
Δ𝑡𝑖

𝑖= 𝑁
𝑖=1

𝑁
 

(2.20) 
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Parameters d, h, and W are independent of experiment type as shown in fig. 2.8. These 

equations consider that only a single particle resides inside the excitation volume (= 

Wdh) during the experiment time which is called the digital regime of operation. Each 

MMI spot has an approximate excitation volume of 69fL with 15.4μW average 

excitation power considering a laser light with fiber end power 4mW is coupled to it. 

The calculated maximum limit of particle concentration for the digital operation regime 

is 2.78x108 particle/mL. Usually, target biomarker concentration in relevant clinical 

sample i.e., SARS-CoV-2 RNA copies in saliva stays within 102 – 106 particle/mL 

which is completely covered by the digital regime of the MMI waveguide-based 

quantification platform [47]. 

Fig. 2.8 MMI waveguide excitation volume. 
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2.7 PDMS based automatic microfluidic sample processing 

platform 

Previously, we have discussed Si-based optofluidic device for on-chip fluorescently 

labeled biomarker detection process where the bio sample pre-processing, dilution and 

tagging is performed off-chip in 500µL ~ 1500µL volume tubes and vials. Due to the 

solid structure of the Si and SiO2 structures, it is necessary to adopt elastic and flexible 

material for on-chip low volume liquid handling and manipulation applications. In our 

research lab, we have used Polydimethylsiloxane (PDMS) as flexible polymer for 

developing addressable microvalves and 3D structures. PDMS is cheap, chemically 

inert, biocompatible and it can be molded and shaped for rapid prototyping by soft-

lithography process [48], [49].  

Different types of microvalve structure have been explored by researchers over the 

years [50]–[54], such as push-down, membrane and lifting gate (see fig. 2.9). All these 

microvalve structures have pneumatic layer that can be controlled from outside and 

depending on the applied pressure, it can deform the membrane and control the fluid 

flow through the microfluidic channel.  In this thesis, we will be focusing on the lifting 

gate microvalve structure where the fluidic channel is normally closed at atmospheric 

pressure or at applied positive pressure. Once negative pressure is applied, the 

membrane will lift-up and allow fluid flow from left to right. With an array of 

microvalves, it is possible to guide fluid to a certain direction as well as mix different 

samples together. Previous studies with such a microvalve array have demonstrated on-

chip fluid control and mixing for labeling lambda DNA and complex bioassays [38]. 
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Also, it is possible to change the refractive index of PDMS by changing the ratio of 

base to the curing agent, and thus it is possible to design a TIR based slab waveguide 

using a higher refractive index PDMS layer surrounded by lower refractive index 

PDMS, or air pocket [55]. Moreover, a carefully designed stack of cladding layer can 

be used to form a liquid core waveguide for biosensing application. A combined PDMS 

based platform performing both microfluidic sample processing and optical detection 

has been demonstrated in [56]. All these platforms use fiber-coupled laser light source 

for optical excitation, which introduces optical coupling losses. This issue can be 

overcome by integrating an on-chip controllable laser source such as optofluidic DFB 

dye laser to the PDMS platform [57]. Finally, a complete lab-on-chip system 

Fig. 2.9 Different valve configurations for PDMS microfluidic sample manipulation 

platform. (Adapted from [54]) 
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combining three aspects, i.e., sample preparation, laser, and optical detection was 

implemented for Zika viral nucleic acid detection [58]. 

2.7.1 Fabrication of PDMS based automatic microfluidic sample 

processing platform 

First, the microfluidic features designed in AutoCAD software are commercially 

printed in either Mylar transparency mask for 10µm or larger feature size or in a chrome 

mask for ~1µm precision. Next, an SU-8 master mold is created in four major steps. 

First, spin coating SU-8 on 100mm Si wafer, then expose the wafer to UV light in a 

mask aligner to transfer the features. Afterwards, a development solution is used to 

wash out the unexposed SU-8 material. Finally, a 5-minute hardbake step at 200°C 

completes the master mold creation. As shown in fig. 2.10, two different SU-8 master 

molds for fluidic and pneumatic layer are prepared. Drop casting of 10:1 (base : curing 

agent) PDMS creates 3mm thick pneumatic layer where spin coating of 10:1 PDMS 

creates 100um thin layer for valve and microfluidic channel structure. To create a 3D 

structure, first pneumatic layer is peeled from the Si-wafer and plasma bonded with the 

Fig. 2.10 Schematic of PDMS microfluidic sample preparation platform fabrication. 



23 

 

fluidic layer. Finally, the combined pneumatic control and fluidic layer is peeled from 

the Si-wafer and plasma bonded with blank PDMS substrate for enclosing the channel. 
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Chapter 3 Real-time single biomarker analysis and 

monitoring with FPGA integrated ARROW optofluidic 

platform 

The development of highly sensitive, rapid, and compact point of care (POC) 

diagnostic platforms has been prioritized by researchers across the world for instant 

screening of infectious diseases, aiming to effectively contain the spread [59], [60]. The 

Integrated optofluidic platform shows excellent promise in this field by combining 

highly specific microfluidic sample processing and ultra-sensitive optical analysis on a 

single device [61]. The advanced optofluidic single molecule analysis platform based 

on multimode interference waveguide and anti-resonant reflecting optical waveguide 

(ARROW) principle has been utilized to detect single nucleic acid, proteins, viral 

particles at clinically relevant concentration enabling early diseases diagnosis [12], 

[13], [46], [62]. However, complex signal post-processing steps involving bulk 

computing resource are required to interpret the raw fluorescence signal generated from 

this highly sensitive ARROW optofluidic platform. This increases the sample to answer 

time and limits field-deployability of the platform for point-of-care (POC) application. 

One possible solution to overcome this signal-processing overhead is to integrate 

compact chip-scale, fast and programmable electronics with the ARROW device for 

live monitoring and flow analysis of fluorescently labeled biomarkers. This chapter 

will discuss design, characterization, and implementation of a novel field-

programmable gate array (FPGA) integrated optofluidic platform with real-time signal 
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processing capability for fluorescent nanobeads and optically tagged antibiotic resistant 

bacterial plasmid DNA detection at clinically relevant concentration [17].  

3.1 FPGA integrated ARROW optofluidic platform design 

Fig. 3.1 shows a schematic view of an FPGA integrated ARROW optofluidic platform. 

At the heart of this platform there is an MMI waveguide-based ARROW device as 

previously described in section 2.6. The collected fluorescence signal from a labeled 

particle is a cluster of 7 uniformly distributed peaks in the time domain corresponding 

to the multiple excitation spots created inside the liquid core channel when excited by 

a 633nm laser light. The collected fluorescence signal is filtered and connected to an 

avalanche photodetector (APD) capable of single photon detection (SPCM-AQR-14-

FC, PerkinElmer Optoelectronics). The APD outputs a 2.5V high 30ns wide transistor-

transistor logic (TTL) pulse for each detected photon. In a usual post-processing based 

experiment, the APD is connected with a Time-Correlated Single Photon Counting 

(TCSPC) and Multi-Channel Scaling (MCS) device (TimeHarp 260, Picoquant) which 

Fig. 3.1 Schematic view of an FPGA integrated ARROW optofluidic platform. 
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is operated by a commercial software installed in a desktop computer. The software 

stores the photon arrival time in a binary file that can be decoded and utilized for signal 

post-processing.  This process highly depends on the speed and the workload division 

of the central processing unit (CPU) of the computer it is installed in, and it is 

challenging to configure the software for accessing the photon arrival time information 

in real-time for customizable application. 

On other hand, the proposed real-time analysis scheme connects the APD with an 

FPGA which is programmed in custom written Verilog code for acquiring and 

analyzing fluorescence signals for obtaining salient features from the detected signal 

and calculating useful experimental parameters. We have chosen FPGA as it offers easy 

and cheap chip-scale integration with high processing speed, and reconfigurability [63]. 

The FPGA transfers calculated results through the Universal Asynchronous Receiver-

Transmitter (UART) communication protocol while the experiment is still running. For 

this proof-of-concept experiment, a terminal emulator (Tera Term Version 4.101, open 

Fig. 3.2 Electrical wiring and connections for FPGA circuit. 
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source) installed in a portable laptop computer is used which can be easily replaced by 

an LCD monitor for future POC application. Fig. 3.2 shows connection and wiring of 

the Xilinx Artix-7 FPGA AC701 Evaluation Kit for developing the integrated platform.    

3.2 Real-time fluorescence signal analysis workflow 

The custom written Verilog program can be visualized as three independently 

performing blocks, counter, processor, and communication block as shown in fig. 3.3 

working in parallel with priority listing high to low going from left to right. All blocks 

communicate with each other by handshaking signals and there is a common 90MHz 

clock indicating the processing timescale of ~11ns.   

The counter block senses the level of TTL pulse in each clock cycle and counts the 

number of cycles the TTL pulse stays at the high level (2.5V) within a user defined 

period called beginning time. The counted value is proportional to the fluorescence 

signal intensity. The binning time is chosen carefully so the fluorescence signal is 

properly sampled and reconstructed. For oversampled cases the signal level will be 

very low and the difference between consecutive data points will not be significant 

compared to the signal noise level. For the experiments described in this chapter, 100µs 

binning time is chosen. After the binning time, the counter block triggers an enable 

signal to the processor block and sends the binned photon count as soon as the 

acknowledgment signal is received back. While the data is being transferred, the 

counter block starts counting for the next binning time stamp without any delay.  
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The processor block is the brain of this real-time analysis workflow. To understand its 

workflow, we need to first analyze the possible features from a fluorescence signal 

trace for a single particle detection event as shown in fig. 3.4. Normally, without the 

presence of any target particle, the binned photon count stays within a background 

level. Once a target particle flows through the excitation spots, the binned photon count 

starts to increase and goes beyond the start threshold value. The photon count falls 

below the end threshold if the particle stays between two consecutive bright spots or 

completely passes through the excitation volume. We can think of this signal as a 

cluster of seven individual peaks. For the end of event case, the photon count stays near 

the background level before another particle enters the excitation volume. The 

processor block extracts the detection time tag t[i], and cluster width 𝛥𝑡[𝑖] for a 

detection event i as experimental parameter.  

Fig. 3.3 Simplified block diagram of the real-time fluorescence signal analysis 

workflow. 
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The Verilog code for the processor block is written based on finite state machine (FSM) 

model and a simplified version is shown in fig. 3.5. Once the block is enabled, it checks 

binned photon count against a user defined threshold and if the threshold is crossed the 

block calculates height and width of each single peak inside the cluster. The processor 

block is fast enough to finish necessary mathematical operations before the next binned 

data comes within 100µs. At the end of each peak, the intensity level goes down 

(sometimes below the end threshold), but it rises within a couple of microseconds. 

However, for an end of cluster event, the intensity level stays below the end threshold 

for a long time (in the order of milliseconds). To confirm the end of a detected event, 

Fig. 3.4 100µs binned fluorescence signal from a single particle detection event in 

MMI-ARROW device. 
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the code waits for 1ms and compares binned photon count to the background level. The 

chosen wait time is larger than the usual time difference between consecutive peaks 

inside a cluster and smaller than the time difference between two consecutive detection 

events for digital regime of operation. After the confirmation of a successful detection 

event, the processor block sends an enabled signal to the communication block.  

The communication block receives the experimental parameters from each successfully 

detected event such as detection time tag t[i], and cluster width Δt[i]. Using the 

experimental parameters and user defined MMI excitation volume (= WA = Wdh) it 

calculates cumulative mean target concentration C(i) for live analysis. Eq. 2.19 and 

2.20 is modified for FPGA based real-time application such as- 

Fig. 3.5 Simplified FSM flow diagram for the processor block. 
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 𝑣(𝑖) =
𝑊

Δ𝑡(𝑖)
 (3.1) 

 
𝑐𝑖(𝑖) =

𝑖

𝑣(𝑖) 𝐴 𝑡(𝑖)
 

(3.2) 

 
𝐶(𝑖) =

[∑ 𝑐𝑖(𝑗)
𝑗=𝑖
𝑗=1 ]

𝑖
 

(3.3) 

Here, i is the total number of detected events from the start of the experiment to the 

current timepoint t(i). v(i) is the instantaneous particle velocity, which is later used to 

calculate the instantaneous particle concentration ci(i). Four important parameters i.e., 

the number of detected particles, time tag of the detection event, MMI signal cluster 

width and calculated cumulative mean concentration of the target particle, are 

compressed in base64 encoding scheme and transferred to the emulator terminal by 

UART communication protocol without interrupting the performance of the other two 

blocks. It takes ~271.26µs to display 25 characters line resulted from a detection event 

in the terminal window for a chosen UART baud rate of 921,600/s. With rapid signal 

processing and data transfer, the total time delay from the signal acquisition to the result 

display lies within few milliseconds, demonstrating real-time operation. It is also 

possible to connect the FPGA with a custom written LabVIEW program to display the 

calculated results as well as record the experimental information to a file or cloud-based 

database. 
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3.3 Performance analysis of FPGA integrated ARROW 

optofluidic platform 

First the performance of the FPGA integrated ARROW optofluidic platform is 

compared to the well-established TimeHarp260 card and MATLAB based post-

processing scheme. To do so, 200nm diameter fluorescent beads (FluoSpheres TM, 

625/645nm Crimson) at 3.4x106/mL concentration were flown through the microfluidic 

channel. Fig. 3.6 shows 100µs binned fluorescence signal after MATLAB based post-

processing analysis, indicating particle detection events in blue dot (top panel) and 

corresponding real-time detection confirmation spikes (black spike) generated by 

FPGA programmed with similar detection threshold value. The black dashed lines 

show good one to one correspondence among the first four detected events in both post-

processing and real-time analysis scheme. A quantitative comparison considering 

MATLAB based post processing analysis as ground truth shows FPGA based real-time 

analysis method accurately detected 99% of the events within 472 total events with 

only 5 missing peaks. The missing peaks can result from low signal to noise ratio in 

case of a particle flowing close to the channel wall away from the excitation volume. 

This issue can be resolved by applying 3D hydrodynamic focusing of particles inside 
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the channel [64] and adopting a dynamic threshold approach based on real-time 

background noise level instead of a user defined fixed one. Further performance 

analysis such as target concentration analysis, settling time analysis, particle detection 

rate and frequency analysis will demonstrate reliability and repeatability of this FPGA 

based real-time analysis platform.    

3.3.1 Real-time target concentration analysis 

As described in section 3.2 and eq. 3.3, FPGA based real-time analysis scheme can 

calculate the target concentration while the experiment is running. Fig. 3.7a shows time 

Fig. 3.6 200nm diameter fluorescent crimson bead detection in real-time (bottom) and 

comparison with post-processing analysis (top) (bead concentration: 3.4x106/mL). 
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progression of a live cumulative mean concentration calculation from two separate 

experimental analysis with 200nm fluorescent particles prepared at concentration 

3.4x106/mL (black trace) and 3.4x105/mL (red trace). The calculated cumulative mean 

concentration value starts with initial value as zero and stabilizes as the experiment 

progresses with an increasing number of detected events. At the end of the experiment, 

the cumulative mean concentration value calculated for the last detected particle can 

be approximated as the average concentration value calculated from the eq. 2.19, where 

i = N and t(i) = t. Fig. 3.7b displays very good agreement between the calculated 

average concentration in real-time and the expected particle concentration. The error 

bar indicates standard error of mean. The detected concentration values are consistent 

with increasing deviation towards smaller concentration values due to a smaller number 

of particle detection events and the calculated values are slightly lower than the input 

concentration possibly due to human error generated from pipetting error and 

Fig. 3.7 a) Real-time particle concentration detection by FPGA based analysis with 

200nm fluorescent beads. b) Real-time calculated vs expected target concentration.   
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systematic error generated from low fluorescence signal generated from the particles 

flowing near the channel walls. The resulting deviation at the low concentration level 

could be resolved by running the experiment for longer time by setting a minimum 

number of detected events (M) which is required for a reliable statistical analysis.   

 3.3.2 Settling time analysis 

The minimum required number of events (M) for a reliable statistical analysis can be 

calculated by defining a settling time (ts) such that all calculated relative concentration 

deviation for individual events based on eq. 3.4 will be within ±5% range after this 

time.  

 
𝑑𝐶(𝑖)

𝐶(𝑖)
=

𝐶(𝑖) − 𝐶(𝑖 − 1)

𝐶(𝑖)
 (3.4) 

Here, C(0) = 0. Fig. 3.8 visualizes the idea of settling time by plotting the detected 

events with relative concentration deviation more than ±5% in red symbol and less than 

±5% in green symbol versus experiment time. It is evident from the analysis that after 

ts = 3.571s, all events were detected with relative concentration error within the 

predefined range. This experiment was performed with 200nm fluorescent beads at 

3.4x106/mL concentration. 
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Now, we can set for i ≥ M when 
𝑑𝐶

𝐶
 ≤ ±5%. For constant volumetric flow velocity 

consideration, v(i) = constant. Now eq. 3.4 can be written as- 

 
𝑑𝐶(𝑀)

𝐶(𝑀)
= 1 − (

𝑀

𝑀 − 1
) [

∑
𝑖

𝑡(𝑖)
𝑀−1
1

∑
𝑖

𝑡(𝑖)
𝑀
1

] = 1 − 𝑈(𝑀) ⋅ 𝑉(𝑀) (3.5) 

 0.95 ≤ 𝑈(𝑀) ⋅ 𝑉(𝑀) ≤ 1.05 (3.6) 

As U(M) and V(M) both are functions of M, it is hard to find an exact solution for eq. 

3.6. However, U(M) is independent of experimental results (see fig. 3.9a), thus it is 

possible to find a range of V(M) for each M that corresponds to relative concentration 

error value within ±5% (see fig 3.9b). Settling time for this analytical equation can be 

Fig. 3.8 Graphical representation of settling time (ts) with experiment runtime. 
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calculated as ts = t(M). Fig. 3.10 shows settling time calculated from FPGA based real-

time experiments and from analytical eq. 3.6 with constant volumetric flow velocity 

assumption. The plot shows higher settling time for lower target concentration as event 

detection rate is slower at lower target concentration. From both analytical and 

experimental observations, the most striking behavior of the value for M can be derived 

that it always remains within an upper limit, here 15, irrespective of the target 

concentration. So, with adjustment of the experimental time, it would be possible to get 

a minimum of 15 successfully detected events for a reliable real-time target 

concentration calculation. The calculated settling time using constant volumetric 

velocity yields lower settling time compared to the experimental one, as in reality the 

flow velocity inside the rectangular microfluidic channel is not uniform. 

3.3.3 Continuous flow monitoring 

The next characterization step is to observe the particle detection rate change in real-

time with experimental conditions such as change of vacuum pressure. Sudden 

Fig. 3.9 a) U(M) and b) V(M) vs M with upper and lower bound. 
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fluctuation in driving force can result from bad sealing or clogged channel because of 

unwanted residue or precipitation deposition from the target sample. The FPGA based 

real-time particle analysis platform can sense abrupt change in the particle detection 

rate or flow velocity and inform researcher so valuable reagents can be saved and the 

experimental setup can be fixed quickly. Fig. 3.11a shows cumulative number of 

detected particles vs experiment run time at two different target concentrations, where 

the slope indicates the detection rate. It is evident that for lower target concentration, 

the detection rate goes down as well as the time difference between two consecutive 

particle detection events increases and becomes erratic. Fig. 3.11b shows a clear 

indication of lower event detection rate when the vacuum pressure is changed from -

Fig. 3.10 Settling time calculated from real-time FPGA experiment and from 

analytical equation at different target concentration with linear fit, R2 = 0.98 and 

R2 = 0.99 respectively.  
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30 in Hg to -17 in Hg while keeping the target concentration same as 3.4x106/mL. 

These results demonstrate the applicability of FPGA based real-time flow monitoring 

as an internal feedback unit for a futuristic self-correcting system. 

3.3.4 Event frequency analysis 

The final characterization study was performed by statistically analyzing the time 

difference between two consecutive particle detection events. Ideally, the target 

particles flowing through the microfluidic channel under vacuum pressure should 

follow the Poisson process where the probability of a particle detection event is 

independent of all previous events. The probability distribution function of a particle 

arriving 𝛿𝑡 time later the previous particle can be written as - 

 𝑃(𝛿𝑡) ∝  𝑒−𝜆𝛿𝑡 (3.7) 

Where, 𝜆 is the mean event detection frequency or detection rate. Fig. 3.12 shows 0.1s 

binned histogram of the time difference between two successive events during three 

separate experimental trials with 200nm fluorescent beads at 3.4x106/mL 

Fig. 3.11 Event detection rate change with a) target concentration and b) with change 

in applied vacuum pressure. 
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concentration. Each histogram follows Poisson process and can be fitted to exponential 

decay demonstrated in eq. 3.7, with 𝜆 = 2.9192/s, 2.31/s and 2.033/s respectively.  

3.4 Real-time quantification of antibiotic resistant NDM-

plasmid DNA 

This well characterized FPGA integrated MMI-waveguide based ARROW optofluidic 

platform is next tested with fluorescently labeled bio molecule as a real-life molecular 

diagnostic application. Compared to fluorescent beads, optically tagged biomolecules 

are less bright, but the MMI waveguide-based ARROW optofluidic device is sensitive 

enough to offer reliable event detection even at clinically relevant concentrations [44]. 

In this study we targeted antibiotic resistant pUC19-New Delhi metallo-𝛽-lactamase 

(NDM) gene in plasmid DNA which is liable for making NDM-1 enzyme that turns 

bacteria resistant to antibiotics such as carbapenem [4]. A rapid and reliable detection 

method such as FPGA integrated real-time optofluidic single particle analysis can help 

the healthcare system by offering short turnaround time.  

The details of bacterial plasmid sample preparation is described in [44]. Briefly, 7mL 

of whole blood sample is spiked with E. Coli bacterial cells (5x106 CFU/mL) with 

Fig. 3.12 Event frequency analysis with 200nm fluorescent beads at 3.4x106/mL 

concentration. 
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pUC19-NDM plasmid for mimicking a clinical sample. The target bacterial cells were 

separated using a spinning hollow disc and then the NDM-plasmids were sequence 

specifically captured and washed inside aptamer modified porous microfluidic channel. 

As the initial clinical sample went through multiple microfluidic operations with non-

trivial losses and unknown transfer efficiency, the plasmid concentration in the eluted 

solution is different compared to the initial bacterial cell concentration. The plasmid 

sample was stained with 1µM Syto62 (Ex/Em: 649/680)  intercalating dye which gives 

fluorescence signal only when it is bound to nucleic acid. A negative control 

experiment is performed beforehand to validate the functionality of the intercalating 

dye. Fig. 3.13a shows collected optical signal time trace when 1xPBS buffer with no 

nucleic acid was mixed with 1µM Syto62 dye and excited with 633nm laser light. For 

analysis threshold indicated in blue line, no false signal was detected by the FPGA 

based live analysis scheme.  

Fig. 3.13 Optically labeled NDM plasmid DNA detection. a) Negative control shows 

no observed fluorescence spike. b) MATLAB based post-processed fluorescence 

signal is compared with FPGA based real-time event detection confirmation spikes. 
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When the stained plasmid sample with unknown concentration was run through the 

microfluidic channel, fluorescence spikes confirming detection event were obtained as 

shown in fig. 3.13b. A good one to one correspondence between MATLAB based post-

processing signal analysis (top panel, detected event marked with blue dot) and FPGA 

based live event confirmation spikes (bottom panel, detected event marked with black 

spike) is demonstrated. A comparative study between the event detection time tag from 

post-processing analysis and real-time FPGA based analysis shows ~80.6% of the 

events are detected within a relative error band of ±5ms (see fig. 3.14a). This error can 

result from latency in the electric circuitry, or slight mismatch between the binning time 

starting point resulting in different signal shape and height. For low SNR fluorescence 

signal generated from optically stained biomolecule suspended in water-based buffer, 

a possible solution can be obtained by using a higher refractive index bio-compatible 

buffer as demonstrated in [65]. Finally, the FPGA based platform calculated NDM 

plasmid DNA concentration in real-time and the calculated average concentration was 

Fig. 3.14 a) Relative detection time error histogram and b) live concentration detection of 

bacterial plasmid DNA for FPGA based analysis. 
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6.8x104/mL (113aM) indicated by red dashed line in fig. 3.14b. This successful real-

time analysis and quantification of both fluorescent beads and optically tagged 

biomolecules shows promise of a complete live bio-sample analysis tool with short 

turnaround time applicable for POC application.  

  



44 

 

Chapter 4 Internet of Things (IoT) for integrated remote 

operation of optofluidic analysis 

The Internet of Things (IoT) allows secure communication and management of 

physical devices, sensors, and actuators, allowing seamless integration of different 

types of “things” in a single information network [66], [67]. Recent advances in 

affordable internet connected devices, and cloud computing enables IoT to be applied 

in personalized healthcare systems, such as smart and wearable sensors, ECG, and heart 

rate variability monitoring [68]–[73]. Moreover, various scientific research areas, 

especially life science are now utilizing the amazing capabilities of various IoT systems 

for remotely coordinating and managing massively parallelized experiments for 

achieving high throughput, facilitating secure data transfer and real-time cloud 

computation based rapid analysis [74], [75].  

Actively controlled microfluidic sample processing allows various bioassay 

preparation steps on a miniature scale for single molecule analysis [19], [76], [77]. A 

PDMS based pneumatically controlled microfluidic lifting valve array is one such 

platform that has demonstrated excellent applications in processing complex bio 

samples and reconfigurable operation by manipulating nanoliter volumes of liquid 

[78]–[80]. Recent addition of optofluidic on-chip lasers and fluorescence detection on 

the same microfluidic device opened a door for enabling biofluid processing, optical 

labeling, microfluidic motion control, on-chip configurable laser source, fluorescence 

signal detection, and quantification in a single lab-on-chip (LOC) biosensor [58].  
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However, in case of a massively parallel detection scheme, controlling individual LOC 

devices one by one is not feasible. Integrating programmable electronics can solve this 

issue by automating the sample to answer process and sequentially performing time 

sensitive tasks without human error [56], [81]. Furthermore, IoT systems can be 

developed to create a network of coordinated microfluidic LOCs for real-time 

monitoring, remote accessibility and efficient data transfer [82]. This can also offer 

collaboration among scientific laboratories facilitating resource sharing beyond 

physical boundaries. LOC devices are also useful as a project-based learning (PBL) 

tool, where students can work through predesigned projects in biochemical and 

biomedical science and engineering fields and develop scientific critical thinking as 

well as technical skills [83], [84]. Being small in size, flexible, reusable, biocompatible, 

easily reconfigurable for different molecular diagnostic experiments, and requiring 

small reagent volume, LoC technologies can drastically reduce the costs of performing 

PBL experiments [85], [86]. Moreover, IoT connected optofluidic LOC can enable 

training students from underserved communities across the world [87].  

In this chapter, first a functional integration of PDMS based programmable 

microfluidic valve array, i.e., automaton with an IoT framework is demonstrated for 

remote controllability. Then an elegant application of this IoT enabled optofluidic lab-

on-chip platform is shown as a remote classroom learning tool for training 

programming concepts to Latinx life sciences students.  
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4.1 Cloud controlled optofluidic lab-on-chip platform design 

Fig 4.1 shows a schematic of the cloud controlled lab-on-chip system comprising three 

basic components- a) local IoT device, b) MQTT broker, and c) Remote IoT device. 

Each component will be discussed briefly now. 

4.1.1 local IoT device: Raspberry Pi controlled microfluidic 

automaton 

The local IoT device stays inside the laboratory. Here, it consists of the microfluidic 

automaton (PDMS lab-on-chip device, solenoid valves, electronic relay), and an 

internet connected Raspberry Pi. The PDMS LOC device is based on pneumatically 

controlled lifting valves. A general description and fabrication method of such a system 

is described in section 2.7. The pneumatic control was obtained by connecting a stack 

of 3 port solenoid valves (SMC S070M-6DC-32) with the pneumatic inlets in the 

PDMS based lab-on-chip device. The solenoid valve is essentially a 2x1 multiplexer 

Fig. 4.1 IoT enabled optofluidic lab-on-chip platform. 



47 

 

switch which selects its output, either compressed air (positive pressure) or vacuum 

suction (negative pressure) based on a logical input signal. An electronic relay 

(ULN2803 Switch Board) provides the logical signal with appropriate voltage level (0 

– 12V, 1.5A) for operating the solenoid valves by converting the logical voltage (0–3.3 

V, 8 mA) level from the general-purpose input/output (GPIO) pins of a programmable 

electronics. The electronic relay and solenoid valves are housed in a small box. When 

connected with the PDMS microfluidic valve array, it is called an “Automaton”. While 

the system architecture of PDMS lab-on-chip optofluidic device connected with the 

solenoid valve was developed earlier [78], I integrated an internet-connected Raspberry 

Pi (Model 4) device, eliminating the need for a desktop or laptop computer as 

programmable electronics. Raspberry Pi is a great choice here as it is small, light-

weighted, portable, cheap, and comes with a self-sufficient Unix-based operating 

system that can be easily programmed in python [88].  

4.1.2 MQTT broker 

The Message Queuing Telemetry Transport (MQTT) protocol is chosen for 

establishing communication between the Raspberry Pi based local IoT device and a 

remote user. MQTT is a well-supported and industry standard publish-subscribe 

messaging protocol [89], [90]. A web server such as Amazon Web Service (AWS) acts 

as a broker that exchanges messages securely among different devices communicating 

in MQTT protocol [91]. Briefly, a list of devices and corresponding security license is 

created in the AWS account under a “topic”. Here, a graphical user interface (described 

in a later section) acting as remote thing publishes an MQTT message through AWS 
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communication channel under the “Automaton” topic, and the local IoT thing listens 

to the MQTT message by subscribing to the same topic. As the AWS generated license 

needs to be present in both publisher and subscriber device, this communication 

channel is secure and close. The messages transmitted from the graphical user interface 

(GUI) are usually encoded and a decoder program runs inside the Raspberry Pi to 

extract necessary commands.  

4.1.3 Remote IoT device – Graphical User Interface (GUI) 

The GUI acted as a virtual IoT device that could be easily accessed and operated from 

any remote location by any user with correct log-in information. I designed the GUI by 

writing a custom python program that can run in web hosted Google colab or Jupyter 

Notebook environment (wetAI; www.wetai.gi.ucsc.edu). The custom python code for 

our designed GUI is provided in section A.1. The GUI offers three modes of operation. 

The first mode is for remote control of individual pneumatic valves for manual 

operation. This is offered by a set of user-controlled check buttons corresponding to 

each of the pneumatic valves. This mode helps to pre-wet and individually check the 

functionalities of the PDMS microvalves. However, while running a biological sample 

preparation step, one may need to sequentially turn on and off multiple valves 

simultaneously with a pre-defined time delay which is not possible with manual 

operation. To overcome this challenge, a simple, intuitive, and custom programming 

language with a predefined set of “instructions” and “functions” was developed 

previously [56]. A code written in this language is called “script”, which is basically a 

text file that can be opened and edited in any text editor application. For this proof-of-
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concept experiment, only a few instructions are added with very self-explanatory key 

words, such as “O10” instruction stands for “open valve no 10”. This custom language 

and the structure of a script is very simple to understand, and anyone can quickly learn 

irrespective of their education background and programming experience. Also, 

Raspberry Pi has sufficient memory to locally save template scripts for common 

applications i.e., post-experiment device washing, that can be later accessed from the 

GUI application. The second mode of operation GUI offers is the selection and 

execution of a locally saved script for automation. Finally, a user can write and upload 

their own script remotely for a particular application just by following a template. This 

new script can also be stored in the local IoT device for future usage. The GUI transfers 

user input and the script as a MQTT message encoded in a special format. A python-

based interpreter program running in the local Raspberry Pi device is used to decode 

the message and prepare a sequence of logic level information which is instantly output 

through GPIO pins. 

4.2 Example and interpretation of a “Script” 

The custom programming language allows researchers to write simple instructions in 

text file without prior knowledge about the GPIO pin orientation, logic level of 

Raspberry Pi hardware or experience on conventional programming languages such as 

C/C++ or Python. Additionally, no special application or integrated development 

environment (IDE) other than a text editor is needed on the user side computer to 

write/read a script. As Raspberry Pi is unable to process human language, an interpreter 

program is needed to convert the script to a sequence of Raspberry Pi readable logic 
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level information for each GPIO pin. Before explaining the underlying working 

principle of the interpreter program, we discuss the general structure of a script.  

Similar to the C programming language, a “script” should have a “main” block with 

lines of instructions. The block runs once, and the lines are executed one after one. 

Each instruction line starts with a command, defined by a special character or word. 

The current version of the program allows three single character commands, such as 

“o” for opening a valve, “c” for closing a valve and “w” for a wait period. “c” and “o” 

commands have the desired valve number, and the “w” command has a wait period in 

milliseconds as a parameter. Also, additional user-defined functions can be called by 

writing “call” command followed by the function name. The definition of the user-

Fig. 4.2 Example of "script" for a) closing a valve, and b) opening a valve. 
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defined function should be provided by the user after the “main” block. Fig. 4.2 shows 

examples of simple scripts written for closing and opening valve number 10. It also 

demonstrates light microscope image and cross-sectional schematic view of the 

microvalve when it is open and filled with red food dye solution.     

Previously a LabVIEW based interpreter program was running on a personal computer 

connected with a data acquisition board (NI USB 6501, National Instruments) for local 

implementation. For this remotely controlled IoT implementation, I replaced the PC 

Fig. 4.3 Flowchart of the interpreter program. 
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and data acquisition board with a single Raspberry Pi and thus the interpreter program 

was redesigned for the newer platform. The interpreter program is written in python 

and its workflow can be divided into two major blocks defined as command checking 

block and function reading block (see fig 4.3). The interpreter program ignores any line 

written before the “main” keyword, indicating the beginning of the script. After that, 

the next lines are processed in the command checking block. For “call” instruction, the 

program moves towards the function reading block and finishes all the instructions 

written inside the function definition. After that it returns back to the main block and 

continues reading the next line before it reaches “end”, marking the end of script. The 

custom python code for this interpreter program is provided in section A.2.  

4.3 IoT connected LOC as project based remote learning tool 

The IoT enabled optofluidic LOC platform was utilized to remotely train programming 

concepts to life sciences students at the Universidad Católica Boliviana San Pablo. This 

educational outreach program was arranged by the Applied Optics and Mostajo-Radji 

lab within the framework of the NIH Center for Live Cell Genomics. A total of 42 

students ranging from first to fourth year in college (18-22 years old) participated 

actively in the program. A training module was designed in the context of an on-chip 

water quality test targeting Escherichia coli (E. coli) bacteria, a strong indicator of 

water contamination. Water pollution is a common issue in developing world and a 

field study on the quality of drinking water in Bolivia showed that 64% of the tested 

water samples had E. coli contamination [92]. The module included two project 

preparation lectures introducing capabilities of microfluidic LOC devices and the 
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custom programming language “script” for automatic liquid mixing and handling. The 

lectures were delivered by Dr. Mohammed Mostajo-Radji in Spanish, the native 

language of the Bolivian students. A quick demonstration of two different colors (red 

and blue) food dye mixing in an IoT connected automaton platform was performed for 

the students at the end of the lecture. My fellow lab mate, Dr. Tyler Sano performed 

the PDMS device fabrication, and the liquid sample handling, where I was responsible 

for the implementation and functioning of the IoT system. A predesigned project was 

assigned to the student groups to program the microfluidic valves for staining E. Coli 

Fig. 4.4 Homework problem for the students participating in the remote educational 

outreach program. 
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bacteria available in a contaminated water source by SYBR Gold, a highly sensitive 

cyanine dye that intercalates with plasmid DNA inside the bacteria and emits 

fluorescence signal when excited by 488nm laser light [93]. Here, laboratory grade DI 

water was spiked with isolated E. Coli bacteria to mimic a contaminated water source. 

Fig. 4.4 shows a homework problem related to the project with incomplete script. The 

task for the homework problem was to complete the script for 5 times counterclockwise 

mixing of contaminated water in valve 13 and SYBR Gold in valve 2. While solving 

this real-life problem, students learned the basic concept of programing a microfluidic 

platform for laboratory automation in a simplified way. Each student group 

successfully executed their E. coli staining script remotely from Bolivia, manipulating 

a PDMS microfluidic device located in Santa Cruz, California, to complete the project. 

A live video feed of the microfluidic valve movement was broadcasted for the students 

to see their successfully completed script working for E. Coli staining. Although this 

module was designed in the context of bacteria contaminated water pollution, several 

other modules can be designed ranging from traditional immunohistochemistry using 

antibodies, to microorganism detection. Moreover, the simplicity of the interpreter 

program allows this tool to be used as a first exposure to programming. 
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Chapter 5 Background on integrated nanopore-optofluidic 

platform development for high-throughput single molecule 

analysis 

Single molecule analysis (SMA) involves characterization of individual molecules at a 

higher precision and sensitivity compared to ensemble measurement methods, leading 

to a deeper understanding of the structure, function and interaction of biomolecules at 

the molecular level [29], [94]–[96]. This advanced technique contributed 

advancements in biotechnology, disease diagnostics, and precision medicine [97]–[99]. 

Recently, nanopore technology has been proven to be a very effective label-free single-

molecule analysis tool with exciting applications in the field of genomics, 

transcriptomics, and proteomics [100]–[104]. Also, advanced nanofabrication methods 

enabled integration of nanopore technology with electronics, microfluidics, and optics 

resulting in a single lab-on-chip platform combining all these powerful laboratory 

techniques [105]–[107].  

Previously, chapter 2 discussed Si fabrication based planar solid core waveguide 

connected optofluidic platforms for fluorescence based single molecule analysis. The 

same optofluidic device can be utilized to offer on-chip, non-invasive and precise 

particle manipulation in aqueous environment by harnessing the optical power from the 

coupled laser light [14], [108]–[110]. This chapter will discuss the development of a 

solid-state nanopore integrated optofluidic platform by combining precise optofluidic 

particle manipulation technique and nanopore based label-free single molecule analysis 



56 

 

in a single chip. This highly sensitive platform enables amplification-free yet high-

throughput biomarker analysis for molecular diagnostic applications [111], [112]. 

5.1 Nanopore definition, working principle, and types 

A nanopore is a nanoscale opening created naturally or artificially on a thin insulating 

membrane, typically on the order of few nanometers in diameter [113], [114]. Under 

the influence of an electrical field, a nanopore enables the passage of particles with 

sizes smaller than its diameter in an ionic solution-filled liquid environment. Fig. 5.1a 

illustrates the nanopore working principle. Usually, a direct current (DC) bias voltage 

is applied by Ag/AgCl electrode pair to establish a constant electrical current through 

the nanopore. Due to the nanopore’s small dimensions, a high electric field is created 

near the nanopore that extends only a few micrometers into the liquid chamber known 

as the capture volume of the nanopore [115], [116]. Under the right polarity, a particle 

residing inside the capture volume, will be attracted by the electric field and translocate 

from the “cis” side to the “trans” side of the pore, interrupting the electrical current 

signal in real-time. This transient interruption of ionic current or the translocation signal 

encodes the physical characteristics such as, size, charge, conformation etc. of the 

translocating particle. The blockade depth (ΔI) and translocation time (Δt) can be 

extracted from the translocation signal as shown in fig. 5.1a and a careful analysis of 

these parameters forms the basis of label-free single molecule analysis technique 

[117]–[120]. 

Generally, nanopores can be divided into two broad categories: biological, and solid-

state nanopore (ssNP). The very first nanopore based analysis was done with a naturally 
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available biological protein pore, α-hemolysin of diameter 1.4nm at its narrowest point 

[121] (see fig. 5.1b). The experimental setup for the biological nanopore is constructed 

by inserting the nanopore, here the α-hemolysin protein, into an insulating biological 

lipid membrane [122]. Later, various protein pores and viral connectors [123], [124] 

have been explored as biological nanopore for probing nucleic acids, proteins and other 

complex biomolecules [125]–[128]. Biological nanopores provide excellent signal to 

noise ratio, and are capable of distinguishing difference among nucleic acid bases 

forming the basis of next generation nucleic acid sequencing technique [129]–[131]. 

However, a biological nanopore has a fixed diameter, limited stability and it is hard to 

Fig. 5.1 a) Schematic presentation of a nanopore working principle and sensing ionic 

current signal. b) Cross-section of an alpha-hemolysin biological nanopore (from 

[128]). c) TEM image of a solid-state nanopore (from [114]). 
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produce and purify biological nanopores at a large scale challenging its integration with 

synthetic systems and devices for custom application [132]. 

To overcome these challenges, researchers utilized nanotechnology to fabricate 

nanoscale size hole in thin solid-state insulator membrane such as Si3N4, SiO2 etc. that 

mimics the functioning of a biological nanopore [133], [134]. Fig. 5.1c shows a 12nm 

diameter solid state nanopore (ssNP) milled in a 60nm thick SiO2/SiN/SiO2 membrane 

using a focused electron beam [135]. Over the years, researchers explored several other 

methods for ssNP fabrication including ion beam drilling [136], chemical etching 

[137], dielectric breakdown [138], and nanopipette [139]. ssNPs are durable, 

mechanically stable, and easily integrable with chip-scale systems48. Also, size 

tunability and easy nanopore array fabrication allows for high-throughput target 

screening with broad size range [141]–[143]. So far, ssNPs have shown excellent 

performance detecting DNA, RNA, protein, small molecules, whole virus, extracellular 

vesicles (EVs) etc. from clinical samples [112], [144]–[150]. Henceforward, this thesis 

will focus on ssNP for optofluidic integration.   

5.2 Nanopore integration with ARROW optofluidic 

platform 

The solid-state nanopore has the capability to be easily integrated with microfluidic 

systems offering vast applications [114]. Our lab previously demonstrated techniques 

to integrate solid-state nanopores in the optofluidic region of the ARROW device [151], 

[152]. As the top cladding layer of the LC channel is made of electrically insulating 

materials such as SiO2, it is possible to sculpt a thin membrane on the liquid channel 
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using a focused ion beam based etching process. Later, a nanopore can be milled to 

gain access to the liquid channel. However, milling a straight wall into the 6µm thick 

top oxide layer can result in a non-uniform membrane where the membrane will be 

thicker at the center compared to the four corners where the ion beam etching rate is 

higher. 

We have created a terraced microwell structure using Nanometer Pattern Generation 

System (NPGS) software control system to obtain a uniform membrane avoiding the 

edge effects [111]. The terraced microwell consists of 5 nested rectangular areas for 

sequential FIB milling process starting with the largest one. Fig. 5.2a-c shows 

schematic illustrations of the LC channel cross-section with the milled terrace 

microwell and a nanopore. The milling was performed with a 30kV gallium ion beam 

Fig. 5.2 Solid-state nanopore integration with ARROW optofluidic platform. a-c) 

Terraced microwell and nanopore milling steps on the LC channel using FIB. d) 52° 

tilted and e) top-down SEM image of the terrace microwell. f) SEM image of FIB 

milled 17nm diameter nanopore (from [111]).   
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at 5nA current for the first two rectangles and at 1nA current for the rest of the three 

rectangles. The last rectangle is milled in discrete steps due to slight variations in oxide 

thickness and/or milling rates. The milling is stopped when a uniform dark area is 

visible, indicating a large fraction of incident electrons can pass through without 

scattering. Additional 300pA milling steps are added if further thinning of the 

membrane is needed. The nested rectangles are aligned in such a way that opens a 

window for simultaneous electron beam monitoring of the microwell floor as the 

focused ion beam and the electron beam create a 52° angle with each other. Fig. 5.2d-

e shows 52° tilted and top-down SEM image of the terrace microwell milled on the LC 

channel surface. Finally, a ~17nm nanopore is milled with single spot exposure of a 

10pA ion beam controlled with NPGS (fig. 5.2f).  

5.3 Nanopore integration with nanomembrane device 

Another easy way to obtain a uniform thin insulated membrane on top of the LC 

channel is to start with a nanomembrane with known thickness. So, the milling time 

can be reduced to avoid any temporal and spatial fluctuation in the ion-beam current. 

Such a 300nm thin membrane has been fabricated by Prof. Hawkins’ group at Brigham 

Young University using the help of the natural meniscus formed by flowing sacrificial 

SU-8 polymer into a microfluidic channel patterned in a Silicon wafer [153]. Moreover, 

with careful channel geometry design, an intersecting solid-core ridge waveguide has 

been coupled to the microfluidic channel for light-matter interaction [154], [155].  
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5.3.1 Nanomembrane optofluidic device fabrication 

The nanomembrane fabrication process utilizes silicon nanofabrication process on a 

flat 100mm diameter silicon wafer. First, a basis for a 3mm long optofluidic channel 

structure was defined by anisotropically etching the silicon substrate based on a 

predesigned mask in an STS ICP Multiplex ASE RIE/ICP tool. The microfluidic 

channel mask comprises of multichannel inlets and outlets for particle delivery, a 

100µm long optofluidic region for light-matter interaction and a 20µm long protrusion 

cavity for creating a low fluid flow space for nanopore integration and particle trapping. 

The etched channel is 10µm high and 14µm wide. A second RIE etching step defined 

the liquid channel thickness to be ~2.5µm and provided a pedestal for intersecting 

solid-core (SC) waveguides, which is 3µm lower than the top of the liquid channel to 

align the optical mode profile of the waveguides with the center of the optofluidic 

Fig. 5.3 Fabrication steps of the nanomembrane device. a) Microchannel definition 

on Si wafer with RIE etching. b) Thermal conversion of Si to SiO2. c) Introduction of 

SU-8 sacrificial polymer into the channel. d) SU-8 meniscus pinned at the top of the 

channel. e) 300nm thin PECVD grown SiO2 membrane supported and shaped by SU-

8 meniscus. f) sacrificial polymer removal. (from [153]) 
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channel. The channel wall was then thermally converted from silicon to silicon-dioxide 

in a furnace at 1100°C for 10.5h so that visible wavelength light can be introduced from 

an intersecting solid-core (SC) waveguide to the optofluidic channel. A 3µm thick 

PECVD silicon-dioxide layer deposition step is added afterwards to define a smooth 

liquid channel floor and future solid core waveguide. A 300nm thin PECVD silicon 

dioxide membrane was grown to cover the microfluidic channel after filling out the 

channel with a sacrificial polymer (SU8-2000.5). The naturally formed meniscus of the 

sacrificial polymer supports and shapes the thin membrane. In order to provide 

mechanical strength to the membrane, a 2µm thick low index silicon dioxide was 

deposited all over the channel excluding the central optofluidic region. The sacrificial 

polymer was finally removed by a combination of strong acids (1:1 mixture of H2SO4 

and H2O2) to create a hollow channel with 300nm thin suspended silicon dioxide 

membrane in the optofluidic region paving an easier way to integrate a solid-state 

nanopore sensor to the optofluidic device. Fig. 5.3a-f shows step by step fabrication 

steps of the nanomembrane on the liquid channel.  



63 

 

Simultaneously, a waveguide mask was used to etch a pedestal into the silicon substrate 

which provides a basis for the intersecting solid-core (SC) optical waveguide and fig. 

5.4 shows a light microscope image of the fabricated nanomembrane device with 

300nm thin membrane indicated by the red rectangular region and cross-sectional view 

of the optofluidic region indicating the thickness of different layers. To make the 

waveguide, the silicon pedestal surface was first thermally converted to low-index 

silicon dioxide (in yellow, t = 2μm, n = 1.44) which acts as the bottom cladding layer 

of the waveguide and then a 3µm thick high index PECVD layer (in blue, t = 3μm, n = 

1.51) was patterned to form a 10µm x 3µm (w x h) waveguide core layer. The channel 

is selectively covered by a 300nm thin suspended silicon dioxide nanomembrane (in 

green) inside the red dashed region, where the rest of the area has an additional thicker 

Fig. 5.4 Cross-sectional view of the nanomembrane optofluidic device with different 

oxide layers indicated in different color. 
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low refractive index silicon dioxide layer (in red, t = 2μm, n = 1.44) acting as cladding 

layer for the waveguide as well as for providing mechanical protection to the chip.  

An electronic voltage-current measurement was performed to confirm intactness of the 

300nm thin oxide membrane before the nanopore milling process as shown in fig 5.5. 

The inlet and outlet of the microfluidic channel are accessed by wax mounted reservoirs 

and a third reservoir is mounted on the central optofluidic region where the membrane 

thickness is 300nm. The reservoirs and the channel are filled with 1xT50 (50mM NaCl, 

10mM Tris-HCl) salt solution. With a DC voltage application system and Ag/AgCl 

electrode pair, electrical current along the microfluidic channel was observed when the 

SPDT switch was at position #1. If the switch was moved to position #2, leakage 

current across the 300nm thin membrane was recorded. For an intact membrane device 

Fig. 5.5 Experimental setup for electronic voltage-current based 300nm thin membrane 

intactness test. 
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before nanopore milling, a non-zero ionic current between the inlet-outlet reservoirs 

and a zero current between the inlet-central reservoirs is expected.  

5.3.2 Nanopore fabrication  

Similar to the ARROW optofluidic device, a solid-state nanopore is integrated to the 

nanomembrane device by milling a microwell for obtaining a uniform and thin 

insulated membrane inside the protrusion cavity on top of the microfluidic channel first. 

The steps are shown in fig. 5.6.  Fig. 5.6a shows a SEM micrograph of the 300nm 

meniscus shaped SiO2 membrane where the microwell is drilled. Fig. 5.6b illustrates a 

top-down view of a 2μm diameter microwell made by milling with 30kV, 10pA focused 

ion beam for 8~9 minutes controlled by NPGS software. This time, a circular shape 

microwell design is chosen to avoid the edge effects originating from the sharp corners 

Fig. 5.6 Step by step SEM micrograph illustration of microwell and nanopore 

fabrication on nanomembrane optofluidic device. 
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in the rectangular microwell design described in section 5.2. The microwell is located 

at the center of the channel’s top surface and 8.6μm away from the protrusion wall (see 

fig. 5.4). Fig. 5.6c shows top-down view  and fig. 5.6d shows a zoomed in view of a 

~20nm nanopore milled in the membrane. NPGS (Nanopattern Generation System) 

parameter: Ga FIB, 30kV, 10pA, single dose, dwell time: 14~20ms. Due to 

nonuniformity or the meniscus shape of the membrane, cracks can appear at the edge 

of the microwell (fig. 5.6e). If so, microwell fabrication is stopped immediately and the 

crack is patched with tetraeythlorthosilicate (TEOS) based SiO2 deposition until the 

crack is invisible in the microwell membrane (fig. 5.6f).    

5.4 Optofluidic particle manipulation 

Optical trapping and particle manipulation techniques are very popular as they are non-

invasive and contact-free methods [156], [157]. Optofluidic devices with intersecting 

solid-core and liquid-core waveguide provide excellent ways to precisely manipulate 

particles for on-chip single particle analysis, sorting, and pre-concentration 

applications [14], [108]–[110]. The optical force exerted on the manipulated particle is 

generated from the change of optical momentum while the light rays pass through a 

particle with different refractive index than the surrounding medium as shown in fig. 

5.7. The component of the optical force acting along the beam direction is called 

“scattering force” and the other one acting along the intensity gradient (perpendicular 

to the beam direction for a collimated beam) is called “gradient force”. Fig. 5.7 shows 

the origin of optical force on a spherical particle illuminated by light.  The momentum 

carried by the incoming light is labeled as Pi and the ray reflected at the first surface 
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and the one transmitted (after two refractions at the surrounding environment and 

particle interface) are indicated as Pr and Pt. The change of momentum (Pi – Pt) of each 

incident rays generates optical force F. In the case of a homogeneous laser beam, the 

resultant force on the particle pushes it a horizontal direction along the light 

propagation direction, as the gradient force components cancel out each other (fig. 

5.7a). However, in case of a gaussian beam where the intensity profile of the beam 

changes along the vertical direction and the particle sits off-axis with the optical axis, 

the particle is pushed towards the optical axis by the gradient force as well as pushed 

towards the propagation direction by combined scattering force (fig. 5.7b).  

Fig. 5.7 Demonstration of optical scattering and gradient force on a particle exerted 

by a) homogeneous, b) Gaussian laser beam. 
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5.4.1 Optical trapping in ARROW optofluidic device 

The ARROW optofluidic device usually uses single mode or multimode interference 

waveguide orthogonally intersected with liquid core channel for exciting fluorescently 

labeled particles flowing inside the channel under vacuum pressure as described in 

section 2.6. The emitted fluorescence signal is guided through the liquid core channel 

based on the ARROW principle and then collected with a solid core collection 

waveguide for off-chip signal collection process. For a symmetric design, both sides of 

the horizontal optofluidic channel are terminated with solid core collection waveguide. 

So, the same chip can be utilized for optical particle manipulation by coupling laser 

lights to the collection waveguides. The coupled light from both left and right side can 

propagate through the liquid core channel and interact with the particles flowing 

through it. Such an optical trapping scheme is shown in fig 5.8a, where particle is 

flowing slowly from the inlet reservoir under a small liquid height difference based 

gradient force. Inside the central optofluidic region, the optical intensity is maximum 

at the center of the LC channel so if a particle moves to the central part slightly off-axis 

or close to the channel wall, the optical gradient force will pull the particle to the center 

of the waveguide first and then the scattering force will push the particle along the 

channel toward the propagation direction. Usually, the gradient force is zero when a 

particle stays at the center of the channel. However, as the light propagates through the 

liquid channel, the scattering force goes down due to waveguide propagation loss. Eq. 
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5.1 demonstrates exponentially decaying equation for scattering forces FSR and FSL due 

to the right and left optical beam respectively.  

 𝐹𝑆𝑅
𝑆𝐿

(𝑧) =  ±
𝑄𝑐

𝑛
𝑃𝑅

𝐿

0exp (−𝛼(
𝐿

2
± 𝑧))    (5.1) 

Here, Q is the radiation pressure efficiency, c is the speed of the light in vacuum, n is 

the refractive index of the surrounding medium, 𝛼 is the waveguide loss coefficient, L 

is the optofluidic region length, and 𝑃𝑅

𝐿

0 is the input beam power at the ends of the 

optofluidic region (z = ±L/2). Fig. 5.8b shows that for symmetric input optical beams, 

the total force (𝐹𝑡𝑜𝑡 = 𝐹𝑆𝑅 − 𝐹𝑆𝐿) along the ARROW liquid channel is zero at z = 0 

marking the equilibrium position where the particles moving inside the channel will be 

Fig. 5.8 Schematic illustration of dual-beam loss-based optical trapping scheme. a) 

Experimental setup for LB trap in ARROW optofluidic platform. b) Scattering force 

distribution along the optofluidic region. c) A single microbead trapped inside the 

liquid channel using LB trap. (from [110]) 
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trapped. This optical trapping scheme is named as loss-based (LB) trapping as it relies 

on propagation loss of the waveguide. The LB trap is very flexible and the equilibrium 

position can be moved along the optofluidic region by carefully adjusting the optical 

beam power. Fig. 5.8c shows a single microbead trapped by LB trap inside the 

ARROW optofluidic platform. Previously, this LB trapping scheme has demonstrated 

trapping of ~120 microbeads inside the LC channel showing a promise of on-demand 

particle delivery and pre-concentration for on-chip ultrasensitive particle detection and 

processing [15], [110].  

However, this optical trapping scheme is very sensitive to the liquid flow inside the 

channel and balancing two optical beams increases experimental complexity. Later, a 

single optical beam based optical trapping scheme was introduced where particles are 

flown through the channel at opposite direction to the optical propagation direction 

[111], [158]. Fig. 5.9 shows the experimental setup for the single beam trapping scheme 

in an ARROW optofluidic device. If the optical scattering force stronger than the 

particle flow velocity, the beads are trapped against the channel wall right after entering 

Fig. 5.9 Single beam optical trap in ARROW optofluidic device. 
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into the optofluidic region. This scheme reduces experimental complexity and offers 

reproducible optical trapping location.  

5.4.2 Optical trapping in nanomembrane optofluidic device 

Although the single beam optical trapping provides precise trapping location, better 

reproducibility and flexibility, the beads remained exposed to fluid flow while being 

trapped. A sudden increase in fluid flow or change in flow direction can wash away the 

trapped beads. A possible improvement idea can be to isolate the trapped beads from 

the fluid flow into a protrusion cavity where the fluid flow speed is minimum. Such an 

idea was implemented on the nanomembrane optofluidic device and two different 

optical waveguide designs were explored. The fabrication details of the nanomembrane 

optofluidic device are discussed in section 5.3.1. The first design involved an 

orthogonal optical waveguide with respect to the particle flow direction, so the optical 

Fig. 5.10 Single beam optical trapping in nanomembrane optofluidic platform. 

Optical microscope image of the nanomembrane optofluidic device with a) 

orthogonal force design and b) gradient force design (from [155]). Green arrow: 

optical beam; yellow arrow: particle flow direction.   
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scattering force can push the particles towards protrusion cavity (see fig. 5.10a). This 

scheme is called orthogonal force design. The second design has an aligned optical 

waveguide with respect to the particle flow direction inside the optofluidic region, so 

the gradient force can first align the particle in the center of the channel and then the 

scattering force in combination with the fluid flow can easily push the particle towards 

protrusion region (see fig. 5.10b). This scheme is referred to as the gradient force 

design. The detailed characterization of these designs can be found in reference [155]. 

Under typical experimental conditions, the combined gradient and scattering force 

design showed higher optical trapping efficiency (~98%) compared to the orthogonal 

trapping method (80%).  

5.5 Magnetic bead based solid-phase extraction method  

This chapter explores the application of solid-state nanopores as a label-free single-

molecule analysis tool, where target molecules are devoid of optical labeling, and their 

characteristics are encoded in the electrical detection signal. Ideally, similar types of 

particles should generate the same detection signal while translocating through the 

nanopore. However, statistical analysis of nanopore translocation signals originated 

from a single type of particles shows a spread in the detection signals which may raise 

ambiguity in case of differentiating among different particle types with close 

biophysical or chemical characteristics i.e., different nucleic acid sequences of equal 

length [159]. While using a solid-state nanopore for analyzing an unprocessed complex 

biofluid such as whole blood, plasma, urine, nasal swabs etc. the quantity of the target 

biomarker inside the experimental biofluid volume can be very low compared to other 
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constituents, which can limit the signal to noise ratio as well as the detection rate [47], 

[160]. It may take tremendous computational effort to successfully recognize a desired 

event from a pool of unwanted signals. Moreover, for being nanoscopic in size, 

nanopore can be easily blocked if an untreated raw biofluid is run through it. To avoid 

unwanted interference from various components of the biofluid other than the target 

molecule, an additional sample pre-processing step is required.  

Magnetic bead based solid phase extraction method is one of the most utilized methods 

for extracting specific nucleic acid or protein target from complex biofluids [161], 

[162]. Fig. 5.11 shows the workflow of the magnetic bead based solid-phase extraction 

assay targeting nucleic acid. Fig. 5.11a shows all constituents of the assay, including a 

streptavidin coated magnetic microbead, target nucleic acid, and biotinylated short 

single strand DNA or pulldown sequence that is designed to be the reverse complement 

of a small part of the target nucleic acid (see red colored part in the target NA in fig. 

Fig. 5.11 Step by step illustration of magnetic bead based solid-phase extraction of 

specific nucleic acid target (from [158]). 
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5.11a). First, the magnetic bead surface is functionalized with the short pulldown 

sequence by streptavidin and biotin complex formation (fig. 5.11b). This interaction 

takes place at room temperature. After the binding process, excess unbound 

biotinylated pulldown sequences are discarded by magnetic washing process. 

Afterwards, target nucleic acids are specifically extracted from the biofluid by nucleic 

acid hybridization reaction between the target and pulldown sequence (fig. 5.11c). For 

this reaction to happen, target nucleic acid solution is first unfolded by heating at 95°C 

inside a programmable heating block for 5 minutes and then pulldown modified 

magnetic bead solution is added. After a short incubation period, another magnetic 

wash is performed, and next the target immobilized magnetic beads are suspended in 

the working buffer solution. This bead solution can be used for further downstream 

application. The immobilized nucleic acid targets can be released on demand just by 

heating the processed carrier bead solution at a higher temperature than the melting 

temperature of the pulldown sequence.  
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5.6 Nanopore capture radius and detection rate 

A simple theoretical study of the nanopore target capture process translocation event is 

a diffusion limited process [115], [116]. Even though an electric bias voltage is applied 

using a pair of electrodes dipped in the ionic solution across the insulating membrane, 

most of the applied electric potential is dropped near the nanopore. Due to the 

nanoscopic size of the nanopore, a high electric field is generated near the nanopore 

extending over a finite volume known as the nanopore capture volume. The electric 

field inside the capture volume is so high that any charged particle with proper polarity 

residing inside this volume will be immediately captured by the nanopore. This 

phenomenon has been well studied by researchers and the capture volume inside the 

“cis” side of the pore has been modeled as a semi-hemisphere with a radius defined as 

capture radius (r) [115], [116]. However, for a typical millimeter scale flow cell, most 

of the target particles reside outside of the nanopore capture volume facing almost zero 

effective electrophoretic force. So, the nanopore capture process can be explained by 

Fig. 5.12 Nanopore target capture process. 
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dividing the space near a nanopore into three segments, such as - i) diffusion region, ii) 

capture volume, and iii) “trans” side. Fig. 5.12 demonstrates the segments in the case 

of a nanopore integrated microfluidic channel. The diffusion region is defined as the 

region outside the capture volume from where the target molecules can diffuse towards 

and get inside the capture volume within the experiment running time. Any particle 

inside the capture volume is rapidly captured by the nanopore and the translocated 

particles are stored inside the “trans” side. The nanopore target capture rate (R) for a 

uniformly distributed particle concentration can be defined by Fick’s law [163] as- 

 𝑅 = 2𝜋𝐶𝐷𝑟    (5.2) 

Here, C is the bulk concentration and D is the diffusion coefficient of the target 

biomolecule. For a diffusion limited nanopore experiment, it is possible to calculate the 

capture radius from the detected translocation rate. An experiment utilizing a ~20nm 

nanopore integrated ARROW optofluidic platform was conducted to target SARS-

CoV-2 RNA segments at a bulk concentration of 5x108/mL, revealing a calculated 

capture radius of 13.4µm [111]. Assuming a uniform distribution of the target within 

the 5μm high, 12μm wide, and 3mm long liquid channel, only 1/35th of the total 

available targets will reside within the capture volume. As the clinically relevant target 

concentration ranges from 103 to 106/mL [47], [160], the anticipated targets inside the 

capture volume fall below 1, requiring prolonged experiment times to accumulate a 

sufficient number of molecules within the capture volume. This limits the nanopore 

applications in molecular diagnostics without adding target pre-amplification or pre-

concentration steps. The next section will discuss an elegant solution to increase target 
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concentration inside the capture volume by integrating precise optofluidic microbead 

trapping techniques with on-chip solid-state nanopore sensor.  

5.7 Optical trapping assisted nanopore capture rate 

enhancement (TACRE) 

As discussed in the previous section, it is necessary to increase target concentration 

inside the nanopore capture volume in order to analyze a bio sample at clinically 

relevant concentration. Several methods have been explored for facilitating analyte 

delivery to the nanopore capture volume including pressure controlled target delivery 

[164], salt gradient based capture rate enhancement [165], nanopore integrated 

plasmonic structure for thermophoretic target capture [166], dielectrophoretic trapping 

of target molecules [167], Isotachophoresis (ITP) based extraction, preconcentration 

and delivery of target molecule to the nanopore [168]. However, a complete diagnostic 

assay for efficient delivery of selective biomarkers from a complex biofluid to the 

nanopore sensor in a label-free and amplification-free manner for attaining a higher 

detection throughput is still not fully accomplished. 

We have recently developed a nanopore integrated optofluidic approach known as 

optical trapping assisted nanopore capture rate enhancement (TACRE) for obtaining 

specific, high-throughput, ultra-sensitive yet simple quantitative biomarker analysis 

[169]. The idea is to immobilize target molecules on micron size functionalized 

magnetic bead surface with high specificity utilizing solid-phase extraction method, 

and then optically trap and pre-concentrate the beads near the nanopore drilled on the 

integrated optofluidic channel. Simultaneously releasing the target particles from the 
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trapped microbeads and performing nanopore capture offers a significantly enhanced 

detection rate, resulting from the substantial increase in target local concentration 

(Clocal) within the capture volume (Vcap) compared to the initial bulk concentration 

(Cbulk). Considering a lossless target release and capture process, the enhancement 

factor can be calculated using eq. 5.3 where Nxloc is the total number of target 

translocation observed.  

 
𝐸𝑛ℎ𝑎𝑛𝑐𝑒𝑚𝑒𝑛𝑡 𝑓𝑎𝑐𝑡𝑜𝑟 =

𝐶𝑙𝑜𝑐𝑎𝑙

𝐶𝑏𝑢𝑙𝑘
=

𝑁𝑥𝑙𝑜𝑐

𝑉𝑐𝑎𝑝

𝐶𝑏𝑢𝑙𝑘
  

(5.3) 

This target local concentration enhancement enables amplification-free direct detection 

of nucleic acid and protein targets using a nanopore with single-molecule sensitivity. 

Depending on the TACRE assay preparation protocol and the number of trapped beads, 

it is possible to get ~106x enhancement factor. In comparison with a PCR reaction, the 

obtained local concentration enhancement factor is close to the maximum amplification 

factor achieved from a 20-cycle long PCR reaction (For a 100% efficient PCR 

amplification, the amplification factor = 2n, where n = cycle number). 
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Fig. 5.13a shows a schematic illustration of the experimental setup for TACRE 

implementation in a nanopore integrated ARROW optofluidic device. The setup 

utilized dual-beam loss-based optical trapping as described in section 5.4.1 for 

accumulating microbeads carrying target molecules at an equilibrium position along 

the LC channel, where a nanopore is also drilled to capture the released target particles. 

A cross-sectional view of the nanopore at the trapping location illustrates the TACRE 

process (fig. 5.13b). The effectiveness of the TACRE process was demonstrated with 

100-mer ssDNA target corresponding to a melanoma cancer gene (BRAFV600E). A 

Fig. 5.13 TACRE implementation in nanopore integrated optofluidic platform. a) 

Schematic illustration of the experimental setup. b) Cross-sectional view of the 

nanopore showing trapped target carrying microbeads inside the capture volume. c) 

Nanopore detection rate improvement with the number of trapped beads (from [169]). 
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biotinylated 14bp long ssDNA pulldown sequence specific to the target was designed. 

First, a tenfold enhancement in nanopore detection rate is showcased when a single 

bead connected with 240,000 targets is trapped near the nanopore, compared to the rate 

achieved with the identical number of targets uniformly distributed within the LC 

channel. Subsequently, fig. 5.13c shows a linear rise of the nanopore detection rate with 

an increasing number of the trapped beads while keeping the same initial target 

concentration. The TACRE assay is very flexible and can be extended to different types 

of molecules, such as enhanced antigen detection utilizing antigen-antibody binding 

[158]. 

In the next chapters, this high-throughput TACRE process will be utilized for 

calibration-free quantitative analysis of target molecules. First, chapter 6 will discuss 

quantitative measurement of SARS-CoV-2 RNA molecules from both buffer and 

spiked human nasal swab sample using the TACRE assay covering the clinically 

relevant range. Then, chapter 7 will discuss longitudinal viral RNA load study with 

Zika and SARS-CoV-2 infected non-human marmoset and baboon biofluids. Finally, 

chapter 8 will discuss nanopore analysis of organoid derived whole exosome and 

TACRE based quantitative analysis of ENO1 gene, an important biomarker for 

metabolism, and tumor detection, from the exosome cargo.    
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Chapter 6 Optical trapping assisted label-free and 

amplification-free detection of SARS-CoV-2 RNAs with an 

optofluidic nanopore sensor 

The global impact of the recent COVID-19 pandemic has prompted researchers 

worldwide to focus on the development of molecular biosensors capable of targeting a 

multitude of biomarkers and addressing diseases with closely related symptoms [170]–

[172]. A recent survey assessing the preferred features of a COVID-19 sensor 

highlights the importance of incorporating high sensitivity and specificity, short 

turnaround time, user-friendly operation, cost-effectiveness, scalability, and seamless 

integration with digital platforms [59]. Designing a practical device encompassing all 

these sought-after characteristics has proven to be challenging. For example, the widely 

adopted quantitative reverse transcription-polymerase chain reaction (qRT-PCR) offers 

a specific, sensitive, and low limit of detection (LOD) COVID-19 testing approach, but 

it is complex, resource-intensive, and relatively slow [173]. In comparison, 

comparatively cheap, simple, and disposable lateral flow antigen testing kits provide 

rapid point-of-care testing with lower sensitivity and reliability [174]. Different 

emerging techniques such as CRISPR (clustered regularly interspaced short 

palindromic repeats) [175], [176], LAMP (Loop-Mediated Isothermal Amplification) 

[177], [178], RPA (Recombinase polymerase amplification) [179], [180], click 

chemistry[181] etc. are being explored to offer high sensitivity in limited resource 

application, but still involve optical labeling, multistep enzymatic reactions, and sensor 

calibration for quantitative analysis [182]. An integrated platform capable of direct, 
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rapid, label-free detection of individual molecular targets can overcome these 

challenges.  

We have developed integrated nanopore electro-optofluidic chip to demonstrate the 

rapid, label-free, amplification-free and quantitative detection of SARS-CoV-2 RNAs 

with single molecule sensitivity using the optical trapping assisted nanopore rate 

enhancement (TACRE) approach [111]. With a highly specific TACRE assay, viral 

RNA was successfully detected from both buffer and clinical nasal swab samples and 

a wide dynamic range (104-109/mL) with LOD of 17aM has been reported. The 

examination of nanopore capture rate with target concentration revealed a favorable 

scaling by the TACRE approach towards lower concentration and a remarkable ~2000x 

detection rate enhancement resulting from target pre-concentration within the nanopore 

capture volume.  

6.1 Experimental methodology 

The optical trapping-assisted capture rate enhancement (TACRE) approach is 

implemented by combining off-chip SARS-CoV-2 assay preparation with an electro-

optofluidic nanopore platform for high-throughput analysis.  

6.1.1 SARS-CoV-2 assay 

We used a modified version of the solid-phase extraction method described in section 

5.5. Here, streptavidin coated 1µm diameter magnetic bead (purchased from New 

England Biolabs, Inc.) were functionalized with biotinylated 14 bp long pulldown 

sequence- /5BiotinTEG/CATTTCGCTGATTT (purchased from Integrated DNA 



83 

 

Technologies, Inc. (IDT)) targeting a part of the ORF 1ab region (nt. 28,294-28,307; 

Severe acute respiratory syndrome coronavirus 2 isolate Wuhan-Hu-1, complete 

genome, NCBI Reference Sequence: NC_045512.2) of the SARS-CoV-2 genome. The 

melting temperature of the pulldown is 35.1°C in 50 mM Na+ salt solution (calculated 

from http://biotools.nubic.northwestern.edu/OligoCalc.html). The binding capacity of 

the magnetic bead is more than 500 pico-moles of 20bp biotinylated ssDNA molecules 

per mg. First, a 5μL aliquot of the beads at stock concentration (4 mg/mL) was washed 

3x with 20nm filtered (Whatman Anotop Syringe Filters) 1XT50 (50 mM NaCl, 10 

mM Tris, pH 6.5) buffer solution and then 0.5μL of 100μM biotinylated pulldown 

sequence was added with 6x molar excess to saturate the binding sites of each bead. 

The sample is incubated in a rotary mixture at room temperature for 1h. Afterwards, 

unbound pulldown sequence was discarded by magnetic washing and finally the 

functionalized beads were resuspended in 1XT50 buffer at predetermined 

concentration for downstream application (see fig 6.1a).  

The clinical sample with predetermined target concentration was prepared by spiking 

negatively detected nasopharyngeal swab samples or buffer solution with synthetic 

Fig. 6.1 Magnetic bead based SPE assay for SARS-CoV-2 RNA detection. 

http://biotools.nubic.northwestern.edu/OligoCalc.html
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SARS-CoV-2 RNAs. Human nasal swab samples that tested negatively for SARS-

CoV-2 (confirmed by RT-qPCR) were collected by the UCSC Molecular Diagnostics 

Laboratory. The synthetic RNA (stock concentration ranging from 105 to 106 

copies/mL) including fragments from ORF 1ab, Envelope, and Nucleocapsid region of 

the SARS-CoV-2 genome were purchased from American Type Culture Collection 

(ATCC: VR-3276SD).  

We have developed and characterized a calibration free and quantitative assay. For 

example, 20µL of spiked nasal swab sample prepared at target concentration of 5x108 

copies/mL was heated at 95°C for 5 minutes in a programmable heating block to melt 

the secondary structures in the RNA molecules and then immediately mixed with 2.5µL 

of pulldown functionalized magnetic bead sample at a concentration of 4x107 bead/mL.  

The average ratio of the number of available targets to bread was 100. This assay is 

flexible, and the target to bead ratio can be modulated on-demand as each bead has 

more than 105 binding sites. The bead mixture was transferred to a 30°C water bath for 

1 min and then the vial was gently flicked and centrifuged briefly. Afterwards, the 

sample was kept in a dry bath at 95°C for 1 min. The water bath cooling and dry bath 

heating steps were repeated four times to maximize the binding possibility of the target 

particles to the magnetic beads. Then the solution was kept in an ice bath for 30 min. 

Finally, the magnet beads went through 2x magnetic washing to discard unwanted 

constituents from the nasopharyngeal swab and resuspended in nanopore working 

buffer (1xT50 with 2% w/v sodium dodecyl sulfate (SDS)) at a concentration of 3.3 × 

106 beads/mL. Fig. 3b & 3c illustrate the target extraction process and the final bead-
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target construct. Though the complete extraction efficiency of the assay is unknown, 

the results described later in this chapter demonstrate good agreement with our 

expected values indicating minimal losses.  

6.1.2 Integrated electro-optofluidic nanopore platform development 

We have developed an integrated electro-optofluidic nanopore platform for delivering 

target immobilized magnetic beads near the nanopore with a higher rate. Fig. 6.2 shows 

schematic representation of the developed platform. At the heart of the platform there 

is an 8x8 mm2 Si-based ARROW optofluidic device with intersecting solid core 

waveguide (in gray) and liquid core channel (in blue). A ~20nm nanopore sensor is 

integrated at the end of the optofluidic part of the LC channel by programmable FIB 

milling process. The detailed fabrication process of the ARROW device is described in 

section 2.5 and the nanopore integration is described in section 5.2. Three metal 

reservoirs are placed at the LC channel entrance (#1 and #3) and on the nanopore (#2), 

Fig. 6.2 Nanopore integrated electro-optofluidic platform. 



86 

 

to introduce liquid and particles inside the channel as well as for inserting Ag/AgCl 

electrodes for applying electrical voltage. Initially, the target immobilized beads are 

introduced in reservoir #1 and a brief magnetic pulling was applied (1 min) to increase 

the number of beads near the channel inlet. Then, a potential difference VEK (usually 

between 6v to 12v) was applied to drive the beads to the optofluidic region by 

electrokinetic force. When, the SC waveguide is coupled with laser light (532 nm, 

Lighthouse Photonics), the optical scattering force, Fo will overcome the electrokinetic 

force, FE and trap the beads against the channel wall under the nanopore sensor. Fig. 

6.3a shows a timeline of optical trapping inside the optofluidic device. The magnetic 

beads move under the influence of FE during timestamp T1 – T2 indicated by red arrows. 

The laser light was turned on at time stamp T3 and the beads were pushed along the 

beam propagation direction indicated by purple arrows as FO > FE. The beads were 

trapped against the channel wall at timestamp T9. In comparison with diffusion-based 

bead delivery method (ctrl, black bars), combined magnetic and electrophoretic bead 

Fig. 6.3 a) Optical trapping of target carrying microbeads inside the optofluidic 

channel. b) Comparative analysis between purely diffusion based and combined 

magnetic-electrophoretic bead delivery method. 
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delivery method (M_EP, red bars) demonstrated superior performance as shown in fig. 

6.3b.  

The device is placed on a Peltier heater (TES1 12703, Hebei I.T. (Shanghai) Co., Ltd) 

controlled by a temperature controller (LDC 3724B, ILX Lightwave). The controller is 

set to 45°C, 10°C above the melting temperature of the pulldown sequence to account 

for heat transfer loss from the heater block to the ARROW chip and a 10kΩ resistor is 

placed on the heater surface to implement a closed loop PID algorithm. After a desired 

number of beads are trapped, the heater is turned on for thermally releasing target 

molecules from the magnetic bead surface inside the nanopore capture volume and a 

nanopore voltage VNP is applied to capture the released target simultaneously. The 

current signal from the nanopore was amplified by a highly sensitive current amplifier 

(Axopatch 200B, Molecular Device) and simultaneously recorded at a sampling rate of 

250KSa/s through a data acquisition module (Digidata 1440A, Molecular Device). The 

Fig. 6.4 a) Baseline subtracted nanopore translocation signal for individual SARS-

CoV-2 RNA segments. b) Real-time translocations of SARS-CoV-2 RNAs from 

TACRE method and control experiment. The gray region in the TACRE trace 

represents the 150s heating period for target release. 
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current signal is filtered by a low pass filter (10kHz cut-off frequency) and a custom 

MATLAB program is used to analyze and identify translocation spikes from noise and 

other ionic current fluctuations [158]. The program first calculates standard deviation 

(SD) of the baseline current and sets up a detection threshold, here at 4x SD. In each 

cycle, 5 samples are collectively considered as a new data point and compared with 

previous data point. Real translocation events are confirmed by checking the change in 

consecutive data points against the user defined detection threshold, and a successful 

return to the baseline within a user defined time threshold (~10X longer than the 

expected translocation dwell time). Fig. 6.4a shows the characteristic nanopore 

electrical detection signal with good signal-to-noise ratio resulting from the 

translocation of individual RNA molecules through the nanopore (marked in red dots). 

The next section will discuss the performance of the TACRE assay, which shows 

dramatic detection range enhancement compared to stand-alone nanopore detection of 

target molecules from bulk solution.   

6.2 Result and discussion 

6.2.1 TACRE assay speed   

To quantify the performance of the TACRE assay, we performed a diffusion limited 

nanopore experiment without any preconcentration steps at target concentration of 109 

copies/mL. A 2s integrated translocation histogram along the experiment time (fig. 6.4b 

– blue trace) shows stochastic, but continuous detection of small numbers of targets 

due to the slow, diffusion-limited target delivery to the pore. Compared to the bulk 
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detection experiment, the target starting concentration in the TACRE experiment was 

2x108 copies/mL and the assay was prepared for each bead holding approximately 5 

targets on average. After 90 target carrying beads were optically trapped, the heater 

was turned on for the first 150 seconds (indicated by the gray region) of the experiment 

runtime. The translocation histogram (fig. 6.4b – red trace) shows a sharp rise in the 

instantaneous translocation rate between t = 57s and t = 63s during which 75% of the 

total of 677 molecules were drawn through the nanopore and detected. This 

demonstrates the speed and effectiveness of the TACRE process.   

6.2.2 Detection dynamic range  

The suitability of the TACRE assay for viral RNA detection covering clinically 

relevant concentration range was evaluated. To do so, a series of nanopore control 

experiments without any preconcentration steps and optical trapping was performed 

with target spiked buffer solution at concentrations 104 – 109 copies/mL. The total 

number of detected translocations within 360s of experiment time at different bulk 

concentrations are plotted in fig. 6.5a. 6 minutes of experiment time represents a 

reasonable experiment time for point-of-care application. It was observed that the 

nanopore based label-free, direct viral RNA detection process becomes unreliable at 

105 copies/mL target concentration with 2 ± 1 total translocation count observed within 

360s. So, the limit of detection for the standalone nanopore detection process was 

determined to be 106 copies/mL, which misses essentially the entire clinically relevant 
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concentration range. The TACRE process can overcome this challenge as it is possible 

to deliver enough targets, for instance minimum of 10 targets to the nanopore capture 

volume by optically trapping a desired number of target carrying beads, which will be 

captured by the nanopore instantly upon thermal release. Fig. 6.5b shows the total 

observed translocation count (red circle) and expected number of molecules delivered 

to the nanopore by multiplying the number of trapped beads with the average number 

of targets per bead (black cross) in TACRE experiments with different target initial 

Fig. 6.5 a) Total number of translocations in nanopore control experiment at different 

starting viral RNA concentrations. b) Number of detected viral RNAs in TACRE 

method at different starting target concentrations. c) Normalized target count obtained 

from TACRE analysis to the case of 10 trapped beads with 20 RNAs/bead assay.    
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concentration covering the entire clinical concentration range. The open red circle 

indicates TACRE experimental results in spiked buffer solution, where the filled circle 

indicates an experiment in spiked swab solution. For the spiked nasal swab sample, the 

TACRE assay was designed to incorporate an average of 100 targets per bead and with 

8 optically trapped beads, 800 molecules were expected to translocate through the 

nanopore. A good agreement between the expected and observed translocation count 

shows a good extraction efficiency and effectiveness of the TACRE assay in case of 

processing complex biofluid such as nasal swab sample. It is also demonstrated that at 

least 10 translocation counts were observed from each TACRE experiments down to a 

detection of limit of 104 copies/mL with good agreement with the expected number of 

translocation count determined from the assay.  

Unlike the control experiment, the translocation count in the TACRE experiments is 

not expected to follow a predefined trend. As a flexible assay, different target per bead 

ratio values (always chosen to be greater than 1) were adopted and different number of 

beads were trapped during these experiments resulting in different number of targets 

released near the nanopore. To clarify this, the experimental results illustrated in fig. 

6.5b was normalized to a standard case of 10 trapped beads with 20 average target 

attached per bead according to eq. 6.1 and plotted in fig. 6.5c.  

 𝑁𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑒𝑑 𝑐𝑜𝑢𝑛𝑡 =
10

𝑡𝑟𝑎𝑝𝑝𝑒𝑑 𝑏𝑒𝑎𝑑
𝑥

20

𝑡𝑎𝑟𝑔𝑒𝑡 𝑝𝑒𝑟 𝑏𝑒𝑎𝑑
    (6.1) 

All the experimental results with good agreement between observed and expected 

counts are expected to have same normalized value close to 200 (indicated by black 

line) irrespective of the number of trapped beads and assay design. The normalized 
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count from the highest and the lowest tested target concentration (255 and 167 

respectively) shows that the assay is equally efficient across the entire concentration 

range. It is also possible to conclude that the TACRE process can enable viral RNA 

detection of even lower target concentration overcoming the diffusion barrier by 

increasing the number of trapped beads, and/or mixing fewer beads with available 

sample volume to get higher target per bead ratio.   

6.2.3 Local target concentration enhancement 

The fundamental idea of the TACRE process is to increase target concentration near 

the nanopore sensor to enable amplification-free high throughput target counting. To 

quantify the local target concentration near the nanopore, the nanopore capture volume 

is estimated by graphical calculation in AutoCAD. Fig. 6.6a shows a schematic drawing 

of 5µm x 12µm LC channel and the nanopore is located (indicated by orange point) on 

the top of the channel, 6um away from the side wall and 3um away from the channel 

wall. The capture volume is modeled here as a semi-hemisphere with capture radius, r 

= 13.4µm which is calculated from a diffusion limited nanopore experiment as 

Fig. 6.6 a) Graphical calculation of nanopore capture volume. b) Calculated target 

local concentration near the nanopore at for different initial concentration. 
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described in section 5.6. Due to dimension limitations of the LC channel, the 

overlapped blue shaded region in fig. 6.6a is the actual capture volume, which is 

measured to be 1309µm3 or 1.309pL. Now, the target concentration can be calculated 

for each TACRE experiment by dividing the total number of expected target particles 

released from the trapped beads by the actual capture volume. The calculated local 

concentration values for the TACRE experiments demonstrated in fig. 6.5b are plotted 

(red circles) in fig. 6.6b against the starting target concentration. Here, the target local 

concentration for the control experiments will be the same as initial bulk concentration 

as indicated by the blue straight line in fig. 6.6b.  TACRE experimental results show 

favorable scaling of local concentration enhancement towards the lowest target 

concentration, enabling attomolar target detection while keeping the local 

concentration in the picomolar range. The maximum concentration enhancement of 
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Fig. 6.7 Capture rate comparison between bulk detection and TACRE assay. 
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7.8x105 was observed for the lowest initial target concentration of 104 copies/mL or 

17aM. 

6.2.4 Capture rate enhancement 

Finally, the target concentration enhancement near the nanopore resulted in nanopore 

capture rate or detection rate enhancement. The translocation detection dynamics was 

analyzed to quantify this enhancement factor.  The blue trace in fig. 6.7 shows the 

cumulative translocation count obtained from the nanopore bulk control experiment 

performed at 109 copies/mL target concentration. The trace shows a continuous and 

stochastic detection of target particles governed by diffusion. The capture rate for this 

diffusion limited process can be obtained from the linear fit of this trace. However, the 

cumulative particle detection count for the TACRE assay shows a completely different 

picture (red trace in fig. 6.7). The linear fit to this trace shows a steeper slope compared 

to the bulk control trace. The translocation rate enhancement is defined here as the ratio 

of peak translocation rate at each concentration of the TACRE assay and the rate of 

particle counts over the 360s duration of the assay for the control case. Table 6.1 shows 

the enhancement factor for different initial target concentrations, and it is evident that 

 

SARS-CoV-2 

RNA (copies/mL)                                

Translocation rate  
(molecules/sec) Capture rate 

enhancement 
TACRE Control 

1x10
6

 18 1.67x10
-2

 1080 

1x10
5

 18 8.67x10
-3

 2075 

1x10
4

 1.5 Not detectable within 360s 

Table 6.1 Capture rate enhancement at different target concentration. 
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TACRE assay becomes more powerful at the lower target concentration. Maximum 

target capture rate enhancement of  2,075x is observed at 105 copies/mL target 

concentration. As described earlier, the bulk detection scheme becomes unreliable at 

104 copies/mL target concentration, so the rate enhancement at this concentration 

would nominally be infinite. A finite number of detection events and a finite 

enhancement factor at this target concentration can be obtained by increasing the bulk 

control experiment time. However, it is safe to assume that the enhancement factor will 

result in a larger value than the obtained maximum value of 2,075x. 
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Chapter 7 Nanopore integrated optofluidic platform for 

quantitative viral RNA analysis from primate biofluids 

Infectious diseases caused by viruses can cause pandemics due to their high rate of 

infectivity, rapid transmission routes, variable incubation periods before showing 

symptoms, as well as frequent mutations in viral genome [183]–[185]. During the last 

couple of decades, the world has witnessed multiple viral pandemics such as Swine flu 

pandemic in 2009, Ebola virus pandemic during 2013-2016, Zika virus pandemic 

during 2015-2016 and the COVID-19 pandemic, causing huge loss of life as well as 

obstructing economic growth and development [186]–[188]. As preventive measures, 

such as vaccination, and antiviral medicine for viral infection are often either limited 

or unavailable, it is essential to develop simple low-cost point-of-care (POC) diagnostic 

technologies for public health monitoring with high accuracy and efficiency [189], 

[190]. The optical trapping assisted nanopore capture rate enhancement (TACRE) 

method can be a promising and powerful clinical diagnostic tool enabling label-free 

and amplification-free single biomarker detection, but with dramatically reduced 

complexity.  

Non-human primate models play a pivotal role in advancing our understanding of viral 

infections and vaccine development. Their physiological and immunological 

similarities to humans make them invaluable for studying disease progression, immune 

responses, and testing vaccine efficacy [21], [22]. This chapter presents a highly 

sensitive quantitative study of the viral RNA concentration progression in biofluids 

from well-established non-human primate models, a common marmoset for Zika virus 



97 

 

infection, and a baboon for SARS-CoV-2 virus infection animals, using the TACRE 

method. Six different biofluids (Zika infected marmoset: semen, urine and whole 

blood; SARS-CoV-2 infected baboon: nasopharyngeal and throat swab (NPT), rectal 

swab, bronchoalveolar lavage (BAL)) were collected and analyzed with the optofluidic 

nanopore platform along a planned four-week longitudinal study. The successful 

quantification of viral RNAs from all six different types of biofluids in agreement with 

the gold-standard RT-qPCR viral load is demonstrated first. The trapping-based target 

local concentration enhancement allowed this amplification-free method to follow the 

course of infection with a detection limit of 10aM and a dynamic range of five orders 

of magnitude.  These results show a great potential for integrated optofluidic-nanopore 

Fig. 7.1 Integrated optofluidic nanopore platform for TACRE implementation. The 

time points T1-T4 shows the different forces acting on the magnetic bead as it moves 

through the optofluidic region. Inset shows a real-life device with respect to a one cent 

coin. 
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platform to be a true low complexity, inexpensive continuous viral load monitoring 

tool. 

7.1 Integrated optofluidic nanopore platform development 

A schematic view of the experimental platform is shown in fig. 7.1. The platform 

consists of a nanomembrane optofluidic device featuring a 10µm x 10µm cross-section 

microfluidic channel covered with a selectively etched 300nm SiO2 membrane. The 

device fabrication steps are described in section 5.3.1. At the center of the device, a 

10µm x 6µm solid core waveguide intersects with the microfluidic channel and creates 

a 100μm long horizontal optofluidic particle manipulation region. The optofluidic 

region has a 20µm extended protrusion to create a low fluid flow region for isolating 

particles from the fluid flow and trapping them at a precise location. A 20nm nanopore 

is milled into the oxide membrane inside the protrusion cavity by focused ion beam 

(fig. 7.2a). The detailed nanopore integration method for this nanomembrane platform 

is provided in section 5.3.2. The nanopore capture volume (Vcap) was calculated by a 

previously described graphical method in AutoCAD [111] (see Ch. 6). Fig. 7.2b shows 

the cross-section of the protrusion in the microchannel (10μm height x 10μm width x 

20μm length) and the nanopore is located at the center of the top surface of the 

protrusion (yellow dot). The capture volume is defined by the intersection between the 

semi-sphere with the previously calculated capture radius (13.4µm) for a similar 

~20nm nanopore and the microfluidic channel (see Ch. 6). The capture volume (Vcap) 

is calculated to be 2,187 μm3 or 2.187x10-9mL. Three metallic reservoirs are attached 

by wax for accessing the microfluidic channel to introduce liquid and target particles 
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through the inlet (#1) and to apply an electric potential difference between the nanopore 

(#2) and outlet (#3) by Ag/AgCl electrodes. A highly sensitive current amplifier is 

connected to the platform for measuring the ionic current signal.  

For optofluidic bead manipulation, a 532nm laser is coupled to the solid-core optical 

waveguide by a single mode fiber. The microbeads are introduced by the inlet reservoir 

and moved through the channel via hydrostatic pressure from different fluid heights in 

the reservoirs. Natural evaporation is utilized to obtain this fluid height difference. 

Usually, the inlet reservoir is filled with 6μL of bead solution preceded by a drop 

(~1μL) of mineral oil to prevent the evaporation and the outlet reservoir is filled with 

6.7μL of 1xT50 buffer (50mM NaCl, 10mM Tris-HCl) only.  For characterizing this 

particle delivery and trapping method, the cumulative number of trapped microbeads 

against the experiment time is plotted for three different optofluidic-nanopore devices 

(fig. 7.3). These experiments were performed with carboxylate-modified 1µm diameter 

Fig. 7.2 a) SEM micrograph of milled microwell and nanopore on the thin insulating 

membrane. b) Graphical method of calculation for nanopore capture volume. 
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fluorescent beads (Excitation/Emission: 625/645nm) at 4x107 bead/mL concentration 

suspended in 1xT50 buffer with 0.5% Tween 20 surfactant. Tween 20 surfactants were 

added to the bead solution for avoiding bead aggregation and non-specific bead binding 

events to the microfluidic channel surface. Each characterization experiment takes 6μL 

of fluorescent bead sample. This analysis shows a good bead delivery rate with 100% 

trapping efficiency for more than 10 minutes. The microbead flow was monitored using 

a CCD camera (Andor Luca R, Oxford Instruments) connected with a custom-built 

microscope. A 50x long working distance objective lens (Olympus, SLMPlan, 0.45 

NA, 15mm WD) was used to illuminate and collect light from the device and a 40nm 

bandpass filter centered at 670nm wavelength (Omega Optical LLC. 670DF40) was 

used to reject the laser light. Furthermore, the TACRE assay involves target carrying 

magnetic beads, and they are pre-concentrated inside the inlet reservoir using a brief 

Fig. 7.3 Natural evaporation controlled microbead delivery for optical trapping. 
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magnetic pull-down to improve the bead delivery rate and keep the assay time in an 

optimal range. 

The trajectory of the target-carrying beads from the inlet to the trapping region can be 

divided into four distinct timepoints (T1-T4) where various combinations of forces act 

upon a bead (fig. 7.1-bottom panel). First, when a bead enters the microfluidic channel 

(timepoint T1), it experiences fluid flow induced force Ff. The bead doesn’t experience 

any optical force before it reaches the horizontal optofluidic region. At the waveguide-

channel intersection, the optical beam exerts both gradient (Fg) and scattering force (Fs) 

on the microbead providing a net optical force based on the refractive index of the 

microbead and the surrounding medium (timepoint T2). The SC waveguide is aligned 

with the microfluidic channel, so the optical mode profile of the SC waveguide lines 

up with the channel cross-section. Optical mode simulation of this optofluidic region 

has been described before in [155]. The scattering force acts in the direction of light 

propagation, pushing the particle along the channel in the same direction as the fluid 

flow where the gradient force is a 3-dimensional force acting perpendicular to the light 

wave propagation and pulls the bead towards the center of the channel where the light 

intensity is maximum. At the microchannel and protrusion junction (timepoint T3), if 

the optical beam power is enough to provide a stronger scattering force compared to 

the fluidic flow, the bead will be pushed towards the protrusion cavity away from the 

fluid flow. The fluid flow inside the protrusion cavity is negligible so the beads pushed 

inside this region will experience only the scattering force Fs, enabling optical trapping 

of the beads against the cavity wall (timepoint T4). This way the target carrying 
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magnetic micro particles are efficiently trapped against the cavity wall near the 

nanopore sensor. 

7.2 Primate biofluid processing and solid phase extraction 

based TACRE assay 

7.2.1 Biofluid collection 

The virus infected non-human primate biofluid collection and analysis was performed 

in collaboration with Prof. Jean L. Patterson lab from Texas Biomedical Research 

Institute (TBRI). All experimental procedures with animal samples were approved by 

the Institutional Animal Care and Use Committee of the Texas Biomedical Research 

Institute (IACUC, #1714 PC and #1528 CJ 10), and the University of California Santa 

Cruz (IACUC, #Schmh2104 and #Schmh 2207dn).  

A male marmoset (Callithrix jacchus) was inoculated with Zika virus and three 

different bodily fluid (urine, whole blood, and semen) were sampled and serially 

monitored. The inoculation and sample collection method were described previously 

in ref[22]. The urine sample was collected on days 3, 5, 7, 9, 11, and 13 (considering 

the date of viral inoculation as day 0). The whole blood sample was collected on days 

1, 3, 6, 9, and 28. The semen sample was collected on days 9, 14, and 28. Similarly, a 

baboon (Papio hamadryas anubis) was inoculated with SARS-CoV-2 virus and three 

different bodily fluids (bronchoalveolar lavage, nasopharyngeal throat swab, and rectal 

swab) were sampled and serially monitored as described in [191]. The bronchoalveolar 

lavage (BAL) was collected on days -7, 2, 14, 21, and 28. The nasopharyngeal throat 
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swab (NPT) and rectal swab sample was collected on days -7, 0, 2, 7, 10, 14, 18, 21, 

and 28. 

7.2.2 RT-qPCR control experiment for viral RNA quantification 

A gold standard RT-qPCR control experiment was conducted for obtaining viral load 

from all these samples. I thank Bernadette Guerra and Kendra Alfson from TBRI for 

the qRT-PCR based viral load analysis. For independent viral load reference 

measurements, total ZIKV RNA was isolated from bodily fluids (semen, saliva, and 

urine) using TRIzol LS reagent (Invitrogen) according to the manufacturer’s 

instructions. 10μg of yeast RNA as a carrier and 30μg of Glycoblue Coprecipitant 

(Invitrogen) was added during the extraction procedure. The RNA pellet was re-

suspended in a volume of 50μL nuclease free water and 5μL of RNA was used to 

Fig. 7.4 TACRE assay preparation steps for viral RNA detection from animal biofluid.  
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quantify the viral titer. Quantitative RT-PCR was performed using RNA Ultrasense 

One-Step RT-PCR system (ThermoFisher) on an Applied Biosystems 7500 Real -Time 

instrument at 40°C for 30 minutes followed by denaturation at 95°C for 10 minutes 

then thermocycling for 40 cycles of at 95°C for 15 seconds and 60°C for 1 minute. The 

sequence of the ZIKV primers used are forward 5′-AAR TAC ACA TAC CAR AAC 

AAA GTG-3′, reverse 5′-TCC RCT CCC YCT YTG GTC TTG-3′, probe 5′-/56-

FAM/CTY AGA CCA /ZEN/GCT GAA R/3IABkFQ/-3′ (Integrated DNA 

Technologies)[192]. SARS-CoV-2 viral RNA was quantified via quantitative reverse 

transcription polymerase chain reaction (qRT-PCR), as previously described [21], 

[191]. The CDC-developed 2019-nCoV_N1 assay was used to target a region of the N 

gene. Briefly, samples were inactivated using TRIzol LS Isolation Reagent (Invitrogen) 

and RNA extracted using the EpMotion M5073c Liquid Handler (Eppendorf) and the 

NucleoMag Pathogen kit (Macherey-Nagel). MS2 phage (Escherichia coli 

bacteriophage MS2, ATCC) was spiked in as an internal efficiency control. The 

TaqPath 1-Step RT-qPCR Master Mix (Life Technologies) was used for qRT-PCR, 

using 5μL of the extracted RNA material. Assays were performed on a QuantStudio 3 

instrument (Applied Biosystems) with the following cycling parameters: Hold stage 2 

min at 25°C, 15 min at 50°C, 2 min at 95°C. PCR stage 45 cycles of 3 s at 95°C, 30 s 

at 60°C. Primer and probe info: 2019-nCoV_N1-F: GACCCCAAAATCAGCGAAAT 

(500nM); 2019-nCoV_N1-R: TCTGGTTACTGCCAGTTGAATCTG (500 nM); 

2019-nCoV_N1-P FAM/MGB probe: ACCCCGCATTACGTTTGGTGGACC 

(125nM). 
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7.2.3 TACRE assay preparation 

Similar to the PCR analysis, the collected primate biofluids are first lysed to obtain 

high-quality RNA molecules by disrupting cell and cellular structures for the TACRE 

assay preparation. So, the TACRE assay for the primate biofluid analysis can be 

divided into two steps. First crude RNA is extracted from lysed biofluid (fig. 7.4a) and 

then magnetic bead based solid phase extraction assay for quantitative viral RNA 

detection (fig. 7.4b).  

Here, biofluid lysis and RNA extraction is performed using TRizol LS, a phenol, 

guanidine isothiocyanate-based agent inside a biosafety level-2 cabinet. RNAs are 

easily isolated from DNA and proteins by ultracentrifugation steps (Sorvall Legend 

Micro 21R Centrifuge). All biofluid samples were inactivated by mixing with 750μL 

of TRizol LS (250μL sample + 750μL of Trizol LS) maintaining a ratio of 3:1 between 

the volume of Trizol LS and the sample. If the volume of sample was less than 250μL 

then 1xPBS was added to bring the volume of sample to 250μL. 200μL of chloroform 

was added and mixed to the lysed sample tube by pipetting up and down. The tube was 

then centrifuged for 15 minutes at 12,000 × g at 4°C followed by a 3 min incubation 

period at room temperature. The clear upper aqueous layer (approximately 600μL), 

which contains RNA, was carefully transferred to a new 1.5mL tube. To precipitate 

RNA, 500μL of isopropanol (IPA) was added to the transferred liquid and mixed. The 

sample was then centrifuged for 10 minutes at 12,000 × g at 4°C followed by a 10 min 

incubation period at room temperature. The supernatant was discarded, and the 

remaining pellet was resuspended by vortex in 1mL of 75% ethanol. The sample was 



106 

 

again centrifuged for 5 minutes at 7,500 × g at 4°C. Extra ethanol was discarded and 

the RNA pellet was air dried for 20 minutes. The isolated total RNA was eluted by 30-

50μL of nuclease-free water (Invitrogen) or 1xIDTE buffer (10mM Tris, 0.1 mM 

EDTA) by flicking the tube. Finally, the RNA solution was incubated in a water bath 

set at 55–60°C for 15 minutes. For quantitative analysis, biofluid volume is properly 

tracked throughout the sample preparation steps. The resuspended RNA sample is then 

used for downstream assay preparation steps.  

The magnetic bead based solid-phase extraction method relies on biotinylated short 

ssDNA sequence. Two 14 base pair long biotinylated ssDNA pulldown sequences 

(Zika: 5’- /5BiotinTEG/GTTTTGGTATGTGT -3’ and SARS-CoV-2: 5’- 

/5BiotinTEG/CATTTCGCTGATTT -3’) were purchased from Integrated DNA 

Technologies (IDT). The melting temperature of both pulldown sequences in 50mM 

Na+ salt is 35.1°C (http://biotools.nubic.northwestern.edu/OligoCalc.html). The 

pulldown sequence for Zika viral RNA quantification experiment was designed to 

complement a part of NS5 region of the viral genome (nt. 9275 – 9288; Zika virus strain 

ZikaSPH2015, complete genome, NCBI Reference Sequence: KU321639) and the 

pulldown sequence for SARS-CoV-2 experiment was designed to complement a part 

of ORF1ab region of the viral genome (nt. 28,294-28,307; Severe acute respiratory 

syndrome coronavirus 2 isolate Wuhan-Hu-1, complete genome, NCBI Reference 

Sequence: NC_045512.2). The streptavidin coated magnetic microbeads of 1μm 

diameter (4mg/mL) were purchased from New England Biolabs (NEB). The beads bind 

with 500 pmol of single-stranded 25 bp biotinylated oligonucleotide per mg which 
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translates to 240,000 pulldown binding sites per bead offering a wide dynamic range 

for viral RNA concentration analysis. The magnetic bead surface is first functionalized 

with this specific pulldown sequence by streptavidin-biotin based attachment process. 

These attached pulldown sequences offer specific hybridization sites for the viral 

genes. For pulldown bound magnetic bead preparation, 5μL of the stock magnetic bead 

(2x107 beads) were magnetically washed and resuspended in 20nm syringe filtered 

1xT50 buffer solution. The washed magnetic beads were then added to biotinylated 

synthetic capture pulldown oligomers so that the ratio between the number of available 

binding sites and the number of pulldown oligomers is 1:6. The sample was well mixed 

in a rotary mixture for 1 hour and the unbound excess pulldown sequences were 

discarded by magnetic wash. Afterwards, the pulldown functionalized beads were 

resuspended at a suitable concentration (107 – 105 beads/mL) for downstream sample 

preparation. 

7.2.4 Quantitative viral RNA analysis using TACRE assay 

Usually, a known number of pulldown functionalized beads are (Nbeads) mixed with the 

RNA sample (Vbiofluid). For an error free RNA extraction, the resuspended RNA sample 

should have all the viral RNAs available in the biofluid. Also, for an efficient solid-

phase extraction process, all the viral RNAs should be immobilized on the magnetic 

bead surface maintaining a mean value for RNAs to bead ratio. A subset of these beads 

(Ntrapped) are optically trapped near the nanopore and the cumulative number of 

translocations (Nxloc) gives the total number of attached RNAs on the trapped magnetic 

bead surface. This provides an estimated number of viral RNAs attached per bead 
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(fxloc:bead) as shown in eq. 7.1. The number of RNAs in the biofluid (NRNA) can then be 

determined as eq. 7.2. And, finally the concentration of the viral RNA (CRNA) from an 

unknown biofluid can be estimated by TACRE assay according to eq. 7.3.  

 𝑓𝑥𝑙𝑜𝑐:𝑏𝑒𝑎𝑑 =
𝑁𝑥𝑙𝑜𝑐

𝑁𝑡𝑟𝑎𝑝𝑝𝑒𝑑
 (7.1) 

 𝑁𝑅𝑁𝐴 = 𝑁𝑏𝑒𝑎𝑑𝑠 𝑥 𝑓𝑥𝑙𝑜𝑐:𝑏𝑒𝑎𝑑    (7.2) 

 𝐶𝑅𝑁𝐴 =
𝑁𝑅𝑁𝐴

𝑉𝑏𝑖𝑜𝑓𝑙𝑢𝑖𝑑
 (7.3) 

This quantitative TACRE method is calibration-free unlike qPCR. The choice of the 

number of pulldown functionalized beads (Nbeads) mixed with the RNA sample is 

critical for obtaining lower LODs. A lower number of beads can target a lower number 

Table 7.1 Zika infected marmoset biofluid sample preparation summary. 
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of RNAs, offering a very low LOD. However, a lower number of magnetic beads inside 

the optofluidic device requires longer analysis time for getting a finite number of beads 

trapped inside the nanopore capture radius. To keep the experimental analysis time 

within an optimum range for the lowest viral loads, the number of beads was chosen to 

result in approximately 1-100 targets per bead based on the qPCR reference 

measurements. In the absence of a qPCR value, a viral load of 103/mL was assumed. A 

list of assays and experimental parameters are demonstrated in table 7.1 and 7.2.  

Table 7.2 SARS-CoV-2 infected baboon biofluid sample preparation summary.    
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7.3 TACRE implementation for quantitative viral RNA 

analysis 

To characterize the nanopore sensor for viral RNA quantification method, first a blank 

control experiment was performed. The nanopore integrated optofluidic device was 

filled with 1XT50 buffer solution only. When an electrical voltage is applied between 

nanopore and outlet reservoir, a steady baseline ionic current is established (fig. 7.5a). 

No particle translocation deterministic spike signals appeared when no target 

functionalized magnetic beads were optically trapped and heated under the nanopore. 

This confirms no false positive signal from the nanopore sensor without the presence 

of target RNA particles. 

 To observe the response of the nanopore sensor during a TACRE experiment, semen 

sample collected from the Zika infected Marmoset on the 9th day after the inoculation 

was tested. The viral RNA concentration in the biofluid was calculated as 4.72x106/mL 

from RT-qPCR analysis. The TACRE assay was designed so 62.5μL (Vbiofluid) of the 

biofluid was processed and 472 targets (fRNA:bead) were attached to each magnetic bead 

Fig. 7.5 a) Baseline subtracted nanopore ionic current signal for a blank control. b) 

Observed single viral RNA translocation (blue dots) during simultaneous heating and 

nanopore capture process. c) Cumulative translocation count shows dynamic nature 

of the TACRE assay (the red shaded region indicates 2.5 min heating window).  
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based on the qPCR result. During the optical trapping stage, 4 target functionalized 

beads (Ntrapped) were trapped within the nanopore capture radius. The experiments were 

run with the highest voltage provided by the Digidata 1440A digitizer to maximize 

translocation rate and ionic current change, and characteristic translocation signals 

were observed when the simultaneous heat release and nanopore signal acquisition was 

started (fig. 7.5b). Though a nanopore with size smaller than 20nm would have further 

increased the relative current change ΔI/I, our experimental conditions produced 

translocation signals with very high signal-to-noise ratio demonstrated in fig. 7.5b, 

indicating that nanopore size did not limit our analytical sensitivity. In total, 2,620 

translocation signals (Nxloc) were observed, indicating the total number of released Zika 

viral RNAs from the trapped beads inside the nanopore capture volume (fig. 7.5c). The 

average number of calculated viral RNA per bead (fxloc:bead) is 655, in comparison to 

the expected fRNA:bead of 472. The viral RNA concentration is calculated to be 

6.28x106/mL according to eq. 7.3, which is close to the qCPR predicted viral RNA 

concentration. 

7.4 Longitudinal viral load study with virus infected non-

human primates 

After characterizing the TACRE assay for successful zika viral RNA quantification 

from an infected marmoset semen sample, we considered implementing this assay in 

longitudinal viral load analysis studies. The top panel of fig. 7.6 shows the timeline of 

sample collection events (denoted by checkmarks) for the different fluids. Circles 
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around the checkmark denote a positive RT-qPCR result, indicating that most PCR 

measurements were unsuccessful, likely due to very low viral loads or the complexity 

of the PCR process.  

A four weeklong longitudinal study was designed with Zika virus infected Marmoset 

as a non-human primate model. Three different biofluids, i.e., semen, urine, whole 

blood, were collected and analyzed from the animal at pre-determined intervals. Our 

experimental analysis displayed (Fig. 7.6a-c) successful viral RNA identification and 

quantification from all three samples using the TACRE method covering the entire 

dynamic range throughout the infection period. Statistical analysis of these 

translocation signals shows commonly observed data clustering, indicating analysis of 

similar particles and a distinguishable SNR (fig. 7.7a-c). Specifically, semen emerged 

as the most suitable sample type, showing the highest viral loads and largest observable 

period, in agreement with previous studies [193]. While urine and blood samples 

produced only limited viral load values for both assay types, we were able to conclude 

from the nanopore assay that the viral load peaks earlier in the infection, and that urine 

can be used as a more readily available sample fluid if semen is too difficult or 

impossible to obtain. When compared with the corresponding RT-qPCR analysis, we 

got good agreement between the two methods even though the TACRE based viral 

Fig. 7.6 Longitudinal nanopore TACRE study of a-c) Zika infected marmoset and 

d-f) SARS-CoV-2 infected baboon biofluids. The top panel shows the sample 

collection frequency along the longitudinal study. A checkmark indicates a day on 

which a sample was collected and tested with qPCR. A checkmark inside a circle 

indicates that the qPCR assay provided a result for the collected sample. (Solid 

marker: for TACRE calculated value, open marker: qPCR obtained value). The 

dashed lines indicate that no viral load was detected (ND, PCR) or samples were 

not tested (NT, TACRE). 
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quantification method is simple and direct (calibration-free, amplification-free, and 

label-free). Also, the PCR method has numerous steps (reverse transcription, 

amplification, standard curve calibration) that can lead to target loss and errors, 

resulting in a smaller concentration reading. 

Another five weeklong longitudinal study was performed with a SARS-CoV-2 infected 

baboon and three types of biofluids i.e., nasopharyngeal and throat swab (NPT), rectal 

swab, bronchoalveolar lavage (BAL) were collected and analyzed. Similar to the Zika 

virus analysis, the TACRE assay successfully detected and quantified viral RNAs from 

all types of biofluids (fig. 7.6d-f) and statistical analysis shows similar clustering (fig. 

7.7d-f). This longitudinal study shows prolonged viral RNA shedding in NPT sample 

(fig. 7.6d) and a temporally delayed response in the rectal swab samples (fig. 7.6e) 

indicating both respiratory, and gastrointestinal (GI) infection caused by SARS-CoV-

2 virus as predicted in recent literatures[194]. The viral load in the BAL samples 

followed the same course as in NPT samples as observed both with PCR and the 

nanopore sensor (Fig. 7.6f). 

Though a consistent triplicate measurement could not be performed due to the small 

amounts of sample volume, the validity of our measurements was ensured by the good 

agreement with the PCR reference values across all samples and days. This label- and 

amplification-free analysis method produced results for all PCR-positive samples with 

the exception of a single SARS-CoV-2 sample (day 14, rectal swab), in which case the 

PCR concentration was very low and very little sample volume was available for the 

nanopore measurement. Again, the timeline on top of Figs. 7.6d-f shows that less than 
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50% of the collected samples produced a positive PCR result. So, we ran two of the 

samples for which PCR did not produce a result and that represented a gap in the 

longitudinal study (SARS-CoV-2, NPT, days 14 and 18). As shown in fig. 7.6d, a 

quantitative viral load value for both samples were obtained consistently following the 

Fig. 7.7 Statistical analysis of translocation signals for TACRE experiments with six 

different biofluids.  
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dynamic trend that this biofluid exhibited over time. It should be noted that, the TACRE 

assay does not have a fundamentally lower limit of detection than PCR, and thus the 

samples at the beginning and end of the infection were not tested by TACRE assay 

when the viral loads are extremely low. It can be concluded that the nanopore based 

TACRE approach performs at least as well as RT-qPCR, but with significantly reduced 

experimental complexity. The next section will discuss the underlying reason of this 

amplification-free TACRE assay to be able to obtain comparable results to the qRT-

PCR method.  

7.4.1 Target local concentration enhancement 

The TACRE method utilizes the optical trapping assisted target local-concentration 

enhancement inside the nanopore capture volume (Vcap). The target local concentration 

obtained by TACRE can be calculated by eq. 7.4 similar to the method explained in 

section 6.2.4. Here, the bulk concentration is assumed to be equal to the target 

concentration (CRNA) calculated by the TACRE assay.  

 𝐸𝑛ℎ𝑎𝑛𝑐𝑒𝑚𝑒𝑛𝑡 𝑓𝑎𝑐𝑡𝑜𝑟 =
𝑁𝑥𝑙𝑜𝑐

𝑉𝑐𝑎𝑝 𝑥 𝐶𝑅𝑁𝐴
 (7.4) 

The values of the concentration enhancement factor for all of our tested samples are 

listed in Tables 7.3 and 7.4. The enhancement factor ranges from 8.3x103 to 1.22x106. 

This large increase is critical for implementing this high throughput nanopore detection 

scheme with clinically relevant concentrations. 
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In summary, incorporation of this powerful optofluidic-nanopore platform in a 

longitudinal viral load monitoring study comprising two lethal viral infection i.e., Zika 

and SARS-CoV-2 and six different types of biofluid showed the versatility of the 

TACRE assay, paving a new way towards solid-state nanopore based molecular 

diagnosis from clinical samples without the need of nucleic acid sequencing and 

amplification. 

 

  

Table 7.4 Local target concentration enhancement factor for TACRE experiments 

with Zika infected marmoset samples. 

 

Table 7.3 Local target concentration enhancement factor for TACRE experiments 

with SARS-CoV-2 infected baboon samples. 
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Chapter 8 Nanopore integrated optofluidic platform 

development for label-free exosome and exosomal cargo 

analysis 

In recent years, the development of organoid cultures has emerged as a groundbreaking 

laboratory technique for modeling complex biological processes in vitro [23], [24], 

[195]. Among these, brain organoid cultures have drawn significant attention for their 

ability to replicate the intricate cellular organization and functional characteristics of 

the developing human brain, providing valuable insights into neurological development 

during infancy and fetal stages [196]–[198]. As researchers dive deeper into the 

complexity of organoid cultures, attention has turned to the role of small extracellular 

vesicles (EV) secreted by cells as potential biomarkers [199], [200]. Exosomes, a type 

of extracellular vesicle (EV), typically range in size from 30 to 150 nm and closely 

resemble their parent cells in characteristics. Their role in facilitating cell-to-cell 

signaling by transporting diverse proteins and genetic materials within their cargo has 

captured the attention of researchers, leading to the exploration of novel scientific 

avenues [201], [202]. Furthermore, the presence of exosomes in the conditioned media 

of organoid cultures offer a non-invasive window into these complex systems and can 

be used as next generation liquid biopsy biomarker [203], [204]. Specifically, the 

presence of the Enolase 1 (ENO1) gene within exosomal RNA has captivated our 

attention, given its critical roles in cellular metabolism, notably in glycolysis, tumor 

cell division, proliferation, apoptosis, and metastasis [205]–[207]. Understanding the 

dynamics of organoid-secreted whole exosome and organization of exosomal cargo, 
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including the Enolase 1 gene holds promise for unraveling the metabolic activity of the 

organoid in the culture and its dependency on the physiological concentration of the 

nutrient and waste inside the condition media. This chapter will first discuss label-free 

direct electrical detection of exosomes in solid-state nanopore sensors. Then, another 

application of optical trap assisted nanopore capture rate enhancement (TACRE) 

technique will be demonstrated for high-throughput quantification of ENO-1 gene from 

organoid secreted exosomes available in the cerebral organoid culture conditioned 

media.    

Fig. 8.1 Schematic illustration of exosome biogenesis and its composition. Adapted 

from [212]. 
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8.1 Exosomes: definition, isolation and detection methods 

Extracellular vesicles (EVs) are secreted by nearly all cells and are classified into three 

types based on origin, function, and biogenesis: exosomes, microvesicles 

(MVs)/shedding particles, and apoptotic bodies [208], [209]. Exosomes, typically 

ranging from 30-150 nm in size, are formed inside endosomes and released into the 

extracellular environment (see fig. 8.1). Exosome biogenesis and uptake by cell is an 

active area of research leading to the understanding in sorting and packaging of cargos 

in exosomes and their role in therapeutics and drug delivery [199]. Exosomes and other 

EVs can be found in biofluids such as saliva, urine, blood, and cerebrospinal fluid 

(CSF) [210], [211]. Exosomes possess membrane structures comprising a lipid bilayer 

and contain various molecular constituents, including proteins (enzymes, signal 

transducers etc.) , DNAs, RNAs (non-coding RNA, miRNA, mRNA etc.), lipids, and 

metabolites [212]. They also possess a negative surface charge in biofluid or when 

suspended in a water-based buffer solution. For example, the zeta potential of exosome 

particles is calculated to be -7.825mV, -8.54mV, and -30mV inside human serum, 

saliva and 1x phosphate buffer saline (PBS) solution, respectively [213], [214]. As 

researchers increasingly recognize the clinical significance of exosomes, worldwide 

efforts are underway to develop diverse custom micro- and nano-systems beyond 

conventional bulk machines for the isolation, processing, and detection of extracellular 

vesicles (EVs), including exosomes. The conventional method for isolating EVs and 

MVs relies on size and density, such as ultracentrifugation, which is time-consuming 

and demands expensive laboratory equipment and trained personnel [215]. Recently 
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developed microfluidic platforms for extracellular vesicle (EV) isolation have 

revolutionized the process by scaling it down to a single chip [216]. Innovative 

techniques like Deterministic Lateral Displacement (DLD), which utilizes micro and 

nano pillars, and acoustic nano filters employing interdigitated transducer (IDT) 

electrodes, leverage the advantages of micro/nano fabrication and microfluidic 

methodologies [217], [218]. Also, lipid-based nanoprobes, Immunoaffinity-based 

isolation assays have been developed to obtain high specificity, and to isolate specific 

subpopulations of EVs based on the expression of a specific surface marker [219]–

[221]. For quantification of the isolated EVs in aqueous media, the most popular 

method is nanoparticle tracking analysis (NTA) [222], [223]. This method relies on a 

confocal light microscopy system, and any commercial NTA platform has software that 

counts and tracks individual particle trajectory to calculate the hydrodynamic diameter 

of the particle based on a modified Stokes-Einstein equation as well as the 

concentration and zeta potential of the particle in the sample [224]. New applications 

such as sub-population and colocalization are being offered by utilizing both light 

scattering- and fluorescence-based analysis on the same instrument. Though NTA 

instruments are now being extensively used for analyzing microvesicles and EVs with 

a size limit of detection of 30-50nm, the required sample concentration (105 

particle/mL) and volume (minimum of 1mL) for a reliable measurement is still high. 

Other conventional EV detection methods include flow cytometry, dynamic light 

scattering (DLS) and cryogenic transmission electron microscopy (cryo-TEM) [225]. 

All these methods have their own limitations, and they are not convenient for 
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integrating with a broader microfluidic network for developing a high-throughput 

sample to result scheme.    

Solid-state nanopore sensors have shown great promise in the single molecule analysis 

field and can be a perfect candidate for developing integrated platform for detecting, 

counting, and sorting single EVs [226], [227]. The nanopore based detection technique 

relies on transient ionic current change while a particle goes thorough the pore encoding 

the size, and charge of the translocating particle. Also, it is possible to tune the size of 

the nanopore to target different size ranges. Compared to conventional EV detection 

methods, nanopore based method is cheaper, and can offer higher resolution and lower 

limit of detection [228]–[230]. 

We have developed an integrated nanopore-optofluidic platform by integrating optical 

planar waveguides and solid-state nanopores with microfluidic channels on the same 

chip. Previously, this platform demonstrated excellent correlated electrical and optical 

detection of fluorescently tagged nanobead and whole virus (H1N1: 80-120nm) with 

~150nm nanopore [20]. As exosomes have similar size range (30-150nm), a similar 

nanopore-optofluidic platform was utilized for electrical detection of cerebral organoid 

derived exosome samples. Details of the sample preparation and nanopore detection 

result will be described in the next section.  



123 

 

8.2 Direct exosome detection in nanopore-optofluidic 

platform 

8.2.1 Exosome sample preparation 

The exosome sample was collected and processed in the Haussler-Salama laboratory 

at UCSC. I thank Spencer T. Seiler for his help in the exosome sample preparation 

process. The sample processing protocol was adopted from [231] and involved 

ultracentrifugation for isolating exosomes from cell debris, apoptotic bodies and larger 

vesicles. First, 9mL of condition media collected from an organoid culture well was 

diluted with 29mL of 1xPBS buffer solution and then filtered through 200nm filter unit 

(Corning). The flowthrough volume was transferred to a centrifugation tube and extra 

volume of 1xPBS was added to make final weight of the tube as 38 grams. The tube 

was spun at 10,000 rpm for 10 min at 4°C (Parameter: r_MAX = 17,100 g, r_AVG = 

12,300 g, r_MIN = 7,480 g) to pellet larger vesicles. The supernatant was transferred 

to a new tube and then spun at 30,000 rpm for 90min at 4°C (parameter: r_MAX = 

154,000 g, r_AVG = 111,000 g, r_MIN = 67,300 g) to pellet smaller vesicles. The 

supernatant was discarded, and the pellet was resuspended in 500µL of 0.1x Sasai-2 

condition media. Sasai-2 is a nutrition media prepared by slightly diluting the 

commercially available DMEM/F-12, GlutaMAX™ supplement (Thermo Fisher 

Scientific). The  The sample was aliquoted (20µL) and stored at -80°C freezer. A single 

aliquot was thawed and immediately tested with the nanopore platform.   
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8.2.2 Nanopore detection result and analysis 

Fig. 8.2a shows the nanopore integrated optofluidic platform for direct label-free 

detection of exosome particles. The platform consists of a microfluidic channel with a 

nanopore drilled on its top wall. Detailed device fabrication and nanopore integration 

is provided in chapters 2 and 5. For this experiment, the nanopore was created using 

FIB milling to achieve a targeted diameter of 150 nm to cover the whole size range of 

exosome. Fig. 8.2b shows a SEM micrograph of such a FIB milled nanopore of size 

145.7nm. Three metal reservoirs are added to the inlet, outlet, and on the nanopore to 

fill the channel, introduce particles and apply electric potential across the nanopore. As 

exosomes have negative surface charge, the electric potential is applied such that 

particles can translocate from the nanopore reservoir (cis) to the microfluidic channel 

(trans). This  translocation orientation promises future applications such as nanopore 

based single exosome gating [112], correlated electro-optical analysis [20], and 

electrical trapping [232] inside the optofluidic channel.   

Fig. 8.2 a) Nanopore-optofluidic platform for direct electrical detection of cerebral 

organoid derived exosome. b) SEM micrograph of solid-state nanopore drilled on the 

microfluidic channel. 
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Fig 8.3a shows nanopore baseline current at a constant DC voltage when the device is 

filled with fresh 1x Sasai-2 condition media (filtered with 20nm track etched inorganic 

membrane filter). The same nanopore sensor starts to show characteristic blockade 

signals when the nanopore reservoir is filled with exosome solution (see fig. 8.3b). 

Each blockade corresponds to individual exosome particle translocation event (see fig. 

8.3b inset) and further analysis of the blockade depth or differential current (ΔI) and 

dwell time (Δt) of these detected translocation signal can provide useful information 

regarding the detected exosome population. Fig. 8.4 a-c shows dwell time vs 

differential current scatter plot observed with three similar size (~150nm) nanopore 

devices. The current blockade (differential current/baseline current) analysis shown in 

fig. 8.4 d-f demonstrates good agreement among these trials indicating similar particle 

translocation through the nanopore. The summary of these trials is provided in table 

8.1.  

 

 

Fig. 8.3 a) Nanopore baseline current for 1xSasai-2 condition media (filtered with 

20nm filter). b) Characteristic nanopore translocation signal for exosomes. Inset shows 

zoom-in view of a single blockade. 
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Fig. 8.4 Exosome translocation analysis with three similar size nanopore devices. a-c) 

Scatter plot of dwell time vs differential current. d-f) Relative current blockade 

histogram. 
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8.3 Label-free and amplification-free quantification of 

Enolase-1 gene in conditioned media from organoid model 

The organoid culture process aims to closely replicate the growth of specific cell types 

outside the human body within a controlled environment. To achieve this, various 

conditioned media solutions are utilized to supply nutrients and maintain physiological 

parameters within optimal ranges [233]. Despite the widespread use of commercially 

available media in organoid culture experiments, they often lack tailored optimization 

for specific cell types [234]. A notable challenge arises in cerebral organoids, where in 

vitro growth may lead to upregulated glycolysis as the cell prefers aerobic glycolysis 

under stressed environment [235], [236]. This affects glucose consumption and waste 

secretion rates, compromising organoid fidelity. Therefore, implementing a continuous 

feedback mechanism based on the physiological properties or metabolic biomarkers of 

the conditioned media becomes crucial to fine-tune media properties accordingly. 

Given the pivotal role of Enolase-1 (ENO-1) in glycolysis regulation, it emerges as a 

promising biomarker to monitor cellular metabolism. In the pursuit of non-invasive 

Table 8.1 Summary of nanopore based exosome detection 

experiments.  
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liquid biopsy methods, monitoring the expression of the ENO-1 gene within exosomal 

cargo offers insights into cellular dynamics and metabolic activity. However, the low 

concentration of Enolase-1 gene in the condition media and the presence of other cell 

constituents make it hard for a standalone nanopore-based label-free detection 

mechanism to achieve specificity and low limit of detection. In that case, optical 

trapping-assisted nanopore capture rate enhancement (TACRE) can offer an elegant 

solution. The subsequent section will discuss the redesign of the TACRE assay for 

capturing and quantifying ENO-1 gene from condition media in label-free and 

amplification-free manner. 

8.3.1 TACRE assay for rapid ENO-1 gene detection 

TACRE assay uses magnetic bead based solid-phase extraction method which requires 

designing a biotinylated short pulldown (ssDNA) sequence that compliments a part of 

the target gene. A 17 base pair long pulldown sequence (/5BiotinTEG/AA CGA TGA 

GAC ACC ATG) was designed for the ENO-1 TACRE assay to complement a region 

of the exon 10 (Accession no - NM_001428.5: 1217-1233; Homo sapiens enolase 1 

(ENO1), transcript variant 1, mRNA). The melting temperature of the designed 

pulldown sequence is calculated to be 49°C by IDT oligo analyzer tool 

(https://www.idtdna.com/calc/analyzer). As described in section 5.5, the streptavidin 

coated magnetic beads are first mixed with biotinylated pulldown sequence in such a 

way that all the available binding sites on the bead surface will be occupied by the 

pulldown sequences. Then the beads are washed to get rid of unattached pulldown 

https://www.idtdna.com/calc/analyzer
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sequences. The resuspended bead-pulldown construct will be later used for quantitative 

ENO-1 gene detection assay.  

To validate the nanopore TACRE assay for ENO-1 gene, 1781 bp long synthetic 

ssDNA strands with the same sequence as ENO-1 gene (accession no: NM_001428.5) 

was purchased from Twist Biosciences. The concentration of the purchased solution is 

1 ng/uL or 5.2x1011 copies/mL (the weight of each strand of 1781bp long ssDNA  = 

1.922x10-18 gram).  

The TACRE assay is calibration-free, and a detailed description of the target 

concentration determination is provided in section 7.2.4. Briefly, 16µL (Vbiofluid) of 

5.2x109 copies/mL (Ctarget) 1781 bp long synthetic ENO-1 ssDNA target is heated at 

95°C for 5 mins and then mixed with 20µL of 2x107/mL magnetic bead pulldown 

constructs. The total number of beads inside the sample is 400,000 (Nbead). The samples 

were incubated in an ice bath for an hour and then magnetically washed to discard the 

supernatant. Ideally, each bead should have 208 targets (fRNA:bead) immobilized on its 

surface. Finally, the washed beads were resuspended in 1x T50 buffer for experimental 

use.    
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8.3.2 TACRE based quantification of synthetic ENO-1 ssDNA target 

The nanopore-optofluidic platform used for the ENO-1 TACRE assay was described 

in section 7.1. Fig. 8.5 shows a schematic view of the experimental platform where the 

target-carrying beads are added to the inlet reservoir and flown inside a microchannel. 

A subset of the beads (Ntrapped) is optically trapped from the fluid flow in the protrusion 

region by a fiber-coupled 532nm wavelength laser light. A ~20 nm diameter nanopore 

is drilled on the optical trapping region by milling through the top 300nm thin 

membrane using a focused ion beam (FIB). The target nucleic acids immobilized on 

the trapped beads are simultaneously released by heating the chip to 50°C and rapidly 

captured by the electrophoretic force created by applying a DC voltage difference 

between the nanopore and outlet reservoir. Translocated particles generate 

characteristic ionic current changes and a MATLAB based analysis is utilized for 

Fig. 8.5 TACRE platform for high-throughput ENO-1 gene detection. Inset shows a 

23nm size nanopore drilled by FIB. 
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counting the total translocation events (Nxloc) throughout the experiment. Finally, the 

concentration of the target particles can be calculated using eq 8.1. 

 𝐶𝑇𝐴𝐶𝑅𝐸 =

𝑁𝑥𝑙𝑜𝑐

𝑁𝑡𝑟𝑎𝑝𝑝𝑒𝑑
𝑁𝑏𝑒𝑎𝑑

𝑉𝑏𝑖𝑜𝑓𝑙𝑢𝑖𝑑
 

8.1 

The TACRE assay was first applied to quantify the ENO-1 ssDNA target suspended in 

1xT50 buffer. Later, the target gene was spiked in lysis buffer (Qiagen RLT lysis 

buffer) to mimic the experimental environment where the condition media will be lysed 

to break open exosomal cargo. The experimental results show excellent agreement 

between the expected and calculated target concentration. The detailed experimental 

parameters and results are included in table 8.2. Fig 8.3 shows characteristic 

translocation signals and event detection dynamics for both experiments.  

Table 8.2 Experimental parameters for TACRE based synthetic ENO-1 target 

concentration analysis. 
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Finally, the TACRE assay was tested with actual exosome samples derived from an 

organoid culture system. The conditioned media was provided by the Braingeneers Lab 

at UCSC. 150 µL of condition media (Vbiofluid) was collected from 78 days old cerebral 

organoid tissue and then filtered with a 200nm membrane filter to discard cell debris 

and macrovesicles with size larger than 200nm. Afterwards, the filtered sample was 

lysed with 450 µL of Trizol LS lysis agent to expose the exosomal cargo. The TACRE 

assay was performed  by heating the sample at 75°C for 5 mins and then mixed with 6 

µL of 2x106/mL magnetic bead-pulldown construct (Nbead = 12,000) for hybridization. 

After 1 hour of ice bath incubation, the beads were washed and resuspended in 1XT50 

Fig. 8.6 Nanopore detection trace for TACRE ENO-1 assay in a) 1XT50 buffer, and in 

b) lysis buffer. Translocation event detection dynamics for experiments in c) 1XT50 

and in d) lysis buffer. Red rectangle indicates the heating time window. 
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buffer for experimental use. During the experiment, 62 beads (Ntrapped) were trapped, 

and 585 translocation events (Nxloc) were observed. The ENO-1 gene concentration in 

the conditioned media was calculated using eq 8.1 as 7.55x105/mL. Fig 8.7 shows the 

translocation trace and event detection dynamics obtained from the experiment. 

In summary, the TACRE assay with integrated nanopore-optofluidic platform showed 

great promise in exosome liquid biopsy applications. In the future, this simple yet high-

throughput platform can be utilized for targeting multiple biomarker genes from the 

same condition media just by designing different pulldown sequences. If integrated 

with an organoid culture network, the nanopore-optofluidic platform can form a closed 

loop system and can provide valuable feedback by counting the genes of interest in the 

conditioned media.    

  

Fig. 8.7 a) Translocation detection trace for TACRE ENO-1 assay in lysed condition 

media derived from cerebral organoid culture. b)Translocation event detection 

dynamics for the same nanopore experiment. Red rectangle indicates the heating time 

window. 
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Chapter 9 Conclusion and outlook 

In conclusion, this thesis has explained innovative methodologies for integrating 

programmable electronics with optofluidic biomarker detection and a biofluid 

processing unit, enabling user-friendly, configurable, remotely accessible, and high-

throughput single-chip analyses at the point of care. Moreover, the nanopore-integrated 

optofluidic platform has been reconfigured for rapid, amplification-free biomarker 

quantification from various clinical biofluids and organoid culture-derived condition 

media. 

The first major advancement involved the introduction of an FPGA-integrated 

ARROW optofluidic platform for real-time signal processing and particle flow 

analysis. This platform was successfully tested with both fluorescent nanobeads and 

antibiotic-resistant plasmid DNA targets at clinically relevant concentrations, 

demonstrating a detection accuracy of 99% in real-time compared to MATLAB-based 

post-processing analysis. The concentration of the target particles was determined 

within seconds to a few minutes with excellent reliability and reproducibility covering 

clinically relevant range. Furthermore, statistical analysis was conducted to determine 

the optimum experimental time for reliable analysis, while showcasing the potential for 

a futuristic closed-loop system to efficiently deliver processed biofluid to the sensing 

region without wasting valuable reagents. Moving forward, hardware and software 

improvements could enhance the platform's capabilities, such as integrating y-splitters 

[237] or top-down excitation [238] for generating higher signal-to-noise ratio spot 

patterns, as well as implementing machine learning algorithms [16] for real-time 
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multiplexed biomarker detection. Additionally, the integration of an electrical feedback 

circuit for a smart particle delivery system based on real-time flow analysis results is 

feasible.  

The second advancement involved the integration of a PDMS-based programmable 

microfluidic sample processing unit into an IoT framework, enabling remote access 

and controllability for automation. A graphical user interface was designed to facilitate 

the transfer of user-defined instructions from a remotely located computer to the 

experimental setup via Amazon Web Service in the form of MQTT messages. An 

internet-connected Raspberry Pi device received the message and controlled the 

pneumatically actuated fluidic valves of the microfluidic device according to user 

commands. This functional block demonstrated the feasibility of a massively parallel 

biofluid processing scheme targeting multiple biomarkers simultaneously, with 

potential applications in resource sharing and scientific education for underserved 

communities. Finally, a successful field testing of this platform as an easy project-based 

learning tool for teaching programming concepts to Latinx life science students was 

demonstrated. 

The third advancement focused on developing a label-free and amplification-free 

quantitative assay for detection of viral RNAs in clinical samples on a nanopore-

optofluidic chip. This assay, combined with precise non-invasive optical particle 

manipulation techniques, addressed the throughput limitations of standalone solid-state 

nanopore sensors. The first application of this scheme was demonstrated with rapid 

screening of SARS-CoV-2 RNAs from human nasal swab and from buffer solutions 
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covering the entire clinically relevant concentration with a dynamic range of 5 logs and 

limit of detection of 17 aM. The optical trapping of target carrying magnetic 

microbeads near the nanopore sensor increased the target concentration locally by a 

factor of ~105, enabling a detection rate enhancement of ~2000x at the limit of 

detection. The platform was further redesigned to improve the controllability and 

reliability of the optical trapping process. The next application of TACRE 

demonstrated label-free and amplification-free quantification of viral load progression 

for Zika and SARS-CoV-2 infections in marmoset and baboon animal models, 

respectively. The assay was applied to all relevant biofluids, including semen, urine, 

and whole blood for Zika and nasopharyngeal and throat swab, rectal swab, and 

bronchoalveolar lavage for SARS-CoV-2, proving its versatility. The assay 

demonstrated a limit of detection of 10 aM and showed excellent accuracy in 

comparison with corresponding RT-qPCR results. Future improvement could include 

a lightweight and portable biofluid separation disk [44] to extract total RNA. Moreover, 

an on-chip automatic sample preparation and delivery system [56], [61] can be 

integrated to the nanopore-optofluidic chip to minimize the required sample volume 

and to enable parallel operation. Furthermore, the approach can be extended to 

multiplexed analysis using various strategies, such as sequentially exposing the sample 

to a group of functionalized beads with different pulldown sequences and delivering 

the beads to one or more nanopores. The groups of beads can be delivered to multiple 

nanopores working in parallel or to a single nanopore for simultaneous detection by 

designing pulldown sequences for different melting temperatures and then detecting 
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the target molecules in order of increasing pulldown melting temperature. The assay 

can also be integrated with other on-chip microbead trapping techniques, such as nano 

channel based mechanical trapping for point-of-care application [239].    

Finally, the nanopore-optofluidic platform was leveraged for size specific detection of 

exosomes from cerebral organoid culture media demonstrating promise in single 

exosome gating and analysis by integrating programmable electronics [112], [232] and 

optical waveguide [20]. Additionally, the TACRE method was utilized for calibration-

free quantification of the Enolase-1 gene from lysed media, a relevant biomarker 

indicating cell metabolism. This high-throughput assay and platform can be further 

integrated in line with organoid culture network to provide useful feedback and can 

create a closed loop system. 

Overall, this work lays the foundation for simple, programmable, high-throughput, and 

highly sensitive integrated optofluidic platforms that can serve as a new class of 

molecular diagnostic tools. 
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Appendix 

A.1 Python code for graphical user interface (GUI) 

The custom python program for designing the graphical user interface (GUI) is divided 

into several individually executable blocks. The program can be run in any cloud-based 

python notebook such as Google Colab, Jupyter Notebook.  

#Block 1 - initialization 

import time as t 

import json 

!pip install AWSIoTPythonSDK  

import AWSIoTPythonSDK.MQTTLib as AWSIoTPyMQTT 

from google.colab import drive 

from google.colab import files 

import io 

drive.mount('/content/gdrive') 

 

#Block 2 – certificate 

# Define ENDPOINT, CLIENT_ID, PATH_TO_CERTIFICATE, 

PATH_TO_PRIVATE_KEY, PATH_TO_AMAZON_ROOT_CA_1, MESSAGE, 

TOPIC, and RANGE 

ENDPOINT = "apshwcds0150b-ats.iot.us-west-

2.amazonaws.com" 

CLIENT_ID = "testDevice" 

PATH_TO_CERTIFICATE = "/content/gdrive/My 

Drive/certificates/34604caebf5afe3e013edde47d6a36f85e31

946065c99c3ea72c1f889d418c7f-certificate.pem.crt" 

PATH_TO_PRIVATE_KEY = "/content/gdrive/My 

Drive/certificates/34604caebf5afe3e013edde47d6a36f85e31

946065c99c3ea72c1f889d418c7f-private.pem.key" 

PATH_TO_AMAZON_ROOT_CA_1 = "/content/gdrive/My 

Drive/certificates/AmazonRootCA1.pem" 

TOPIC = "test/testing" 

myAWSIoTMQTTClient = 

AWSIoTPyMQTT.AWSIoTMQTTClient(CLIENT_ID) 
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myAWSIoTMQTTClient.configureEndpoint(ENDPOINT, 8883) 

myAWSIoTMQTTClient.configureCredentials(PATH_TO_AMAZON_

ROOT_CA_1, PATH_TO_PRIVATE_KEY, PATH_TO_CERTIFICATE) 

switch = True 

myAWSIoTMQTTClient.connect() 

#Block 3 – upload “script” remotely 

uploaded = files.upload() 

for fname in uploaded.keys(): 

  data_path = fname 

test_file = open(data_path) 

test_file_content = test_file.readlines() 

test_file.close() 

print(test_file_content) 

#Block 4 – variable and user control switch setup 

result = 0 

result_struct = {} 

Mode_Manual_Control = False #@param {type:"boolean"} 

Mode_Run_Saved_Scripts = False #@param {type:"boolean"} 

Mode_Load_Remote_Scripts = False #@param 

{type:"boolean"} 

Mode_EXIT = True #@param {type:"boolean"} 

CH_1 = False #@param {type:"boolean"} 

CH_2 = False #@param {type:"boolean"} 

CH_3 = False #@param {type:"boolean"} 

CH_2 = False #@param {type:"boolean"} 

CH_3 = False #@param {type:"boolean"} 

CH_4 = False #@param {type:"boolean"} 

CH_5 = False #@param {type:"boolean"} 

CH_6 = False #@param {type:"boolean"} 

CH_7 = False #@param {type:"boolean"} 
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CH_8 = False #@param {type:"boolean"} 

CH_9 = False #@param {type:"boolean"} 

CH_10 = False #@param {type:"boolean"} 

CH_11 = False #@param {type:"boolean"} 

CH_12 = False #@param {type:"boolean"} 

CH_13 = False #@param {type:"boolean"} 

CH_14 = False #@param {type:"boolean"} 

CH_15 = False #@param {type:"boolean"} 

CH_16 = False #@param {type:"boolean"} 

Manual_List = [CH_1, CH_2, CH_3, CH_4, CH_5, CH_6, 

CH_7, CH_8, CH_9, CH_10, CH_11, CH_12, CH_13, CH_14, 

CH_15, CH_16] 

print(Manual_List) 

Script_1 = False #@param {type:"boolean"} 

Script_2 = False #@param {type:"boolean"} 

Script_3 = False #@param {type:"boolean"} 

Script_4 = False #@param {type:"boolean"} 

Script_5 = False #@param {type:"boolean"} 

'''make sure only select one!''' 

'''Modes: 

1=manual,  

2=saved scripts (in Raspberry Pi),  

3=remote scripts (from drive)''' 

if (Mode_Manual_Control): 

 result = 0 

 for ch in Manual_List: 

     result = (result<<1) + int(ch) 

 result_struct['mode'] = 1; 

 result_struct['param'] = result; 

elif (Mode_Run_Saved_Scripts): #Optimize this later 
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 if Script_1: 

     result_struct['mode'] = 2 

     result_struct['param'] = 1   

 elif Script_2: 

     result = (2<<4)+2 

     result_struct['mode'] = 2 

     result_struct['param'] = 2 

 elif Script_3: 

     result = (3<<4)+2 

     result_struct['mode'] = 2 

     result_struct['param'] = 3 

 elif Script_4: 

     result = (4<<4)+2 

     result_struct['mode']= 2 

     result_struct['param'] = 4 

 elif Script_5: 

     result = (5<<2)+2 

     result_struct['mode'] = 2 

     result_struct['param'] = 5 

elif (Mode_Load_Remote_Scripts): 

    result_struct['mode'] = 3 

    result_struct['param'] = test_file_content 

elif (Mode_EXIT): 

    result_struct['mode'] = 0 

    result_struct['param'] = 0  

print("{0:b}".format(result)) 
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#Block 5 – publish the message  

print('Begin Publish') 

message = result_struct 

myAWSIoTMQTTClient.publish(TOPIC, json.dumps(message), 

1) 

print("Published: '" + json.dumps(message) + "' to the 

topic: " + "'test/testing'") 

t.sleep(0.1) 

 

 

#Block 6 - Quit 

print('Publish End') 

myAWSIoTMQTTClient.disconnect() 
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A.2 Python code for decoding MQTT message running on 

Raspberry Pi 

➢ Main program:  Subscriber.py 

import time 

import os 

import logging 

import json 

import datetime 

import RPi.GPIO as GPIO 

from time import sleep 

from AWSIoTPythonSDK.MQTTLib import AWSIoTMQTTClient 

#our files starting here 

from RunScript import run_script 

from RunScript import run_main 

 

GPIO.setmode(GPIO.BOARD) 

GPIO.setwarnings(False) 

# valves 1-4 

GPIO.setup(11, GPIO.OUT) 

GPIO.output(11, GPIO.LOW) 

GPIO.setup(13, GPIO.OUT) 

GPIO.output(13, GPIO.LOW) 

GPIO.setup(15, GPIO.OUT) 

GPIO.output(15, GPIO.LOW) 

GPIO.setup(16, GPIO.OUT) 

GPIO.output(16, GPIO.LOW) 
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# valves 5-8 

GPIO.setup(18, GPIO.OUT) 

GPIO.output(18, GPIO.LOW) 

GPIO.setup(12, GPIO.OUT) 

GPIO.output(12, GPIO.LOW) 

GPIO.setup(22, GPIO.OUT) 

GPIO.output(22, GPIO.LOW) 

GPIO.setup(29, GPIO.OUT) 

GPIO.output(29, GPIO.LOW) 

#valves 9-12 

GPIO.setup(31, GPIO.OUT) 

GPIO.output(31, GPIO.LOW) 

GPIO.setup(33, GPIO.OUT) 

GPIO.output(33, GPIO.LOW) 

GPIO.setup(35, GPIO.OUT) 

GPIO.output(35, GPIO.LOW) 

GPIO.setup(37, GPIO.OUT) 

GPIO.output(37, GPIO.LOW) 

#valves 13-16 

GPIO.setup(32, GPIO.OUT) 

GPIO.output(32, GPIO.LOW) 

GPIO.setup(36, GPIO.OUT) 

GPIO.output(36, GPIO.LOW) 

GPIO.setup(38, GPIO.OUT) 

GPIO.output(38, GPIO.LOW) 

GPIO.setup(40, GPIO.OUT) 

GPIO.output(40, GPIO.LOW) 

MANUAL=1 

SAVED_SCRIPTS=2 

REMOTE_SCRIPTS=3 

EXIT = 0 

 



145 

 

 

#script name dict 

script_names = { 

 1:"Dummy", 

 2:"Dummy2", 

 3:"TestAll" 

} 

delay_period = 0.01 

switch = True 

# 3/2 - added all pins (16) 

channel_num = 16 

# the list indices (0~15) are according to the valve 

indices (1~16) 

channel_pin = 

[11,13,15,16,18,12,22,29,40,38,36,32,37,35,33,31] 

ENDPOINT = "apshwcds0150b-ats.iot.us-west-

2.amazonaws.com" 

CLIENT_ID = "RemoteDevice" 

PATH_TO_CERTIFICATE = "certificates/cloud.pem.crt" 

PATH_TO_PRIVATE_KEY = "certificates/cloud.pem.key" 

PATH_TO_AMAZON_ROOT_CA_1 = "certificates/root-ca.pem" 

# When the mode is MANUAL, this function will be 

called. It changes status of 

# the pins according to the manual commands 

def manual_control(param): 

        i = 0; 

        for channels in range(channel_num): 

                if ((param>>(15-i))&1) >0: 

                        GPIO.output(channel_pin[i], 

GPIO.HIGH) 

                else: 

                        GPIO.output(channel_pin[i], 

GPIO.LOW) 

                i+=1 

# When the mode is SAVED_SCRIPTS, this function will be 

called. 

# It runs one of the saved scripts 
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def saved_scripts(param): 

 print("running script "+ script_names[param]) 

 run_script("saved_scripts/" + script_names[param]) 

def remote_scripts(param): 

 print("Running remote script") 

 run_main(param) 

        current_time = datetime.datetime.now() 

 filename ="history/"+ str(current_time)+".txt" 

#This is where we name the history file 

 history = open(filename, "w") 

 for lines in param: 

  history.write(lines) 

 print("script saved in " + filename) 

#When the mode is EXIT, this function exits the 

subscriber loop 

def exit_subscriber(): 

 print("Ending subscriber") 

 os._exit(0) 

def read_msg_struct(self, params, packet): 

 message = packet.payload; 

 message = json.loads(message) 

 print("Message: ", message) 

 mode = message['mode'] 

 param = message['param'] 

 if (mode == MANUAL): 

  manual_control(param) 

 elif (mode == SAVED_SCRIPTS): 

  saved_scripts(param) 

 elif (mode == REMOTE_SCRIPTS): 

  remote_scripts(param) 

 elif (mode == EXIT): 

  exit_subscriber() 

 logging.warning('topic '+ packet.topic) 

     logging.warning('topic '+packet.topic) 

     logging.warning('Watch out!') 
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➢ Subprogram: RunScript.py 

myMQTTClient = AWSIoTMQTTClient(CLIENT_ID) 

myMQTTClient.configureEndpoint(ENDPOINT, 8883) 

myMQTTClient.configureCredentials(PATH_TO_AMAZON_ROOT_C

A_1, PATH_TO_PRIVATE_KEY, PATH_TO_CERTIFICATE) 

myMQTTClient.configureOfflinePublishQueueing(-1) # 

Infinite offline Publish queueing 

myMQTTClient.configureDrainingFrequency(2) # Draining: 

2 Hz 

myMQTTClient.configureConnectDisconnectTimeout(10) # 10 

sec 

myMQTTClient.configureMQTTOperationTimeout(5) # 5 sec 

myMQTTClient.connect() 

myMQTTClient.subscribe("test/testing", 1, 

read_msg_struct) 

while (True): 

 print("in while") 

 time.sleep(5) 

device.end(); 

GPIO.cleanup() 

 

 

import time 

import os 

import logging 

from AWSIoTPythonSDK.MQTTLib import AWSIoTMQTTClient 

GPIO.setmode(GPIO.BOARD) 

GPIO.setwarnings(False) 

import RPi.GPIO as GPIO 

from time import sleep 
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#run commands 

def action(command): 

 command_type = command[0] 

 command_param = command[1:-1] 

 if command_type == 'o': 

  print("open " + command_param) 

  GPIO.output(channel_pin[int(command_param)-1], 

GPIO.HIGH) 

 elif command_type == 'c': 

  print("close " + command_param) 

  GPIO.output(channel_pin[int(command_param)-1], 

GPIO.LOW) 

 elif command_type == 'w': 

  print("wait " + command_param) 

  time.sleep(float(int(command_param))/1000) 

 else: 

  print("invalid command type") 

 

#(recursively) read and run functions 

#in future if there is performance issue, this code can 

be optimized by locating 

#  the function bodies first so we don't have to find 

start and end points every 

#  time. 

def run_function(items): 

 #print(items) #show func params(debug purpose) 

 iteration = 1 #by default it runs once. 

 if len(items) > 2: 

  iteration = int(items[2]) 

 #find where the function starts and ends 

  for i, func_line in enumerate(file_lines): 

   if func_line[0:-1] == items[1]: #items[1] = function 

name 

    start_line = i 

   for i, func_line in 

enumerate(file_lines[start_line:]): 
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if func_line[0:3] == "end": 

     end_line = i + start_line 

     break 

 break 

#function start executing here 

 funclines = file_lines[start_line+1:end_line] #does 

not include the function name 

  #function iteration: 

 for i in range(iteration): 

  print("instance " + str(i+1) + " of function " + 

items[1]) 

  for command in funclines: 

   #if it calls a function 

   if command[0:4] == "call": 

    run_function(command.split()) 

   #else it must be a command 

   else: 

    action(command) 

#run main til end 

def run_main(content): 

 for i, lines in enumerate(content): 

  if lines == "main\n": 

   start = i 

 global file_lines 

 file_lines = content 

 print("starting main") 

 for main_line in file_lines[start+1:]: 

  if main_line == "end\n": #end of the main 

   print("end of main") 

   break; 

 elif main_line[0:4] == "call": # go to function 

     items = main_line.split() 
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run_function(items) 

    pass 

  else: 

   action(main_line) 

#start here 

def run_script(script_name): 

 print("Start executing" + script_name) 

 filename = script_name 

 file = open(filename) 

 file_content = file.readlines() 

 file.close() 

 run_main(file_content) 
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