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Abstract

Photoionization, Collisional Ionization, and How We Can Make the

Circumgalactic Medium More Comprehensible

by

Clayton J. Strawn

The Circumgalactic Medium (CGM) is highly ionized and very low density, and there-

fore difficult to observe. This means analysis of it depends very sensitively on our

software and definitions used in interpretation, which can be significantly improved by

study of observable quantities in either idealized or cosmological simulations. We ana-

lyzed the ion fraction tables in Cloudy, to define photoionized (PI) and collisionally

ionized (CI) gas on an ion-by-ion basis, and showed that this definition is very straight-

forwardly related to the ionization energy of the ion, and that the relevant mechanism

is highly insensitive to ionizing background hardness or redshift. We then applied this

definition to O vi in massive halos from the cosmological simulation VELA3, showing

that O vi is primarily PI in cool inflowing streams, CI on an interface layer between

the streams and the bulk, and basically negligible in the bulk. Finally, we used the

same tools to analyze the CGM of the eight AGORA halos, which use the same initial

conditions but different feedback systems and code architectures, and show that they

create significantly different CGMs, both in metal content and gas phase. While this

does suggest caution is needed in interpretation of modern cosmological simulations, the

AGORA simulations’ controlled creation helps us form new insights into interpretation
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Chapter 1

Introduction

In this text, I am presenting work from my time as a graduate student at

University of California, Santa Cruz. My studies have focused on creating a greater

understanding of the circumgalactic medium (CGM), the region immediately outside of

galaxies. Generally, I have focused on creating and applying analysis tools to simulations

of various kinds, and developing novel interpretations of ionization modeling processes.

The structure of this thesis is as follows. First (Chapter 1), we discuss briefly the

essential background topics and vocabulary necessary to follow the remaining chapters.

Second (Chapter 2), we will discuss the current understanding of the CGM and the

relevant physics on a more technical basis. Literature on this subject extends back to

the 1960s, but is mostly concentrated in the years after the turn of the millenium and

which accelerated in the 2010’s.

In each of the following three chapters, I will reproduce a modified version of

my three first-authored papers on this topic, which are Strawn et al. [2023] (Chapter
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3), Strawn et al. [2021] (Chapter 4), and Strawn et al. [2023b submitted] (Chapter

5). These are not in chronological order, because Strawn et al. [2023] is essentially an

expanded exploration of a definition first introduced in Strawn et al. [2021] and would

necessitate significant repetition. Instead, I left Strawn et al. [2023] in full and removed

redundant parts from Strawn et al. [2021] for a smoother flow between chapters. Each

chapter includes a short, focused introduction that will introduce any new, necessary

concepts for that work, including models and papers that each work were written in

response to, a description of any simulations or software used, and a conclusion.1

Finally, I will present an overall conclusion (Chapter 6) which ties together

all three projects, as well as a description of future work (Chapter 7) projects I have

proposed to do to continue down this path. Finally, the Appendices show results which

either examine topics slightly outside the main focus of my published work, or which

have never themselves been published, but which I think are interesting and may tie

into future exploration of this topic.

1.1 The CGM

The circumgalactic medium, or CGM, is the large reservoir of gas outside of

a galaxy but contained within its dark matter halo. Generally, a galaxy’s disk size is

roughly 0.1-0.15 times the halo size, which itself is characterized by the virial radius,

Rvir. The CGM is then usually taken to be this region from 0.1-1.0 Rvir, though neither

1The acknowledgments sections of these individual papers, however, are removed, so please see the
source papers if you want that information.
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boundary is fixed, and many relevant physical effects do not dramatically change form

across these boundaries. The CGM is co-spatial with the dark matter halo, but it is

distinct from it, and is composed not of dark matter but regular baryonic matter at

extremely low density (10−7 − 102 particles/cm3).

This gas is of interest because the existence of significant amounts of gas in

this region and its significance for star formation and structure formation has been well

known for several decades. We have seen that galaxies, on their own, do not contain

most of the baryons in our standard cosmological understanding, and this is known

as the “missing baryon problem” [see Tumlinson et al., 2017, and references therein].

Observations suggest that a significant fraction of the cosmic baryon budget is in the

CGM of galactic haloes [Werk et al., 2013, 2014]. Galaxies are also found to be lacking

in metals, meaning here any elements heavier than hydrogen and helium. As metals,

according to their atomic structure, can only be produced in stars, supernovae, or rare

events such as neutron star mergers, this means that a substantial fraction of metals

which are produced inside the galaxy must be quickly ejected to the CGM. Subject to

constraints on ionization modeling, the detected gas within the CGM can help resolve

both of these problems, as different metal ions can be used as tracers, which imply the

existence of clouds of gas with different sizes and densities, and therefore the CGM

could contain both a total mass and a total metal contribution which help to resolve

these two problems.

Besides helping balance our cosmic budgets, the dynamics and interactions

of the CGM are also of significant interest to researchers in their own right. The low
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density of this gas allows it to remain at fairly high temperatures throughout the volume

of the CGM, supported mostly by virial shock heating, feedback, and the ultraviolet

background (UVB), and so this gas is a highly-ionized, low-density plasma throughout

this volume. However, it is necessary for cool gas to continue inflowing into galaxies

down to relatively low redshift, as it is clear that galaxies will “quench,” or in other

words stop forming stars, far too soon otherwise. Dekel and Birnboim [2006] and Dekel

et al. [2009] show that this inflowing gas must take the form of thin streams which flow

in from the cosmic web, and simulations generally bear that out. While the simplified

“bathtub” models of the CGM account broadly for inflows and outflows of gas and

metals, the details of these flows and their interactions are not yet well understood.

Due to its low density, gas in the CGM is difficult to observe in emission, and

can generally only be seen in absorption lines against background objects. This means

we generally cannot look explicitly at clouds of individual species like one does in the

nearby universe or in galaxies, by examining emission maps of neutral or molecular

hydrogen, helium, or magnesium, and so we also cannot examine cloud shapes or ge-

ometries with any degree of precision. Instead, we get information along each individual

line of sight (LOS) through spectroscopy of background sources, meaning examination

of the depth, width, and centroid of each quantum absorption line for the various ions

that can be detected along the LOS. At the systematic redshift of any given galaxy,

only a few ions are visible in absorption at wavelengths available to our spectroscopic

devices. By cross-correlating the multiple transitions of each state and quantum struc-

ture (singlets, doublets, etc.), one can fairly reliably identify what species are present
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within the LOS. This can also give information on the overall column density (number

density, integrated along the LOS, in cm−2) of those species, their velocity relative to

the galaxy, and their maximum temperature.

The high ionization state of the CGM can be useful to characterize the data

stored in these information-dense lines of sight. Ionization is denoted in this field using

roman numerals, so C i is neutral carbon (C0), C ii is missing one electron (C+1), and so

on, up to C VII which has no electrons remaining (C+6). Negative ions are ignored, as

they effectively do not exist in the CGM. Ionization state can be strongly dependent on

both density and temperature, and so the different visible ions generally signify clouds

of gas at different temperatures and densities. Generally, low ions, or ions missing zero

or only a few electrons, signify gas which is relatively dense and/or cold. On the other

hand, high ions with only a few electrons remaining generally signify volume-filling low-

density clouds at higher temperatures. We will explain this fact in more detail in the

next section.

Overall, the analysis of complex, but relatively sparse lines of sight is an in-

triguing puzzle, and my work has focused on developing our intuition of this data by

comparing the observations to the results of mock observations in simulations, or even

simpler, mock ionization modeling. This helps us understand much more sensitively

where each ion might be visible and what variables it responds to. The ultimate goal of

this is to understand how and why gas in the CGM acts the way it does, both because

we find it interesting, and because it can tell us quite a lot about the development of

galaxies and through them the Universe as a whole.
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1.2 Photoionization and Collisional Ionization

The characterization “high ions = hot” and “low ions = cool” works at a

superficial level because approximate pressure equilibrium gives a general tendency for

hot gas to be lower-density and cool gas to be higher-density, so broad-strokes agreement

can be reached regardless of whether density or temperature is more deterministic of

the overall state. However, pressure equilibrium is not always guaranteed, and even if it

were, ion fractions are not always affected by density and temperature in the same way.

Specifically, there are two mechanisms for creating an ion. The first is photoionization

(PI), where incoming high-energy photons are absorbed by the electron-nucleus system,

releasing an electron. The second is collisional ionization (CI), where two different

particles collide and enough of their kinetic energy is transferred to the electron-nucleus

system of one or both of the participants to release an electron.

The third mechanism of significance to us in the CGM is radiative recombi-

nation, where the now positively-charged nuclei interact with the cloud of negatively-

charged free electrons, and over time recombine, releasing energy through photons.

While there are a number of other ionization and recombination paths available in as-

tronomy and physics, at the extremely low densities relevant to us in the CGM, those

rarely impact our results (though see Appendix A for an example of how our analy-

sis becomes much more complicated when alternative mechanisms become relevant).

Gas in the CGM is therefore constantly being ionized to higher states by PI and CI

mechanisms, and recombining into lower states through radiative recombination. This
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eventually leads to stable ion fractions when the rate of ionization of a species equals the

rate of recombination of the higher species, and this state is called ionization equilib-

rium. If only PI is relevant, this is called photoionization equilibrium (PIE), and if only

CI is relevant, it is called collisional ionization equilibrium, (CIE). Whether equilibrium

happens at all depends strongly on whether these rates are significantly faster than

general gas phase evolution. For reasons of computational complexity, this is generally

assumed to be true, and in most cases it is in fact a reasonable assumption. However,

near high-energy events, such as in the jet of an active galactic nucleus (AGN), or near

forming stars and supernovas, this assumption may not hold.

The PI rate is determined by the exposure to ionizing radiation in the selected

parcel. Radiation in the CGM comes from a number of sources, including stellar ra-

diation, supernova explosions, AGN, and emission lines from gas. However, outside of

galaxies very little of this radiation is hard enough (i.e. high-energy enough) to ionize

gas. Ionizing radiation is primarily sourced from high-energy quasars, which provide a

more or less uniform “background” level of radiation, and this radiation field is called

the ultraviolet background (UVB). While there are a number of papers characterising

this background, by far the most commonly used is Haardt and Madau [2012], and cita-

tions to this paper usually are referring specifically to their function for the intensity of

the background with photon energy. This background varies with redshift, and peaks

at around redshift z = 2, or about 1/3 of the current age of the universe. When near a

local source, such as a galaxy or AGN, the specifics of that source’s emission can have

a major impact on the intensity and hardness of the radiation field and therefore on
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the PI rate. However, in the CGM, generally sources are far enough away that their

contribution is negligible compared to the UVB.

In PIE, then, ion fractions are more or less a function of density: the denser

a parcel of gas, the less incoming ionizing radiation per particle. With intensity of

background photons relatively smooth with wavelength, like that in Haardt and Madau

[2012], PIE is not extremely sensitive to the details of ionization energy resonance.

Going from high to low density, each ion has an ion fraction peak for a short interval,

in order of increasing level of ionization. At high density, the peak is the neutral ion,

then the neutral fraction declines as the singly-ionized fraction increases, then again the

singly-ionized fraction declines as the doubly-ionized fraction increases, etc., until at low

enough densities, the peak is the fully-ionized atom. We will often refer to this state

as “mostly temperature independent.” As temperature increases, the effective density

of positively charged ions and negatively charged electrons increases because particles

are moving faster, and thus more likely to encounter one another. This leads lines of

constant ion fraction in phase space to have a slope of γ = 5
3 in temperature change per

density change (the higher this slope, the closer to true temperature independence).

The CI rate is determined by both temperature and density. Increased density

increases the rate at which particles collide, and increased temperature increases both

the collision rate and the likelihood that a collision has high enough energy to remove

an ion. However, the ion photo-recombination rate has an exactly identical density

dependence as the CI rate (ions and electrons also recombine more quickly in higher-

density parcels), and therefore the net ion fractions in CIE are fully density-independent,
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only depending on temperature. Similarly to PIE, each species has a peak at a particular

temperature, where it dominates the overall fraction over the other species.

Generally, these two mechanisms are treated separately in theoretical modeling

of observations, and different models attempt to use one or the other to establish a

plausible picture of the CGM. In simulations, the mechanisms are treated together,

meaning ion fractions are determined by interpolating a 2D phase space table without

explicitly referencing the two mechanisms, though most of the high-fraction regions are

understood to be mostly determined by PI if temperature is low, CI if temperature is

high. In observations, there is still significant debate over which mechanism dominates

in different absorption systems, because clearly both mechanisms could matter in an

actual parcel of gas.

In my work, I have focused on developing a definition which allows parcels

of gas to be rigorously defined with respect to which mechanism is dominant on an

ion-by-ion basis. This was first developed in Strawn et al. [2021] (Chapter 4), based

on a similar but less rigorous definition in Roca-Fàbrega et al. [2019], which itself was

one of many attempts to define this boundary, [e.g. Faerman et al., 2017, Stern et al.,

2018, Sanchez et al., 2019]. I believe the algorithm developed in this thesis is more

rigorous than these prior attempts, and more robust with respect to data, and this

claim is explored in detail in Chapter 3. Since developing this definition, I have worked

to understand what consequences it has by applying it to simulations of different kinds.
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1.3 Simulations

Throughout astronomy, simulations are essential to interpretation and evalu-

ation of observations, both because they generally have access to more straightforward

information about the physical state of clouds of gas (density, temperature, velocity)

than observations can determine, and because most astrophysical phenomena do not ap-

preciably change on the timescale of human experimentation. This is doubly true when

discussing galaxies, which unlike local stars and nebulae are generally so far away that

any data can be challenging to collect, and detectable changes over time are rare. There

are two “kinds” of simulations in galaxy physics: idealized simulations and cosmological

simulations.

Idealized simulations are used more for understanding the results of our phys-

ical assumptions, so they generally start with a well-defined shape of a cloud or galaxy

(e.g. a sphere, or a cylinder) with a particularly simple temperature and density dis-

tribution, and after applying a number of physical laws and principles (gravity, gas

diffusion, heating/cooling) the changes of the gas state are evaluated as plausible mod-

els, which at various stages can be compared to observational results. For example,

CLOUDY [Ferland et al., 2013], AGORA Paper II [Kim et al., 2016], and Mandelker

et al. [2020a,b] are all idealized simulations of this kind which I use extensively.

Cosmological simulations often include mostly the same physics, but start with

an initial condition much closer to the Big Bang and evolve throughout the full age of

the universe, including evolving the cosmological framework. In essence, they are a test
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of whether our understanding of galaxy evolution is good enough that we can create

a “realistic” galaxy from scratch. When these simulations disagree on key aspects

with observed galaxies of the same redshift, this is still informative: perhaps some of

our physics (or code implementation) is flawed. When instead the simulations agree

with observations, the interpretational simplicity and time evolution of the simulation

can shed light on what is happening to cause those observations in the real universe.

Generally in the last decade or so, cosmological simulations have improved enough to

successfully match some observational properties, but others remain challenging. It is a

matter of much debate which aspects of observations the simulations plausibly explain,

and which they do not. Examples of cosmological simulations I use extensively in this

text are VELA3 [Ceverino et al., 2014] and AGORA CosmoRun (Papers III-VI) [Roca-

Fàbrega et al., 2021], though there are a huge number of other simulations with different

qualities and with large research groups dedicated to understanding them.

In nearly all cosmological simulations, efficiency is significantly improved by

not requiring a fixed-size grid throughout the whole simulation box, but instead by al-

lowing resolution itself to evolve alongside the physical state. This is essential because

galactic astrophysics becomes substantially more complex as gas approaches higher den-

sity regimes (e.g. star formation, feedback, metal heating/cooling), and so the lower

density regions can be simulated at lower resolution with little issue (though, sometimes

this can lead to its own problems, e.g. Hummels et al., 2019). Primary strategies for

achieving this dynamic resolution include not having a grid at all, and having the res-

olution be “carried” by large gas particles, which interact by effectively expanding to
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fill the space between them, a method called Smoothed Particle Hydrodynamics (SPH).

Simulations using this method are often referred to as “particle-based” codes. If a grid

is used, dynamic resolution is achieved by drawing or redrawing grid cells to only have

a maximum amount of mass contained inside them, a method called Adaptive Mesh

Refinement (AMR). Simulations using this are often referred to as “grid-based” codes.

Simulations are always limited by finite computer time and processing power,

and this is characterized by two aspects: resolution and scale. “Resolution” refers to

both time resolution (number of timesteps used by the simulation) and spatial resolution

(number of grid cells/particles each timestep contains), while “Scale” refers to both

physical size (from the sub-kpc scale, to multiple Mpc) and duration (from a few years of

evolution to the full age of the Universe or longer). As computer technology and software

continues ti advance, simulations are improving in both resolution and scale, which is

helping them become significantly more realistic and statistically valid, respectively.

One important subtype of cosmological simulation which I use often is the “zoom-in”

simulation, where a compromise is reached between resolution and scale by allowing

high refinement only in a small (halo-sized) region of a large, otherwise low-resolution

box.

However, no matter which kind of simulation one is creating, there will always

be phenomena which will take place on too small a scale to be effectively “simulated”

from first principles. This is thus called “subgrid” physics2, and comprises everything

from gas heating/cooling to star formation to AGN. In large volume boxes, even indi-

2This term “subgrid” is still used in mesh-free particle-based codes.
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vidual galaxies can be considered “subgrid,” but in the zoom-ins we primarily study,

the galaxy is well resolved. The most important and least constrained subgrid process is

what is known as “feedback,” which is a general term containing all stellar winds, super-

nova energy injections, and interactions with an AGN, if any. In principle, if we improve

the subgrid recipe sufficiently and adequately capture the larger-scale impacts of any

small-scale phenomena, then any resolution code would be passable for use in analysis

of phenomena larger than the resolution scale. In practice, however, subgrid recipes

are some of the most hotly debated aspects of galaxy formation codes, and barring

convergence on this, it is impossible to coherently test larger-scale theories. Therefore

improved resolution is important to help remove as many phenomena as possible from

the subgrid level and make them easier to interpret.

In this work, I have focused on creating and applying analysis tools to exist-

ing simulations, both cosmological and idealized. These tools can both create mock

observations, such as simulation of realistic absorption spectra, as well as directly lift

information from the simulation, even in ways which are not directly observable. The

details of the individual simulations and analysis tools will be elaborated on as they are

introduced in context.
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Chapter 2

Literature Review

2.1 Brief history of CGM observations

The first detection of a significant cloud of gas outside of any galaxy was made

in Münch and Zirin [1961], where neutral sodium (Na I) and singly-ionized calcium (Ca

II) absorption lines were seen in the spectra of stars which were relatively far away

from the disk of the Milky Way. This was well before Bosma [1978] and Rubin et al.

[1980] definitively proved the necessity for a dark matter halo surrounding galaxies, but

it showed that clearly there was some significant population of cool gas outside the

Galactic disk.

With the discovery of the quasar in Schmidt [1963], astronomers now had

one of the most effective background sources to examine this gas in absorption. Soon

a distinction was made between the cool, extremely metal-poor gas far outside any

galaxies now known as the Lyman alpha forest [see review article Rauch, 1998, and
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references therein] and more dynamic metal-enriched gas, finally shown to be associated

with galaxies or galaxy clusters, and which we call the CGM [Bergeron and Stasińska,

1986, Bergeron, 1986].

Improved spectroscopic telescopes, primarily Keck Observatory and Hubble

Space Telescope, led the 1990s to be the first major renaissance of the CGM, culminating

in a groundbreaking conference which took place in Shanghai in 2005 [International

Astronomical Union Colloquium, 2005]. The results presented there and around that

time demonstrated conclusively the complex, multiphase nature of the CGM, finding

ions as diverse as Mg ii [Bergeron and Boissé, 1991], C iv [Steidel, 1990], and Ca ii

[Bowen et al., 1991], alongside still abundant Lyman and H-series lines for hydrogen.

In parallel with the developments in observational spectroscopy, concurrent

developments in galactic astrophysics significantly evolved our understanding of galaxy

evolution as a whole, and this helped raise some of the now-outstanding problems which

a better understanding of the CGM is necessary to solve. Most significantly, the current

Standard Model of cosmology, known as ΛCDM, was developed in Blumenthal et al.

[1984]. This theory, “Lambda-Cold-Dark-Matter” is so named because it assigns the

vast majority of the energy density of the universe to be “dark energy,” which might

take the form of Einstein’s cosmological constant Λ, and the majority of what is left

“dark matter,” a material which has no collisions or interactions with baryons or radi-

ation. Finally, the dark matter is called “cold” because it still moves at relatively slow

speeds, rather than relativistically. This revolution in galaxy formation theory led to

the generally accepted notion that galaxies exist in the center of massive dark matter
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halos which follow a Navarro-Frenk-White (NFW) density profile [Navarro et al., 1997].

The improvements in understanding of cosmological structure and dark matter primar-

ily indicate that this region inside the halo is substantially different from the region

outside, known as the intergalactic medium (IGM).

While the growth of cosmological dark matter structures is critical for an

accurate understanding of how and where galaxies form, it was further analysis of galaxy

life cycles themselves that really brought attention to the CGM. Galaxies have long been

recognized as following a “main sequence” of evolution. From the earliest stages of star

formation, galaxies grow brighter and more massive over time, while their color remains

significantly more “blue” than “red.” Because bright “blue” stars burn out quickly while

dimmer “red” stars stay lit for a long time, we use color as an indicator of a galaxy’s

instantaneous star formation rate. Galaxies which are currently forming stars are “blue”

with the light from young, massive stars, and galaxies which have stopped forming stars

are “red” with the light from only old stars. See textbook Mo et al. [2010] for an overview

of this topic. Because such a small number of galaxies are in the “green valley” between

the “red” and “blue” populations [Wyder et al., 2007, Salim, 2014]), the process by

which star formation ends might be rather dramatic and fast. Additionally, the gas

seen in the interstellar medium of known star-forming galaxies has already been shown

to be vastly insufficient to form all the stars we see [Behroozi et al., 2010]. These trends

made it clear that an understanding of the gas in the halo was essential to the story of

galaxy formation and evolution. Cold gas flows into the galaxy in large quantities for a

long time, allowing continued star formation, and this must be in some way prevented
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by the CGM when it suddenly stops and “quenches” the galaxies [Gallazzi et al., 2008].

While the story of how “quenching” happens has advanced significantly in the last few

years, it is mostly outside the scope of this work, with the main result being that many

researchers have turned much more attention towards gas in the CGM.

The increased interest in this region inspired the creation of new spectroscopic

instruments, most significantly the Cosmic Origins Spectrograph [COS, Green et al.,

2012], which was installed on Hubble Space Telescope in 2009. With this much more

sensitive instrument, many major surveys were done with a large number of ions. The

most significant of these for the topic of this thesis is COS-Halos [see Tumlinson et al.,

2013, Werk et al., 2013, 2014, among others], though the more recent CASBaH survey

[Prochaska et al., 2019, Burchett et al., 2019, Haislmaier et al., 2021] has also contributed

significantly to our understanding of this topic, especially since its data extend to higher

redshift (z ∼ 1, while COS-Halos is all at z < 0.5). Other surveys using this instrument

such as COS-dwarfs [Bordoloi et al., 2014], which studied the CGM around smaller

galaxies, COS-GASS [Borthakur et al., 2015] which studied the connection between the

CGM and the ISM, and most recently CGM2 [Wilde et al., 2020, Tchernyshyov et al.,

2022], which compiled a huge number of other studies into a massive, statistical sample,

have helped to flesh out this story in a number of ways.

COS-Halos was one of the first data surveys with a statistically robust sample

of high quality spectra, and it greatly improved our access to interpretation of the

physical state of the gas. The first substantial results, which strongly influenced my

own interest in this field, were in Tumlinson et al. [2011], which found an interesting
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dichotomy: O vi is very common in the CGM, indicating the region is significantly hotter

than previously thought (though, as discussed in section 1.2, this could be an artifact

of assuming a single ionization mechanism), but only around star-forming galaxies.

Galaxies which have “quenched,” on the other hand, have mostly undetectable levels of

this ion. Second, in Werk et al. [2013] and Werk et al. [2014], it was shown among other

things that low ions (e.g. Mg ii, Si iv) are always accompanied by high ions (e.g. O vi)

in the same component, but it was possible to find high ions without accompanying low

ions, suggesting that there was some kind of geometric component to the CGM, with

some clouds which aligned high and low ions (traditionally assumed to trace radically

different gas) and some which only contained high ions.

The CGM is also probed in other ways besides single quasar sightlines. Some

of the early work in this area used galaxies as background sources instead, as in Steidel

et al. [2010]. These sources are significantly less bright, and because galaxies have in

general much more complex spectra than quasars, distinguishing signal from noise can

be harder. However, the vastly increased number of galaxies compared to quasars means

that the statistics on average could be quite good. In a similar vein, so-called “down the

barrel” spectroscopy [Bordoloi et al., 2011, Heckman et al., 2015] analyzes absorption

lines in the observer-side CGM against the expected starlight from the galaxy itself.

Some intriguing new analysis looks at where multiple quasar sightlines can be seen

passing near the same galaxy, either through coincidence [Lehner et al., 2015, Bowen

et al., 2016], or more practically, through strong gravitational lensing patterns allowing

a background object to appear in multiple places around a massive foreground halo.
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Examples have been found which make a single background quasar appear in multiple

places around the CGM of the lensing galaxy [Okoshi et al., 2019], or even smear out over

a wide path, giving a continuous profile [Bordoloi et al., 2022]. Finally, it is possible to

see the CGM in emission, allowing one of the only opportunities for real imaging of this

region in 2D, or (with velocity-space structure) even 3D, as opposed to the 1D sightlines

seen elsewhere in this section. However, this emission is incredibly faint, and has been

mapped comprehensively only in the Milky Way [Putman et al., 2012]. Some other

galaxies have been targeted for emission line mapping, but it is extremely resource

intensive [e.g. Anderson et al., 2016]. With new telescopes such as the James Webb

Space Telescope, it is likely emission mapping of the CGM will become significantly

more economical.

Ultimately, while all of the above methods have fascinating high-resolution

snapshots (multiple-quasar lensing, emission-line mapping) or high-number statistics

(down-the-barrel, background galaxy absorption), for now quasar absorption lines have

the best combination of reliable signal-to-noise and reasonably high occurrence rate.

So, they are still taken to this day as the essential data from which we can attempt to

understand the CGM, though it would be very possible for one of these other methods

to overtake quasar sightlines as telescope technology improves.

As far as single surveys which add to the most general picture, CASBaH seems

to be the most like COS-Halos in terms of significance to the field. In fact one proposed

project for the near future (Chapter 7) is to continue the story of one of the most

interesting CASBaH papers, Haislmaier et al. [2021]. The successful launch of James
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Webb Space Telescope (JWST) can be used to pursue even more sensitive CGM survey

projects, not to mention freeing up time on COS, which remains in orbit on Hubble

Space Telescope, for much more focused use on this topic. While the modern develop-

ment of the observations since 2010 has allowed theorists to finally make attempts at

a realistic explanation of this region (See section 2.2), the next few decades promise to

give observational advancements which can much more effectively discriminate between

these, and finally lead us to a more complete understanding of this understudied region.

2.2 Theoretical Development of the CGM

The story of the theoretical development of the CGM as we currently un-

derstand it begins around the time of the launch of COS. Before that, the CGM was

sometimes talked about, but it was usually in a broad-strokes “bathtub” way. Even if

it was not mentioned by name, the CGM was still relevant to theoretical galaxy physics

because any kind of transport of material from the IGM to a galaxy or vice versa has

to transit through the CGM and survive the halo dynamics, [e.g. Birnboim and Dekel,

2003, Dekel and Birnboim, 2006, Dekel and Birnboim, 2008]. In these papers, the CGM

was supposed to have cool, inflowing streams, surrounded by a hot (“virialized”) bulk

medium. In recent years, understanding of the dynamics of both the cool and hot gas

in this region has been developed significantly [see Faucher-Giguere and Oh, 2023, and

references therein].

Most of the theoretical exploration of this topic focuses on the story of galaxy
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quenching; at what mass and redshift do galaxies stop forming stars [e.g. Zolotov

et al., 2015]? However, some modellers are finally starting to examine the CGM for

its own sake, instead of just in terms of its effect on the cold gas available to galax-

ies. Using idealized simulations of small regions, researchers focus both on the hot

bulk medium [e.g. Faerman et al., 2017, Pandya et al., 2022], and on the evolution of

the cool streams/clouds [e.g. Mandelker et al., 2019, 2020a,b, Gronke and Oh, 2018].

Specifically, Mandelker et al. [2020b] noted that a Kelvin-Helmholtz instability layer

could protect the stream from dissipation while inflowing, and lead to an interface with

favorable conditions for Lyα blob emission. We will see in Chapter 4 that this structure

is automatically replicated in cosmological simulations, even when barely-resolved.

Finally, there is also a burgeoning field in direct modeling of observational

structures, i.e. being agnostic as to physics and instead focusing on using sophisticated

statistics and noise modeling to categorize a robust depiction of what is in the CGM,

without needing to account for why. Attempts to model a multiphase structure this

way take several forms, the most significant of which for us are Mathews and Prochaska

[2017], and especially Stern et al. [2016], Stern et al. [2018], and Haislmaier et al. [2021],

which will be delved into much further in the next two chapters.

2.3 Development of Cosmological Simulations

While the vast majority of literature using cosmological simulations has histor-

ically not been focused on the CGM, simulations are so integral to the work presented
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here that a short discussion of their history is merited. Besides some interesting analog

results done before the advent of computers [see Holmberg, 1941], the earliest astro-

physical simulations as we recognize them today were done in the 1970s [e.g. Peebles,

1970, Aarseth et al., 1979], and were pioneering not only in terms of their contribution

to the understanding of galaxy physics, but the unique style of efficient programming.

These simulations generally did not contain baryonic effects, but simply N collisionless

dark matter particles, and assumed a basic principle that visible light should follow dark

matter mass. As digital computers improved, baryons and hydrodynamic effects could

be included in addition to N-body interactions, and simulations became more and more

essential to understanding the structure and formation of galaxies. As the current stan-

dard model of cosmology became more fully developed, “cosmological” models which

led to somewhat realistic results became possible.

In broad strokes, there are two simulation styles for hydrodynamical codes: the

grid-based and particle-based methods as described in Section 1.3. Particle-based codes

were developed somewhat earlier, due to requiring fewer computing resources, and the

“smoothing” algorithm [Gingold and Monaghan, 1977] has remained more or less intact.

Unlike grid codes, in SPH codes only a small amount of particle-particle hydrodynamic

interfacing takes place through which adjacent gas particles exchange metallicity and

temperature (but not density, which is determined by the distances between fixed-mass

gas particles).The most significant modern SPH code still in use is gadget [Springel

et al., 2001], which has had number of spinoff codes, such as gadget-2 [Springel, 2005],

gadget-3 [Springel et al., 2008] by the original authors, as well as changa/gasoline
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[Wadsley et al., 2017], and gear [Revaz and Jablonka, 2012]. An excellent overview of

the distinctions between each of these codes is provided in Kim et al. [2013] and Kim

et al. [2016].

Grid-based codes, on the other hand, have fluid transport equations which are

solved along all six boundary faces of each (usually cubic) cell, and gravity is solved

using the method in [Berger and Oliger, 1984]. This has evolved into the octree codes

art and ramses [Kravtsov et al., 1997, Teyssier, 2002], the open-source enzo code

[Bryan et al., 1995], and the moving-mesh codes gizmo and arepo, where cells are not

required to be cubic but can have arbitrary faces [Hopkins, 2015, Springel, 2010]. Other

codes of course still exist and are constantly being developed, but these are the codes I

have examined over the course of my research. Sometimes the exchange of one code for

another is a straightforward upgrade of the software over time, so the older version will

be phased out, but in most cases, new codes are simply a re-prioritization of accuracy

or computing time for some quantity of interest. So, new codes have different areas of

focus, but are not necessarily “better” than the code they are derived from.

Ensuring that the results of these codes can be compared to one another has

become increasingly important as the number of simulation groups and softwares pro-

liferates. The first major attempt at a comparison was the Santa Barbara Comparison

project [Frenk et al., 1999], which found essentially that the codes as designed could not

be properly compared to each other and were largely inconsistent, a result found again

over a decade later by the AQUILA collaboration [Scannapieco et al., 2012]. However,

the community came together to implement a number of shared protocols for galaxy
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simulations, and by far the most successful code comparison and calibration project is

known as AGORA, also known as the Santa Cruz Galaxy Comparison Project [Kim

et al., 2013, 2016, Roca-Fàbrega et al., 2021].

In the process of comparing codes against one another, a great deal of calibra-

tion and analysis software has become available. On the calibration side, codes can now

accept uniform initial conditions using the code music [Hahn and Abel, 2011], and uni-

form heating and cooling tables from the very commonly-used code Cloudy [Ferland

et al., 1998], which is examined in more detail in Chapter 3. Cloudy’s outputs are

put into a common, simulation-usable form using grackle [Smith et al., 2017], which

was first designed for grid-based enzo but has since been generalized for use by the

community, including by particle codes. On the analysis side, the visualization code yt

[Turk et al., 2011] has made it easy to quickly make identical images from each code

group, and perform uniform analysis, and the dark matter tracking code rockstar

[Behroozi et al., 2013] has made it possible to compare halo formation histories for each

code in current use. Of special importance to my work is the yt-based CGM analysis

code trident [Hummels et al., 2016], which has extended the gains of yt into sightline

analysis and ion fraction tables. The results from AGORA largely showed that when

codes could be adequately compared to one another on the same footing, they have had

broadly the same results, showing that most of the differences between the simulations

of different code groups indeed come from different physical assumptions, not different

strategies (however, we will show in Chapter 5 that this view starts to break down when

we examine the CGM).
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2.4 Analysis of the CGM of cosmological simulations

Cosmological simulations themselves have also been increasingly turned to-

wards the CGM, and it is still highly controversial whether adequately simulating the

CGM is mostly a question of increasing the resolution of this low-density region [e.g.

Peeples et al., 2019, Hummels et al., 2019] or adding new subgrid recipes such as AGN

[Choi et al., 2015], magnetic fields [Nelson et al., 2021], or cosmic rays [Hopkins et al.,

2020]. The vast majority of the papers on these topics are testing whether quanti-

ties are “converged” using a so-called “control” simulation which uses more standard

physics implementations, and a second, “experimental” simulation where the resolution

is significantly improved, or some new physics (cosmic rays, magnetic fields, etc.) is

included, while the basic gas physics remains identical. However, something required to

really use these simulations to their full extent is a good understanding of how similar

the “control” simulations are to begin with. Unless this is known, this whole field of

galaxy simulation studies will struggle to definitively prove that any of these effects

matter. My third major thesis project has been an analysis of the CGM of the AGORA

collaboration, which allows us to examine just how similar all these simulations codes

are to one another. We will discuss the results of this innovative experiment with respect

to the CGM in Chapter 5.

Besides “controlled experiments” testing the impact of physics changes on the

CGM, many CGM theorists continue to analyze and compare different simulation codes

with new analysis technologies, to compare more sensitively to observations, including
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examination of observable structures such as sightlines. For example, Marra et al.

[2022] found through careful study of sightlines that it is generally not the case that a

single Voigt “component” of a certain ion is a spatially contiguous “cloud,” but rather

that multiple clouds at the same velocity exist – whether this means that the multiple

clouds originated as one and broke apart, or simply arose from identical dynamics is

still unknown.

Finally, I would like to point out a particular code comparison work, which

was the first work to which I contributed as a graduate student, and which formed the

basis of much of my own work: Roca-Fàbrega et al. [2019]. This paper analyzed the

CGM of two suites of cosmological simulations, VELA and NIHAO. This paper, as the

precursor to the work in Chapter 4 and to a large extent also the work in Chapter 3, is

examined in significantly more detail in those respective chapters, but here I will note

that the most important aspect of it for my work is the preliminary definition of when

gas should be considered “PI” or “CI.”
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Part II

Research Performed
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Chapter 3

Definition of the PI-CI interface and

consequences in CLOUDY

3.1 Introduction

The Circumgalactic Medium (CGM), the region of gas surrounding galaxies

within their virial radius Rvir remains an enigmatic puzzle for the study of the evolution

and development of galaxies and their environment. The existence of significant amounts

of gas in this region, and its significance for star formation and structure formation has

been well known for several decades. We have seen that galaxies, on their own, do

not contain most of the baryons in the standard ΛCDM cosmology, and this problem

is known as the missing baryon problem [see Tumlinson et al., 2017, and references

therein]. Observations suggest that a significant fraction of the cosmic baryon budget

is in the CGM of galactic haloes [Werk et al., 2013, 2014]. The CGM also contains
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a large fraction, or perhaps even a majority, of the metals created in the Universe, as

only about 20 – 25 percent of the created metals remain in the galaxy in the form of

stars, dust, and ISM gas. The mechanisms by which gas flows into and out of galaxies,

while understood through broad-strokes “bathtub” models, have many details that are

difficult to fully work out, such as the interaction between cool, inflowing streams, and

hot, metal-rich outflows driven by supernovas or active galactic nuclei, as well as the

effect of the interplay of this interaction with the contribution from virial shock heating

[Birnboim and Dekel, 2003, Dekel and Birnboim, 2008]. Also uncertain are the effects

of magnetic fields [Nelson et al., 2021], cosmic rays [Hopkins et al., 2020], and thermal

instabilities [Mandelker et al., 2020a,b].

Due to its low density and high degree of ionization, it is very difficult to

observe the CGM through emission except in very nearby galaxies or the Milky Way

[Gupta et al., 2012, Fang et al., 2015, Lehner et al., 2020]. Instead, the primary way by

which we study the CGM in the modern era is through absorption line spectroscopy.

Background objects, mainly quasars, are used as light sources and their spectra are

analysed to identify absorption lines and therefore detect what kind of gas is in the

intervening clouds. The increased signal to noise of this kind of data, especially in

recent years with the deployment of the Cosmic Origins Spectrograph (COS) on Hub-

ble Space Telescope [Tumlinson et al., 2011, Werk et al., 2013, 2014], can give a very

sensitive picture of a multi-component cloud of different ions. However the relatively

small number of bright quasars means they rarely give multiple glimpses into the same

galaxy, though there have been a few examples of multiple-detections either coinciden-
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tally [Lehner et al., 2015, Bowen et al., 2016] or using strong gravitational lensing to

probe the same quasar in multiple places [Lopez et al., 2018, Okoshi et al., 2019]. With

the successful launch of the James Webb Space Telescope in 2022, the new instruments

should be able to acquire much better studies of the CGM, both in absorption and

emission using the new MOS and IFU instruments [Kutyrev et al., 2008].

To extract maximally useful information from the observations we do have, we

often try to fit each velocity component of the gas as a separate phase. However, line

confusion, saturation, and noise limits sometimes mean that there is some ambiguity

about the possible mechanisms that can come into play. At CGM densities (which we

will take to mean 10−8cm−3 < n < 102.5cm−3), the primary mechanisms for ionizing

a particle are photoionization and collisional ionization. In this low-density regime,

recombination is effectively dominated by radiative recombination, and therefore only

the photoionization and collisional ionization rates change with position in phase space.

However, at the low temperature, high-density end, heavier elements can start to see

the effects of other mechanisms, as detailed in Appendix A.

Photoionization, or PI, is where atoms absorb incoming photons from a variety

of sources, including the metagalactic background radiation, emission lines from gas

clouds, and radiation from stellar, AGN, and supernova sources. This state, assuming

ions come to equilibrium, is called photoionization equilibrium, or PIE. In the CGM,

outside of the region very near the galaxy [Sternberg et al., 2002, Sanderbeck et al.,

2018], the most important source is the metagalactic UV background. Generally, the

most common background used by the community is that of Haardt and Madau [2012],
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hereafter HM12, and we also use that here unless otherwise specified. However, other

UV background models have also gained attention in recent years [e.g., Faucher-Giguère

et al., 2009, Kuhlen and Faucher-Giguère, 2012, Faucher-Giguère, 2020].

In the PI case, the ionization level is almost a pure function of density with

minimal temperature dependence. Effectively, denser clouds have fewer ionizing photons

per particle, thus stabilizing with a higher fraction of low ionization states compared

to high ionization states. So, using PIE, fitting the detected ions in a given component

gives a good estimate of the density of the gas, which can be combined with the hydrogen

column density to get an estimate of the metallicity, while the absorption line widths

can give an estimate for the temperature.

Alternatively, atoms can be ionized through collisional ionization, or CI. When

they collide, some of their kinetic energy is transferred to their internal electron struc-

ture, giving the electron(s) enough energy to escape. If only this mechanism is relevant,

it is called collisional ionization equilibrium, or CIE. In this case, the ionization level

is a pure function of temperature, and at higher temperatures, a greater proportion of

gas is in high ionization states versus low ones. In CIE, fitting the detected ions gives

an estimate of the temperature of the cloud, which when combined with the equivalent

widths of the lines and relative amounts of different metal and hydrogen species, can

give a good sense of the overall phase of the gas.

There is much debate over which mechanisms are relevant and for which clouds

of gas, and many different assumptions have been made to account for one, or the

other, or both. At a superficial level, this difficulty is exacerbated by the fact that
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either mechanism taken by itself will clearly lead to pressure-balanced states in the

CGM, which range from low-density hot gas to high-density cool gas, to contain higher

and lower ions, respectively. However, to analyse observations in a sophisticated way by

including both mechanisms can be very difficult, due to having more difficulty efficiently

constraining either density or temperature. If the mechanism cannot be assumed, then

both variables need to be decided by the noisy properties of the lines themselves, and

the appearance and relative strength of different ions cannot be used to constrain either

quantity.

In modern galaxy simulations, by contrast, determining the phase of gas in the

simulated CGM is not itself a challenge, though correctly evolving the phase remains

quite unsolved, with different codes leading to vastly different results even with the same

initial conditions (e.g. the agora project, Roca-Fàbrega et al., 2021, Roca-Fàbrega et

al. in prep., Strawn et al. 2023b, submitted). Since in a simulation the full physical state

of every parcel of gas is easily available, there is no need to assume only one mechanism

is relevant. Software codes like trident [Hummels et al., 2016], pygad [Röttgers et al.,

2020], and others [e.g. Churchill et al., 2014, 2015] simply interpolate pre-made tables

from Cloudy [Ferland et al., 1998, 2013, 2017] to determine ionization fractions as a

function of both temperature and density, without any need to explicitly reference the

two mechanisms. However, we believe there is still some value in defining certain ions

to be created predominantly through PI or CI, incorporating some of breakthroughs in

simulation studies. In particular in Roca-Fàbrega et al. [2019] and Strawn et al. [2021]

(Chapter 4 of this work), we used a definition of PI-dominated and CI-dominated gas to
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distinguish O vi states in a simulation. This definition led to the discovery within the

cosmological simulation of a thin CI O vi interface layer on the edge of cool, inflowing

PI O vi clouds.

This definition of PI and CI leads to an ion-by-ion distinction where some

ions are predominantly determined by PI mechanisms, and others are predominantly

determined by CI mechanisms. By splitting up these two types of ions, the weakness

of using a full PI and CI model (requiring both temperature and density of a cloud be

determined by the absorption line shapes) can be mostly alleviated, as one can use a

rough temperature to determine which mechanism is most relevant for a component,

and then constrain the density with PI ions, and/or the temperature with CI ions.

This paper is organized as follows. In Section 3.2 we discuss the definitions of

PI and CI gas for different ions, and show which ions are in which state as a function of

density and temperature throughout phase space. In Section 3.3, we analyse the effect

of changing the extragalactic background, either with HM12 but at different redshifts

or by arbitrarily modifying the central powerlaw of HM12 according to the procedure

outlined in Haislmaier et al. [2021], to show that none of these changes meaningfully

affect the distinctions used here. In Section 3.4, we discuss the physical principle at play

here, and show that for each ion, where the cutoff between CI and PI occurs depends on

the ratio of its ionization energy to the average energy per particle at that temperature.

In Section 3.5 we outline the effect of using PIE for some regions of phase space, and

CIE for others, depending on the detected ions. Finally, we summarize our conclusions

in Section 3.6.
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3.2 Ion-by-ion Definition of CI and PI

We generate all the data necessary for this definition from the softwareCloudy1.

Cloudy is an open-source spectral synthesis code which simulates the state of gas under

many different astronomically-relevant physical conditions. It is at the basis of many, if

not most, gas physics packages used in modern simulation codes. Among its many other

uses in the community, of particular interest to us is that it tracks the distribution of

each element into different ions as a function of density, temperature, time, and location

relative to different ionizing sources, and intervening absorbers.

The way Cloudy is used in simulations of the circumgalactic medium, as in

trident, pygad and all their dependent papers, e.g. Peeples et al. [2019], Strawn et al.

[2021] (Chapter 4 of this work) and Röttgers et al. [2020], respectively, is to always make

a few simplifying assumptions that allow a small number of pregenerated tables to define

the ion fractions in each cell (or, in each smoothed gas particle) of the simulation. There

are two common assumptions that go into this simulation.

First, it is assumed that the different ions are always in ionization equilibrium,

where the rate of particles entering a particular ionization species through ionization of

lower states and through recombination from higher states is equal to the rate of particles

leaving that state through further ionization or recombination into lower states. In other

words, it is assumed that ionization equilibration, in all areas of phase space, takes place

much faster than changes in temperature or density. This approximation is generally

fairly good [see, for example, Ji et al., 2019] as long as there are not too extreme of energy

1We use version Cloudy 17.03 for the data in this work, see Ferland et al. [2017]
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events, such as near AGN, that can leave some “fossilized” ionization for thousands

of years directly in the path of an AGN jet, even long after the AGN has shut off

[Oppenheimer and Schaye, 2013]. In any case, analysis of simulations through post-

processing cannot be done without this assumption, or an equivalent non-equilibrium

ion fraction table, which is a function of recent temperature and/or density. In principle

ion fractions could be tracked over time as separate fields within the simulation, and

thus evolve from the ionization and recombination rates directly, but this calculation

would greatly increase computational time and expense, and require significantly finer

timesteps than are possible today.

Second, it is assumed that ionizing radiation is uniform and isentropic. Unifor-

mity is enforced by inserting a constant ionizing background radiation, which does not

depend on any local sources or effects. The most common background used is HM12,

though other possible backgrounds are also relevant. When relatively close to a galaxy,

especially if it is undergoing a starburst or AGN activity, this approximation is not very

good [Sternberg et al., 2002, Sanderbeck et al., 2018]. However, an improved schema

which is not yet in widespread use but may be soon would be to use some precomputed

Cloudy tables with different, realistic backgrounds according to the approximate dis-

tance to the galaxy center [e.g., Gnedin and Hollon, 2012, Kannan et al., 2014, 2016].

Isentropy is essentially a claim that the CGM is optically thin, and therefore

the direction from which a photon comes has no impact on its penetration into the

material. Gas in the CGM is usually fairly low density (typical number densities are

between 10−7 and 10−1 cm−3), and so this assumption should be valid. However, there
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are other regions of the CGM which might be higher density and therefore self-shielded

[O’Meara et al., 2013, Altay et al., 2011]. While this effect is generally accounted for

directly in subgrid models for heating and cooling [see, e.g. Kim et al., 2016], it is not

accounted for by our ion fraction grid.

With these assumptions made, Cloudy can create accurate tables of ion frac-

tion as a function of temperature, density, and ionizing background. A contour plot of

these fractions with the background from HM12 at redshift z = 0 is shown in Fig. 3.1.

We focus here on some of the species that are particularly well-studied in observations

and simulations, because they have very strong lines due to their lithium-like nature (3

electrons remaining), although their significant differences in charge means they have a

broad range of ionizing potentials. Besides these lithium-like ions, the most commonly

studied other ions in observation are low ions (neutral, singly or doubly ionized). These

ions are often not studied in cosmological simulations due to the expected cloud sizes

being too small to effectively resolve (Peeples et al., 2019, Hummels et al., 2019; but

see also Nelson et al., 2021).

Each contour plot can easily be broken up into a PI region, on the lower left

side, and a CI region, on the upper right side. The PI gas is weakly dependent on tem-

perature and strongly dependent on density, while the CI region, is totally independent

of density (above some critical density), and depends strongly on temperature.

While the two peak regions are easily identified by eye, researchers in the

CGM are still interested in giving a rigorous definition that correctly categorizes the

mechanisms in regions far from both peaks. Doing so has proven somewhat difficult,
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Figure 3.1: Contour plots of ion fraction of C iv, O vi, Ne viii, and Mg x with temper-
ature and density. Each has a CI peak (upper right) and a PI peak (lower left). The
definition in Section 3.2 distinguishes the two via the black line: CI above and PI below.
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despite many attempts over the last few years. Among others, these include separating

the regions by density [Faerman et al., 2020], analyzing the gas PI and CI timescales

[Churchill et al., 2015], separating by temperature [Sanchez et al., 2019], and artificially

restricting to only two obvious options and then making a binary judgement [Stern

et al., 2018].

Here we show that there is a straightforward way to define the contributions of

the two phases based on a physical argument, rather than purely on these contour plots.

This argument allows the definition to clearly extend to regions far from both peaks,

such as in the transition region between them or the high-density, low-temperature

corner. The process begins with fixed-temperature fraction-density curves, as seen in

Fig. 3.2. The density dependence can be interpreted as follows: photon density per

particle increases as density decreases, here meaning when tracking these graphs from

right to left. Thus an increase of ion fraction when moving leftward indicates ions being

created through photoionization, and a decrease indicates ions being destroyed through

photoionization.

There are three possible shapes of fraction-density graphs at fixed tempera-

ture at CGM densities. They are characterized by the existence, or nonexistence, of a

maximum density, and by a flat shelf at high density, which we will refer to as the “CI

base.”

• “Collisionally Ionized”: First, the graph can stabilize to a CI base at high

density, and always decreases in fraction with decreasing density. This gas is

called “Collisionally ionized” as PI processes only destroy, rather than create, this
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Figure 3.2: Ion fraction vs density for all species of four atoms: carbon, neon, oxygen,
and magnesium. All four images are at a fixed temperature of T = 105.2 K. The
linestyle reflects what mechanism the algorithm in Section 3.2 identifies as dominant,
with dashed indicating PI, dot-dashed indicating CI, and solid indicating transitionary.
For transitionary ions, the transition density is also shown with a vertical dotted line
and star of the same color. Negligible species at this temperature (i.e., neutral) are not
plotted.
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ion at this temperature.

• “Photoionized”: Second, they can fail to stabilize to a CI base at high density.

Instead, with decreasing density, they first increase up to a maximum, and then

decrease back to zero. This gas is called “Photoionized” as PI processes create all

of this ion at this temperature.

• “Transitionary”: Third, they can have both a maximum and a CI base, mean-

ing they stabilize at high density, but still increase from that value as density

decreases. We call this gas “transitionary” and the “transition point” is defined

as the density where the CI base is equal to 50 percent of the total (the rest com-

ing from PI). At densities on the right of the increase, the ion is created mostly

through CI, and on the left, the ion is created mostly through PI.

The whole of phase space can thus be characterized for each ion (with some

subtlety needed for neutral, singly-ionized, and fully ionized states, see Section 3.2.1):

at some temperatures, an ion can be characterized as fully created through PI, at other

temperatures, it can be characterized as fully created through CI, and at still other

temperatures, it is primarily PI below and CI above a particular density. In Fig. 3.3, we

show the full z=0 distribution for all species of the first 12 elements. As expected, every

ion is PI at low temperatures, CI at high temperatures, and transitionary at intermediate

temperatures. However, the change does not happen at the same temperature for all

ions. Higher ionization states remain primarily PI at much higher temperatures than

lower ionization states, so in a single cloud of gas, some low ions can be present that

41



Figure 3.3: PI vs CI cutoffs for all species of the first 12 metals. Above each line, the
indicated ion is CI, and below the line, it is PI. Some cutoffs are overlapping, and are
shown with slight offsets to see multiple colors at once. Low ions always have cutoffs at
lower temperatures than high ions, but a nonsequential colormap is used to facilitate
identifying ions of interest. Neutral and singly ionized states do not appear for the
bottom row, see Section 3.2.1 and Appendix A for details.

were created through CI while high ions are also present that were created through PI.

3.2.1 Neutral, Singly-ionized, and Fully Ionized States

The above analysis can be expanded to capture the basic structure of atoms

even where the ionization state is harder to define. For neutral atoms, there is first of

all a semantic point. By definition, neutral atoms are not ionized, so in principle they

are not “created” through PI or CI structures, rather it would be the absence of either.
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We will still use the terms “PI” and “CI” for neutral atoms, but by this we simply mean

“as if the fraction was determined through PIE” or “as if the fraction was determined

through CIE,” respectively.

Additionally, because we check for a flat shelf at the high-density end, there is

no way for a neutral atom to be classified as CI by the naive algorithm. This is because

the neutral fraction at all temperatures should be a monotonically increasing function

of density. A “PI” state for a neutral atom requires the highest density to be counted

as a maximum, and a “Transition” state is impossible. So, we will define the difference

between CI and PI to simply check for the existence of a CI base on the high-density

end which remains sufficiently flat.

The fact that there is no possibility of a transition temperature for neutral

species also leads to complications for the first-ionized state (C ii, O ii, etc.), because

all transitions out of the neutral state will directly enter the singly-ionized state, no

matter which mechanism is used. In other words, the neutral atom can only have a CI

base if the singly-ionized state also has a CI base at the same time. Thus, we add some

additional considerations to the algorithm that if either the singly-ionized or neutral

state is PI, the other will be also. For most atoms, this algorithm gives a transition for

singly ionized states around T= 104.1 K.

However, neutral and singly ionized states for “heavy elements,” here meaning

elements in the third row of the periodic table (here Na, Mg, Al, and Si) are exceptions

to this rule. In these cases new shapes not described in Section 3.2 can appear, and

therefore cannot be categorized as PI or CI. This effect arises because, due to both
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their low ionization energy and their quantum structure, these ions have a much more

tenuous hold on their outer electrons than the rest of the species often seen in the CGM.

At low temperatures and high densities, their ionization mechanism does not conform

to the classification algorithm, because a third mechanism, charge-exchange [Dopita

and Sutherland, 2003, Kallman et al., 2021], becomes comparable to photoionization.

This difficulty reiterates the fact that this classification is only a simplification that

applies at the low densities characteristic of the CGM and with ions that have relatively

tightly bound electrons. The lowest ions for heavy elements therefore have no mean-

ingful “PI dominated region,” and cannot “transition” from PI to CI. As such, they

will be excluded from analysis for the rest of the paper. See Appendix A for further

details. Unfortunately, this means one of the most commonly studied ions in absorption,

Mg ii [e.g. Nelson et al., 2021, Darekar et al., 2022, in simulations and observations,

respectively], cannot be simply classified as CI or PI.

Fully ionized states with no electrons remaining in principle also could require

a more subtle definition. Symmetrically to the neutral state, there can be no maximum

at any temperature, only a monotonic (now decreasing) function with increasing density.

However by taking the lowest-density fraction as the maximum, we find this situation

remains remarkably similar to the standard case, and no special treatment is needed.

The algorithm detects a transition if a CI base exists, and, when moving from high

density to low density, the ion fraction increases by a factor of two or more from the CI

base to the maximum. The ion is CI at all densities if this change is never that large,

and PI at all densities if there is no base to speak of at that temperature. We see in Fig.
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3.3 that fully ionized states become created entirely through CI at between T = 106 K,

for C vii, and T = 107 K, for Mg xiii. We will show in Section 3.4 that this outcome

aligns perfectly with the theoretical prediction of all other states, and thus we will not

modify the algorithm to account for these ions as we did for neutral and singly ionized

states.

3.3 Redshift and Background Dependence

One might anticipate that the above results are strongly dependent on ioniz-

ing background radiation. After all, HM12 already shows an extremely wide range of

ionizing intensities with redshift, with basically no background radiation at z = 10, to

a peak at z = 2, and then winding back down to the value observed today in nearby

galaxies. This leads many to expect that a stronger ionizing background leads to a

higher proportion of ions created through PI. However, it turns out that the ionizing

background has instead a surprisingly small effect on the conclusion about where in

phase space an ion is created through primarily PI or CI mechanisms, at least over the

redshift range z = 0 − 4. The reason is primarily the fact that increasing the ionizing

radiation, as long as it is at least somewhat uniform and does not have any outrageous

spikes at particular frequencies, always increases the number of ions photoionized into a

state at the same time as it increases the number further photoionized out of that state.

At a higher overall level of background radiation, the ionization of the whole population

of ionic species shifts to higher states, but each individual species is only slightly moved,
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and only in a very small region does it actually change the dominant mechanism.

We test this dependence in two ways, first by checking the results of this

procedure with tables generated by Cloudy with HM12 at z = 0, 1, 2, 3, and 4, and

then by checking the results by arbitrarily varying the slope of the ionizing background

around the z = 0 fiducial shape. The formula for this modification is taken from

Haislmaier et al. [2021], and was first used in Crighton et al. [2015], [see also Fumagalli

et al., 2016]. At energies greater than 1 Rydberg, the power-law slope of HM12 is

approximately αUV = −1.41. We replace the HM12 with a new background with

log10 Fν = f(E), where f(E) is defined as:

f(E) =


H(E), E ≤ E0

H(E) + (αUV + 1.41) · log10(E/E0), E > E0

(3.1)

Here H(E) is the base 10 logarithm of HM12 and E0 is 1 Rydberg, or 13.6 eV. In

Fig. 3.4 we show the difference in ionizing background caused by varying these two

quantities.

In Fig. 3.5 we show the overall distribution of ionization mechanism with

temperature at redshift z = 0. All ions follow the same trend of being PI below some

temperature, transitionary for a small number of temperature steps (sometimes zero),

and then CI above. Of course, the CI fraction becomes negligible at high enough

temperature, and those regions are indicated in gold. The red bars here indicate regions

where the dominant mechanism is changed with changes in redshift from z = 4 to

z = 0. Effectively, the change in the ionization mechanism’s temperature dependence is
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Figure 3.4: Top, evolution of the HM12 UVB with changes in redshift from z = 4 to
z = 0. Bottom, effect of changes in UVB by artificially varying the powerlaw slope αUV .
In both panels, the black line is the fiducial HM12 z = 0 spectrum used throughout this
paper except when otherwise specified.
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Figure 3.5: Ionization mechanism vs temperature for all species of carbon, oxygen, neon,
and magnesium, computed on a grid of 0.1 dex in temperature space. The colors besides
red and orange show the mechanism at redshift z = 0 with the fiducial background.
Red bars indicate grid points which had any change from the z = 0 mechanism at
z = 1, 2, 3, or 4., and orange bars indicate the same, but for any change from the HM12
(αUV = −1.41) mechanism at αUV = −0.28,−0.835,−1.945, and −2.5. The grayed-out
region is not classified properly with this scheme, see Appendix A. Even with significant
changes in background, changes in mechanism are shown to be minimal.

48



negligible, with the differences confined mostly to a single data point per ion (spacing

being 0.1 dex in temperature). Even this change generally only happens with low ions.

Magnesium is a heavy element in our schema, so Mg i and Mg ii at low temperatures

cannot be classified with either mechanism in this scheme (see Appendix A), which

is why that region is greyed out. The orange bars indicate ions which have different

mechanisms at the same temperatures with changes in αUV . Again, differences are

fairly rare, however in this case they are more likely on high ions, presumably because

the ionizing photons for highly ionized species are more affected by the changes to

αUV . Affected species include, interestingly, the highest ions at the lowest temperatures.

This has the physically intuitive meaning that with very soft backgrounds (αUV =

−1.945,−2.5), there are not enough high-energy photons to photoionize all the way to

Mg xiii or Ne xi, and the PI “maximum” the algorithm searches for is never detectable.

It therefore classifies those states as CI at low temperatures, because they are not PI-

accessible with this extremely soft background.

We remind the reader however that this redshift independence does not mean

that there will be no evolution in the relative significance of the two mechanisms with

redshift or background when considering an individual ion. In Roca-Fàbrega et al. [2019]

and Strawn et al. [2021] we showed that changes in redshift accompanied changes and

even reversals in PI or CI dominance for O vi. The difference here is that we are not

analyzing a cosmological simulation, but a simple grid in density-temperature space.

Gas processes like heating, cooling, and chemical evolution cause metals in the CGM

to occupy different regions of this graph with time, and thus affect the “dominance” of
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Figure 3.6: The change with redshift in the transition densities for selected ions. The
vertical offset is just for visibility, but the temperature of the transitionary points stays
fixed with redshift. Different symbols show different redshifts.

one mechanism in the region as a whole. In fact, the conclusions here suggest that the

change in PI-CI ratio over time is almost entirely due to evolution in these processes,

and not the increasing or decreasing strength of the background with redshift.

The density dependence on the ionizing background is somewhat more notice-

able, but only under the constraint that the cutoffs were already only weakly dependent

on density (i.e., they were density dependent only within a small range of transitionary

temperatures). In Fig. 3.6 we show the effect of redshift on the density thresholds for
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the transitionary points. Tracing from z = 0 to z = 4 we see that the density threshold

for each ion drifts to the right from z = 0 to z = 2, reflecting the increasing strength of

the ionizing background at that redshift, and then drifts back to the left from z = 2 to

z = 4, as the ionizing background decreases. A few species have their transition tem-

peratures changed, and so do not necessarily appear at all 5 redshifts. Vertical offsets

are added for increased visibility.

Note that the shapes are slightly different between different ions, so wavelength-

specific effects of the changes from z = 4 to z = 0 can cause minor changes to their

relative abundances, but the main effect of increased background activity at z ∼ 2 is just

decreasing the effective density of the gas for the purposes of ion fraction calculations.

This change has noticeable effects on ion fraction when an ion is PI, and basically has

no effect if the ion is CI.

3.4 Ionization Mechanism cutoffs as a function of ioniza-

tion Energy

The very limited effects of redshift and ionizing background on determining

ionization mechanism with temperature suggests that there is a physical reason for the

cutoffs being where they are which does not depend strongly on the ionizing background.

In this section we show that the PI-CI cutoff for an ion appears to be determined

primarily by the ion’s ionization energy.

In the top panel of Fig. 3.7 we show the ionization energies of all ionization
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Figure 3.7: Top: The ionization energies for all ions of the first 12 metals. Bottom: The
PI-CI cutoff temperatures for the same ions. Different ionization levels are shown with
different colors, different elements with different symbols. Note that the PI-CI cutoff is
defined for neutral atoms, but ionization energy is not. Atoms which have no transition
(see Appendix A) are not shown.
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species for the first 12 metals, including those with the highest abundances in the

Universe generally and in the CGM. The quantum mechanical ionization structure gives

rise to multiple shells of increasing ionization energy from the outside in, and clear gaps

form between the energy required to leave an outer shell and the energy required to

leave the next innermost shell. In the bottom panel of Fig. 3.7, we show the CI-PI

cutoff for each ion. Pictured is the minimum temperature level for a transition point,

that is the first temperature at which CI gas is a majority at any density. Changing the

threshold to represent the CIE peak or the first temperature which is CI at all densities

has only minor effects on this conclusion. The left axis is in temperature units (K) and

the right axis in units of energy per particle (eV), following ⟨E⟩ = 3
2kBT . We see here

that the same shell structure is replicated in both.

In Fig. 3.8 we compare the two numbers directly, and see that they have an

almost perfectly linear relationship. In the top panel, we see that the best-fitting line in

log-log space has a slope of 0.950. We fit the line to all states except the singly ionized

states, which appear to have a slightly different relationship, which might be due to the

fact that the singly-ionized state has a threshold which is somewhat more challenging

to define than the further states, as described in Section 3.2.1. The linear relationship

suggests that the meaningful quantity of interest to determine whether an ion is PI

or CI is the ratio between the average energy per particle and the ionization energy.

We see in the bottom panel of Fig. 3.8 that over almost three orders of magnitude in

ionization energy, the threshold energy for being CI-dominated is consistently around 4

– 7 percent of the average energy per particle, increasing to up to ∼ 30 percent for the
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Figure 3.8: Top: The lowest PI-CI cutoff temperature versus ionization energy for all
ions of the first 12 metals, except for those without transitions (Appendix A). The
boxed equation is the best-fitting power law (black line). Bottom: The PI-CI cutoff
temperatures divided by ionization energy for the same ions. Shaded blue region shows
prediction from equation (3.9). It is clear that ionization mechanism linearly depends
on ionization energy.
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singly ionized states. For higher ions, this result aligns quite well with the predicted

value (blue), derived in Section 3.4.1.

3.4.1 Derivation of relationship between CI threshold and ionization

energy

The trend shown above in Fig. 3.8 can be approximately derived as a conse-

quence of, above all, the steeply exponential dependence of ion fraction on temperature

in CIE. In ionization equilibrium, the ionization rate of each species is set equal to

the recombination rate for the species ionized one additional time. Generally, there

are many mechanisms governing both of these rates, including photoionization, colli-

sional ionization, radiative recombination, collisional recombination, and what are called

“charge-exchange reactions” which change the ionization of two species simultaneously.

We are interested in the PI-CI cutoff, which takes place at the lowest temperature in

which CI fractions are relevant. In this regime, the density is taken to be high enough

that the metagalactic background is negligible, and there are no significant local sources

of ionization, so the photoionization term is neglected. However since even the high-

est densities in the CGM are much less than those studied in the ISM or solar system

environment, we can also neglect the contributions of collisional recombination and

charge-exchange interactions [House, 1964, Dopita and Sutherland, 2003]. This density

regime is known as the “coronal approximation,” where ion ratios are determined by
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the following equation:

nj+1

nj
=

Cj,j+1

αj+1,j
, (3.2)

where nj is the concentration of ions with j electrons removed from the neutral state,

Cj,j+1 is the collisional ionization rate from state j to state j + 1, and αj+1,j is the

radiative recombination rate from the higher state to the lower one.

Following House [1964], we will use the rates given by Allen [1961] and Elwert

[1952]:

Cj,j+1 = 2.47 · 10−8Aζjne

(
kBT

εH

) 1
2
(
εH
χj

)2

e
−χj
kBT , (3.3)

where

A = 3.1− 1.2

Zj
− 0.9

Z2
j

ζj = number of electrons in outer shell,

ne = unbound electron density,

χj = difference in ionization energies, εj+1 and εj

Zj = ionic charge after ionization,

εH = ionization energy of hydrogen,

and

αj+1,j = 5.16 · 10−14f1ngne

(
εH
kBT

) 1
2

(
χ2
j

εHkBT

)
e

χj
kBT E1

(
χj

kBT

)
, (3.4)
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where

n = quantum number of ground state,

E1(x) =

∫ ∞

x

e−tdt

t
is the first exponential integral.

f1 and g are empirical factors of O(1). The ion ratio is thus

nj+1

nj
= B

(εHkBT )
2

χ4
j

e
−2χj
kBT

E1

(
χj

kBT

) , (3.5)

where the unitless value B = 4.79 ·105
(

Aζj
f1ng

)
is constant with respect to T and ne, and

only mildly varies with species. We will treat it as a constant of O(106) in this rough

analytic calculation.

Successively applying equation (3.5) can give nj for each of an ion’s k possible

states in terms of n0. Ion fractions can be found with

fj =
nj

n0 + n1 + · · ·+ nj + · · ·+ nk

=
1

n0
nj

+ n1
nj

+ · · ·+ 1 + · · ·+ nk
nj

≈ 1
nj−1

nj
+ 1 +

nj+1

nj

, (3.6)

where the last line approximates the denominator in the neighborhood of the CIE peak

to be dominated by the j − 1, j, and j +1 terms, which can be considered as governing

the behavior where the fraction is rising, flat, and falling with increasing temperature

(see the right-hand side of Fig. 3.1). In Fig. 3.9, we show each of the ratios used

in this approximation separately, compared to the full ion fraction including all terms.

This shows the ratio
nj

nj−1
term accurately tracks the rising ion fraction at temperatures
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below the peak, while the ratio
nj

nj+1
term tracks, somewhat less effectively, the falling

ion fraction at temperatures above the peak.

Combining equations (3.5) and (3.6), and taking the low-T approximation so

that E1

(
χj

kBT

)
≈ e

−χj
kBT and the left (rising) term of the denominator dominates, this

equation simplifies to

fj ≈
nj

nj−1
(3.7)

≈ C (j, T ) e
−εj
kBT , (3.8)

where C (j, T ) = B(εHkBT )2

χ4
j−1

e
εj−1
kBT encapsulates all dependence besides the (larger) ex-

ponential. We are interested in the first temperature for which this fraction is non-

negligible, which takes place in our algorithm at around fj = 10−8. Even if B is taken

as constant, this equation is clearly transcendental and depends on both T and εj−1,

and therefore cannot be solved analytically. However, the dependence of the fraction on

C (j, T ) is weak enough that it is sufficient to note its order of magnitude in the relevant

temperature region, which is C (j, T ) = O(103 − 108).

Then, we see that fj first passes 10−8 at roughly

3

2
kBT =

0.65

8 + log [C (j, T )]
εj

= (0.041− 0.059) εj , (3.9)

where the low end and the high end of this range involve taking C (j, T ) = 108 and

C (j, T ) = 103, respectively. This prediction aligns remarkably well with the detected

trend shown in Fig. 3.8, which had cutoffs that varied between 4 percent and 7 percent

of εj .
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Figure 3.9: Demonstration of the three-term approximation used in equation (3.6) for
all species of oxygen. We see here nj vs nj−1 and nj+1, written out with parentheses,
e.g. n(j), for legibility. These ratios are compared to the actual ion fraction when using
all nine terms (dotted line). Each term is calculated using equation 3.5 with a constant
B = 106.
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3.5 Consequences for CGM Modeling and Interpretation

We will now analyse whether our physically motivated distinction between PI

and CI ions in a single gas parcel can give a meaningfully good approximation for studies

of the CGM. Essentially, older studies generally assume gas is in either a PIE state [e.g.

Stern et al., 2016], or a CIE state [e.g. Faerman et al., 2017, 2020]. The power of making

this approximation is obvious: if a component with multiple ions is a single phase in

PIE, then the density can be constrained not only by the equivalent widths, which

depend on sensitive geometric constraints and noisy spectral resolution, but also by the

ratios between different ions, which can be more robust. On the other hand, if this

component is in CIE, then instead the temperature can be constrained in an analogous

way, increasing the power of the line shape and structure to determine the density

independently. In recent years, more researchers are becoming aware that both PI and

CI mechanisms can make meaningful contributions for almost every ion, depending on

the gas phase it is found in. While it is possible to attempt to constrain both the

temperature and the density via Voigt profile b parameters and equivalent widths, it is

very noisy and hard to sort accurately into phases. A more modern approach, which

might be used more commonly in the future, is that of Haislmaier et al. [2021]. They

did not assume either CIE or PIE, but instead allowed multiple phases to exist in

the same components, using one or both mechanisms, and used Monte Carlo simulation

techniques to identify the best-fitting density and temperature for each phase. However,

this addition of multiple phases leads to possibly unnecessarily increased complexity of
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Figure 3.10: Left: Comparison of ion fraction contours for pure PIE (orange), CIE
(pink), and combined (“P+C”, green) Cloudy modeling for O vi. The “split” ap-
proximation is defined to be PIE below the cutoff, CIE above. Middle: Comparison
of “split” (black lines) approximation to Cloudy ion fraction table. This panel shows
the logarithm of fsplit/fP+C, so red indicates an overestimation, blue an underestima-
tion, and white approximately correct. Dark blue, however, represents regions which
are negligible in both approximations. Right: Same as middle, but showing the abso-
lute difference fsplit − fP+C. This figure shows our approximation is significantly better
than naive assumption of one or the other mechanism, although errors remain at the
low-density CIE end and high-density PIE end.

the final state.

Using a strict definition of PI vs CI gas can allow the power of the old approach,

which used ion ratios to get relatively clean estimates of density and temperature from

PIE and CIE, respectively, to be incorporated into a system where clearly both ioniza-

tion mechanisms matter. A suggested workflow for analysis of complex spectra with

multiple ions is as follows. By getting a rough estimate of the temperature, or even

guessing a temperature and iterating over multiple guesses, all ions can be assigned PI

or CI prior to fitting. Then, if the detected ions are PI, they can be fit to a particular

density, and if they are CI, they can be fit to a particular temperature. Ions which are

transitionary at this rough temperature can be ignored on this first pass, to be fit later
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for additional precision.

In Fig. 3.10 we show the errors involved in this approach (and by extension,

involved in prior studies using pure PIE or pure CIE approaches). Here we compare the

actual distribution, from iterating over a grid of simulations run through Cloudy, to

the approximation we will call the “split” distribution. This distribution is created by

assuming density-independent CIE above the defining line, and (nearly) temperature-

independent PIE below the line. PIE is never fully temperature independent, rather it

is assumed that the contours follow straight powerlaws in log-log space with a slope of

γ = 5
3 . This dependence springs from the fact that photoionization and recombination

rates vary somewhat with temperature, due to the particles’ increased kinetic energy

leading them to have more common interactions with both photons and each other.

On the left panel, we simply show these two distributions, the simulated and

the approximate one, and in the middle and right panels we show the relative and the

absolute difference, respectively. Red pixels on each graph indicate where the “split”

distribution overestimates the ion fraction compared to the simulation, and blue pixels

show where it instead underestimates the real distribution. Dark blue pixels represent

where both approximations give negligible values (f < 10−6), so the difference is not

meaningful.

There are two major error-prone regions to be careful of with this approach.

The first is somewhat obvious. CIE is density independent, but as we saw in Fig. 3.2,

every CI ion except for fully ionized states collapses in fraction at low enough density,

at all temperatures. Every ion drops off as photoionization destroys their numbers at
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low density, and our definition did not give a role to PI there because it only destroys,

and does not create, that ion. So, the CI region on the left end of the graph vastly

overestimates each ion. The second is the PI region on the right hand side of the

PIE peak. Errors here are a result of the fact that we have defined the density cutoff

for transitionary gas to specifically refer to the point where, at a given density, 50

percent of ions are created through each mechanism. Clearly this approximation will

lead to notable errors near this point, as it effectively asserts that on the left of the 50

percent mark, 100 percent of the ions are created through PI, and on the right it is 0

percent. Similarly, right below the first transitionary temperature are usually several

temperatures where some ions are created through PI, but do not quite reach 50 percent,

which is also approximated as 0 percent PI.

This approximation of a CIE and PIE “split” thus functions most effectively

in the low-density PIE limit, and the high-density CIE limit. But even in regions with

substantial errors, it remains a better approach than assuming a mechanism which

might be totally wrong, as is traditionally done by both observers and modellers. It is

also important to note that there are only small regions in which high and low ions are

likely to both coexist and be created through different mechanisms, and that is precisely

where the low-density CIE regime, for the low ion, overlaps the high-density PIE regime,

for the high ion. Thus, unfortunately, this definition is most relevant exactly where the

errors are highest.
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3.6 Summary and Conclusions

In this work we refined a novel definition of PI and CI gas, which has previously

been shown in early forms in Roca-Fàbrega et al. [2019] and Strawn et al. [2021]. This

definition allows ions to be identified individually, without assuming a universal ionizing

mechanism – i.e., PIE or CIE – but also without foregoing the lessons learned from those

two regimes and demanding use of an arbitrary 2D ion fraction table. Analyzing each ion

at fixed temperature, we define an ion at that temperature to be PI if its fraction-density

curve has a maximum and does not stabilize at high density, CI if it stabilizes at high

density and does not have a maximum, and transitionary if it has both a maximum and

a high-density shelf. In the transitionary case, the majority of the ion is created through

CI at high density, and PI at low density. Further examination of the consequences of

this definition using Cloudy showed several key insights, which are often ignored in

existing CGM literature.

The main results are as follows:

• Temperature Threshold: Most ions have only a few or no transitional temper-

atures, covering less than 1 order of magnitude in temperature. A good first ap-

proximation, then, is that the difference between PI-dominated and CI-dominated

gas is a temperature threshold. Higher ions have a transition at a higher tempera-

ture, and thus in a single cloud at moderate temperature, high ions can be created

through PI and low ions through CI, which is the reverse of what is often assumed.
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• Redshift Independence: Where each mechanism dominates in phase space

has only a slight dependence on redshift from z = 0 to z = 4, and on ionizing

background radiation more generally, including little change with variation of

the slope αUV to include both a much harder and softer potential background.

Even though the fractions induced by PI change with redshift, which mechanism

dominates in a certain region barely changes in temperature at all, and only

changes moderately in density at the few transitionary temperatures.

• Ionization Energy Relation: The temperature cutoff for CI dominance is

strongly determined by ionization energy. Nearly all ions become CI-dominant

when the average kinetic energy per particle exceeds roughly six percent of the

ionization energy. This result is a straightforward consequence of the steep tem-

perature dependence of the coronal approximation used in CIE. The exception to

this trend is singly-ionized states, which require a larger fraction.

• “Split” distribution: An approximation which assumes ions are distributed into

roughly their CIE fractions above the cutoff temperature, and roughly their PIE

fractions below it, is an adequate approximation of the full, complex distribution,

especially at the high-density CIE end and the low-density PIE end.

Future applications of this framework can be used for help interpreting complex

spectra such as the CASBaH survey [Prochaska et al., 2019]. This depiction could, for

instance, improve the priors used for phase assignment in a Bayesian statistical model

such as Haislmaier et al. [2021], which found both PIE and CIE necessary to replicate
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CASBaH absorption components. See Section 7.2 in the “Future Work” chapter for

details on how this might be implemented.
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Chapter 4

O VI and structure in the CGM of

VELA simulations

4.1 Introduction

The analysis of the Circumgalactic Medium (CGM), the gas that resides out-

side galactic discs but still within or near its virial radius, has the potential of giving

us valuable information about the past history of galaxy formation and also some hints

of its future evolution [e.g. Tumlinson et al., 2017]. The importance of studying the

CGM in order to characterize the history of galaxy formation is clear: it has been shown

conclusively that galaxies alone contain significantly fewer baryons than would be ex-

pected from the standard ΛCDM cosmology (the “missing baryon problem”). While a

significant fraction of these baryons may have been ejected to the Intergalactic Medium

(IGM) in the early stages of galaxy formation [Aguirre et al., 2001], or remained as
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warm-hot low-metallicity intergalactic gas throughout cosmic time [Shull et al., 2012],

studies suggest that 10-100 percent of the cosmic baryon budget of the universe exists

in the metal-rich CGM of galactic halos [Werk et al., 2014, Bordoloi et al., 2014]. The

CGM is thus certainly significant and possibly even dominant in baryonic matter. Fur-

ther, by calculations of the total amount of metals produced in all stars, only about

20-25 percent remain in the stars, ISM gas, and dust [Peeples et al., 2014]. Recent stud-

ies have been consistent with the idea that most of metals produced within stars and

released by supernovae feedback or stellar winds reside in the metal-rich CGM [Tumlin-

son et al., 2011, Werk et al., 2013]. The mechanisms collectively known as “feedback”

by which metals, mass, and energy are transported to the CGM, are not yet completely

understood, and likely include contributions from several processes like stellar winds,

supernovae feedback, and interaction with winds from the central AGN. The interac-

tions between these feedback mechanisms and their relative contributions, and their

dependence on halo mass and redshift might be better constrained by studies of the

kinematics and temperatures of the ions within the CGM.

The CGM properties are also relevant when studying the future evolution of

galaxies. Current models of the z ≳ 1 CGM state that cold, relatively low metallicity

gas inflows from the IGM feed star formation of central galaxies through narrow streams

[Keres et al., 2005, Dekel and Birnboim, 2006, Dekel et al., 2009, Ocvirk et al., 2008]. An

overview of the topic is found in Fox and Davé [2017], and references therein. Outside

those streams, metal-enriched warm-hot gas (104.5 K<T<106.5 K) mainly produced by

stellar feedback from the central galaxy, and by the virial shock under specific conditions
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[White and Rees, 1978, Birnboim and Dekel, 2003, Fielding et al., 2017, Stern et al.,

2020b], fills the rest of the CGM volume. Although widely accepted by the community,

these models still suffer from large uncertainties due to the difficulty of observations

and of comparing them with numerical simulations or analytic models. A more detailed

review of this theoretical picture will also be presented in Section 4.5.1.

A useful parameter for the interpretation of existing and future data for those

larger-scale phenomena is the ionization state of gas within the CGM, which as a rule

is highly ionized [Werk et al., 2014]. While the ionization level of the gas within the

CGM can help to constrain the physical interpretation, analyzing the full volume of

gas from a single or even several ion species is remarkably difficult [Tumlinson et al.,

2017]. This is because atoms can be ionized, in general, in two different ways. They

can be photoionized (PI), meaning incoming photons from either the galaxy itself or

the ultraviolet background light interact with an atom and strip it of electrons, or they

can be collisionally ionized (CI), meaning thermalized interactions with nearby atoms

will “knock off” electrons, leaving the atoms in some distribution of ionization states

[Osterbrock and Ferland, 2006]. Broadly speaking, PI gas fractions are a function of

density (as denser gas recombines more quickly, biasing gas towards lower ionization

states) and CI gas fractions are a function of temperature (as hotter gas will have more

kinetic energy per particle, biasing gas towards higher ionization states). Most studies

tend to assume that only one of these mechanisms is in play at a time for a given patch

of gas, with the rationalization that since denser gas tends also to be cooler, either

mechanism will result in cold gas hosting low-ions (e.g. N ii, Mg ii) and hot gas hosting
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high ions (e.g. Ne viii, Mg x). Examples of assuming O vi is in PI-equilibrium include

Stern et al. [2016] and assuming O vi is in CI-equilibrium include Faerman et al. [2017].

However, such an assumption is very tenuous. In Roca-Fàbrega et al. [2019] (hereafter

RF19), it was found that in cosmological simulations of halos which reached roughly

Milky-Way masses at z ∼ 1, whether O vi is PI or CI depends strongly on redshift,

mass, and position within the CGM, and ranged all the way from ∼ 100 percent PI to ∼

0 percent PI over the course of their evolution. The main conclusions of RF19 were that

O vi is more photoionized in the outer halo than the inner, and that galaxies transform

from fully collisionally ionized to mostly photoionized at z=2, after which they diverge

by mass, with larger galaxies becoming more collisionally ionized than smaller ones.

Detections of very high ionization states such as O vii and O viii in the MW

[Gupta et al., 2012, Fang et al., 2015] indicate that there is indeed a significant warm-hot

component of the CGM, and it is a source of major controversy whether O vi should be

considered to mostly be cospatial with that gas, whether it should be considered to be

mostly cool and more closely connected to H i and low metal ion states, or whether both

are relevant simultaneously. We will especially consider Stern et al. [2016] and Stern

et al. [2018] (hereafter S16 and S18, respectively). In S16 a phenomenological model is

proposed which explains the relations between low, intermediate, and high ionization

states as a consequence of hierarchical PI densities, where smaller, denser spherical

clouds containing low ions are embedded within larger, less dense clouds containing

O vi. This model matched the observed absorption much better than an assumption

of a single or small number of densities, and nearly as well as models with a separate
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gas phase for each ion, with many fewer parameters (see S16, Figure 6). S18, focusing

especially on O vi, assumed this hierarchical density structure is global, with O vi

residing in the outer halo and the low ions residing in the inner halo. They claimed

that the majority of the O vi gas detected is located outside ∼ 0.6Rvir. This radial

distance, which is defined as the approximate radius of the median O vi particle, is

called ROVI. In S18, both a “high-pressure” (CI) and a “low-pressure” (PI) scenario are

presented which are consistent with the data. However, the PI scenario more naturally

explains the observed NHI/NOVI values of 1 − 3 seen at large impact parameters, and

also alleviates the large energy input in the outer halo required by the CI scenario (see

also Mathews and Prochaska, 2017 and McQuinn and Werk, 2018). It has also been

suggested that the CGM might have both phases present at the same time in different

regions, most recently in Wu et al. [2020].

Due to the low emission measure of the CGM, it is necessary to do most

observations through absorption spectra of bright background objects which have lines

of sight passing through the CGM of intervening galaxies. While many studies made

great strides towards understanding the CGM through absorption [e.g. Tripp et al.,

2004, Rupke et al., 2005, Danforth and Shull, 2005], many of these studies had either

a low number of available sources or had difficulty associating each absorber with an

individual galaxy. In recent years with the increased sensitivity from the Cosmic Origins

Spectrograph (COS) on Hubble Space Telescope [Werk et al., 2013, 2014, Tumlinson

et al., 2011, Prochaska et al., 2013, Bordoloi et al., 2014, Burchett et al., 2016], there

has been an explosion of absorption line studies. This analysis can be used to detect
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relatively small column densities for different ions, including metal lines, giving insight

into the temperature, density, and metallicity information of the gas. However, there

are important limitations to this type of analysis. First and foremost, absorption-

line studies require a relatively rare alignment between the background source and the

foreground galaxy, and there are only a few examples where several lines pass through

the same CGM in different places [Lehner et al., 2015, Bowen et al., 2016] or strong

gravitational lensing allows the same source to be seen in multiple locations throughout

the CGM [Lopez et al., 2018, Okoshi et al., 2019]. This means many assumptions must

be made in order to combine together the data even within an individual survey, such as

assuming relatively similar conditions of the CGM in all L∗ galaxies, and that the CGM

is spherically symmetric (or at least isotropic). The use and results of those assumptions

are examined in (Werk et al., 2014, Mathews and Prochaska, 2017; S16). Finally, the

lack of visual imaging makes it very difficult to constrain the position of the detected

gas along the line of sight, and it may well be at any distance greater than the impact

parameter, or gas from different ions may even be in completely separate clouds.

Numerical simulations are thus playing an important role as tools for testing

recent theoretical approaches that try to characterize the CGM properties and evo-

lution [e.g. Shen et al., 2013, Faerman et al., 2017, Stern et al., 2018, Nelson et al.,

2018, Roca-Fàbrega et al., 2019, Stern et al., 2019, 2020b]. Hydrodynamic simulations

are commonly used to supplement analytical models regarding the CGM, as they can

break the degeneracy between CI and PI gas. While most cosmological simulations have

difficulty resolving the CGM due to the Lagrangian nature of the adaptive resolution,
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where the spatial resolution becomes very poor in the low density CGM/IGM [e.g. Nel-

son et al., 2016], several recent groups have implemented novel methods to significantly

enhance the resolution in the CGM, obtaining results similar to COS-Halos and other

observations [Hummels et al., 2019, Peeples et al., 2019, Suresh et al., 2019, van de

Voort et al., 2019, Mandelker et al., 2019, Corlies et al., 2020]. In a broad sense, the

CGM remains a useful testing ground for these simulations, as the ionization state of

the gas, as well as its phase (e.g. cold or hot mode accretion) will depend sensitively

on the feedback mechanisms incorporated into the simulation, as well as the refine-

ment algorithm and implementation of the code itself (Nelson et al., 2013; see also Kim

et al., 2013, 2016). Several other hydrodynamic simulations have begun analyzing the

O vi population in the CGM as well, including Suresh et al. [2017] and Corlies and

Schiminovich [2016], generally finding that this ion exists in a multiphase medium, and

replicating the bimodality between high column densities in star-forming galaxies and

low column densities in quenched galaxies, first seen in Tumlinson et al. [2011].

In this work we analyse galaxies from the VELA simulation suite [Ceverino

et al., 2014, Zolotov et al., 2015]. These simulations are compared with observations

in a number of papers [e.g. Ceverino et al., 2015, Tacchella et al., 2016b,a, Tomassetti

et al., 2016, Mandelker et al., 2017, Huertas-Company et al., 2018, Dekel et al., 2020a,b],

showing that many features of galaxy evolution traced by these simulations agree with

observations, although the VELA simulated galaxies form stars somewhat earlier than

observed galaxies. Using these simulations, we develop a model in which CGM gas is

characterized by its relation to the aforementioned “cold accretion streams,” giving O vi
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a unique role where PI O vi gas acts as an indicator of these inflows. Much of the CI

O vi gas turns out to lie in an interface layer between these inflowing cold streams and

the bulk of the CGM.

This paper is organized as follows. In Section 4.2 we describe the simulation

suite and our analysis methods. In Section 4.3 we explain how we robustly differentiate

CI and PI gas for a variety of ions. Focusing on O vi, we analyse in Section 4.4 what

this distinction shows us about the CGM and its structure. This is analyzed in 3D space

in Section 4.4.1, in projections and sightlines in Section 4.4.2, and its dependence on

redshift and galaxy mass in Section 4.4.3. In Section 4.4.4 we compare the implications

of this model to the findings in S16 and S18. In Section 4.5 we present a physical

model for the origin and properties of the different O vi phases in the CGM, relating

these to cold streams interacting with the hot CGM. This is the first discussion of shear

layer width around radiatively-cooling cold streams in galaxy halos. In Section 4.5.1

we summarize our current theoretical understanding of the evolution of cold streams

in the CGM of massive high-z galaxies, as the streams interact with the ambient hot

gaseous halo. In Section 4.5.2 we examine the properties of the different CGM phases

identified in our simulations, in light of this theoretical framework. Finally, in Section

4.5.3 we use these insights to model the distribution of O vi and other ions in the CGM

of massive z ∼ 1 galaxies. Our summary and conclusions are presented in Section 4.6.
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4.2 Data and analysis tools

4.2.1 VELA

The set of VELA simulations we used is a subsample of 6 galaxies from the

full VELA suite (see Table 4.1 for details about the galaxies chosen). The entire VELA

suite contains 35 haloes with virial masses (Mv)
1 between 2×1011M⊙ and 2×1012M⊙

at z = 1. The VELA suite was created using the art code [Kravtsov et al., 1997,

Kravtsov, 2003, Ceverino and Klypin, 2009], which uses an adaptive mesh with best

resolution between 17 and 35 physical pc at all times. In the CGM, the resolution

is significantly worse than this maximum, as expected. However, most of the mass

within the virial radius is actually found to be in cells of resolution better than 2

kpc, as shown in Figure 4.1. This is within an order of magnitude of several high-

resolution CGM simulations of recent years [Peeples et al., 2019, Suresh et al., 2019,

Hummels et al., 2019, van de Voort et al., 2019, Bennett and Sijacki, 2020], although

unlike VELA, those simulations required these high resolutions throughout the CGM.

This gives the VELA simulations enough resolution for discussions of the CGM to be

physically meaningful, at least with respect to higher ions such as O vi which should be

less dependent on resolution effects than low ions which likely originate from small clouds

(Hummels et al. 2019, see also S16). Alongside gravity and hydrodynamics processes,

subgrid models incorporate metal and molecular cooling, star formation, and supernova

1All virial quantities we show in this paper are taken from Mandelker et al. [2017] and correspondence
with the authors. They are calculated according to the definition of virial radius from Bryan and Norman
[1998]. This gives some disagreement between the numbers listed here and in RF19, where the R200

value was used instead.
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feedback [Ceverino and Klypin, 2009, Ceverino et al., 2010, 2014]. Star formation occurs

only in cold, dense gas (nH > 1 cm−3 and T<104 K). In addition to thermal-energy

supernova feedback the simulations incorporate radiative feedback from stars, adding

a non-thermal radiation pressure to the total gas pressure in regions where ionizing

photons from massive stars are produced. Recently, the VELA simulations have been

re-run with increased supernova feedback [following Gentry et al., 2017], and this new

feedback mechanism has led to improved stellar mass-halo mass relations as in Ceverino

et al. (2020 in prep). We will compare the results of this paper to this newer version

in future work. In the VELA simulations, the dark matter particles have masses of

8.3 × 104M⊙, while the average star particle has a mass of 103 M⊙. Further details

about the VELA suite can be found in [Ceverino et al., 2014, Zolotov et al., 2015].

We chose to continue to use the same subsample of the VELA galaxies from

RF19. In that work, they were chosen according to their virial masses and the final

redshift the simulation reached. This means, we use all halos that have been simulated

down to z = 1 which have a final mass greater than 1011.5M⊙. This selection criteria

derived from our desire to analyse the physical state of gas in galaxies near the “crit-

ical mass” at which the volume-filling CGM phases show a transition from free-fall to

pressure-support [Birnboim and Dekel, 2003, Goerdt et al., 2015, Zolotov et al., 2015,

Fielding et al., 2017, Stern et al., 2020a].
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Figure 4.1: The mass fraction of gas in cubical cells of a specific side length. The
different colors represent different distances from the galaxy center, in units of Rvir.
Solid lines are an average over all 6 analysed VELA galaxies, dashed lines are from
VELA07, for comparison with Figures 4.4 and 4.6. Semi-transparent lines represent
individual results from the other selected VELA galaxies.
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VELA Mvir M∗ Mgas Rvir

[1012M⊙] [1010M⊙] [1010M⊙] [kpc]

V07 1.51 10.1 6.88 183

V08 0.72 2.93 4.80 132

V10 0.73 2.44 4.82 142

V21 0.86 6.54 3.09 152

V22 0.62 4.64 1.27 136

V29 0.90 3.73 5.03 152

Table 4.1: Properties at z = 1 of the VELA simulations used in this work. This work
uses the same set of galaxies as RF19. M∗ is defined as all stars within 10 kpc.

4.2.2 Analytical approach and analysis tools

In our analysis of the CGM ionization state, we will study both the photoion-

ization and the collisional ionization mechanisms. We will simplify the problem by

assuming that photoionization depends only on the metagalactic background light from

Haardt and Madau [2012], and not from other location-dependent sources such as the

central galaxy. This assumption is motivated by the evidence that local sources have a

major effect mostly on the ionization state of the gas in the inner CGM 0.1 − 0.3Rvir

while gas outside this region receives a negligible fraction of the ionizing radiation from

the galaxy [Sternberg et al., 2002, Sanderbeck et al., 2018].

In the VELA simulations photoionization or collisional ionization is not directly

simulated. Two kinds of metallicity are explicitly recorded: metallicity from SNIa (iron
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peak elements) and SNII (alpha elements). In order to analyse the ionization fraction

of different ions we will follow a similar approach as the one in RF19. First we will get

the total mass and density of the different species (e.g. nO, nC) by multiplying total

SNIa or SNII metal mass by their respective abundances. It is important to mention

that although in RF19 we made the assumption that the Type II metals are entirely

oxygen, and that Type Ia metals had no oxygen component, here we have relaxed

this assumption by using a distribution of metals according to Iwamoto et al. [1999].

However, as nearly 90 percent of all Type II supernovae ejecta is oxygen by mass, the

effect of this change is minimal. Second, we use the Cloudy software [Ferland et al.,

1998, 2013] to assign the corresponding ionization fraction to each ion species, based on

the gas temperature, density, and on the redshift. Finally, to access the total population

of any ion species, we need to multiply this fraction (e.g. fOVI) by the total amount of

the individual nuclei of that species (e.g. nO), that is nOVI = fOVI ·nO. This procedure

was implemented in the simulation analysis package trident [Hummels et al., 2016],

which is itself based in the more general yt [Turk et al., 2011] simulation analysis suite.

To add these ion number densities in post-processing requires an assumption of local

ionization equilibrium within each cell at each timestep. Note that this does not imply

that we assume the gas to be in thermal or dynamical equilibrium. The gas can still

be experiencing net cooling, or net heating due to feedback processes from the central

galaxy.

In order to emulate the absorption-line studies for direct comparison to ob-

servations, we create a large number of sightlines (∼ 400) through each CGM. This
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procedure is similar to that of Li et al. [2020]. The sightlines are defined via a start-

point and a midpoint. To choose the startpoint, we define a sphere at some maximum

radius, outside of the simulation’s “zoom-in region” (extending to ∼ 2Rvir from the

center). This is for geometrical effect, and to make sure that no significant difference

in path length appears between sightlines. It was confirmed by comparing results with

all low-resolution (> 15 kpc on a side) cells removed and with them included that in

no simulation did the gas outside the fiducial region have a significant impact on any

results. We define this maximum radius R to be at 6Rvir. We randomly choose one

of a finite set of polar angles θ and a finite set of azimuthal angles ϕ according to a

probability distribution scheme which distributes the startpoint uniformly across the

surface of this sphere. The vector from the galaxy center to the startpoint is defined as

normal to an “impact parameter” plane. A midpoint is then selected from the plane at

one of a discrete number of impact parameters, according to a probability distribution

which gives a uniform point in the circle r⊥ ≤ 2Rvir. A slight bias is introduced to

give r⊥ = 0 a non-zero chance of selection. However, this has a negligible effect on any

results, and only affects our column densities for the few lines that go directly through

the galaxy. This line is extended past the midpoint by a factor of 2. A visualization of

a sightline generated by this algorithm is shown in Figure 4.2.

This strategy is useful for several purposes. First, by choosing a finite set of

sightlines, we can use the same statistical analysis methodology as used in observational

studies. In particular, in Section 4.4.4, we can emulate the inverse-Abel transformation

used in S18. Second, we save a significant amount of information within each sightline,
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Figure 4.2: A sample sightline is generated from a random point on the outer sphere
and directed to a midpoint at a specified impact parameter, denoted as white dots, and
projected to twice that length. This is plotted over a projection of total gas density
within the simulation, on the same snapshots and at the same angle as Figure 4.6.
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allowing us to track correlations between ions within sightlines, and the state of gas

within the sightlines (see Section 3.2), instead of losing it in continual averaging.

4.3 Collisional and Photo Ionization

In this section we apply2 a physically motivated definition of “Collisionally

Ionized” and “Photoionized” gas as distinct states which coexist throughout the CGM,

which follow a rough temperature cutoff as defined in Strawn et al. [2023], (Chapter 3).

We focus on O vi, though we note that definitions are available as well as for all other

metal ion species. We will refer to these states hereafter as CI and PI, respectively. We

will also refer often to the following temperature states, in accordance with RF19, S16,

and Faerman et al. [2017]:

• Cold gas: T < 103.8K

• Cool gas: 103.8K < T < 104.5K

• Warm-hot gas: 104.5K < T < 106.5K

• Hot gas: T > 106.5K

We will visualize the results of these definitions using a binary field in yt. We

define a field CI OVI to be 1 if O vi is CI-dominated in that specific cell, 0 otherwise,

and PI OVI to be the opposite (see Figure 4.4). Multiplying this field by the actual

2The explanation in this section in the published version of this work, Strawn et al. [2021], was
essentially the same as that presented in the later work Strawn et al. [2023], which we described in
Chapter 3, and so we merely refer to that section here.
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O vi density allows us to differentiate the two populations of O vi, and similar methods

can be applied to other ions.

4.4 Distributions of PI and CI O VI Gas

We now analyse the actual spatial distribution of O vi within the CGM of the

VELA simulations. Unless otherwise noted, we will refer to the gas outside 0.1 Rvir and

within Rvir as the CGM, though in fact, recent studies [Wilde et al., 2020] have shown

that Rvir is not really a “physical” boundary to the CGM and probably underestimates

the dynamical conditions of the CGM. However considering our decreased resolution

outside the virial radius (Figure 4.1) and the fact many analytic models use Rvir as a

starting point (see below, Section 4.5.1), we will continue to use this definition. We focus

here on VELA07 at redshift 1, but other VELA galaxies are similar at this redshift. This

galaxy is plotted in a plane which is approximately face-on, with the x axis being at a

25 degree angle from the galaxy angular momentum, which was calculated in Mandelker

et al. [2017], and is a large spiral galaxy. Other views of the same galaxy, including the

overall distribution of gas and stars, can be seen in Figures 1, 4, 19, and D2 of Dekel

et al. [2020b]3. We will start with the distribution in 3D space, and then look within

projections at the fractions of CI and PI gas. We will continue to use the terminology

from S18 and call the radius of the median O vi ion ROVI, or the “half O vi radius.” We

will show that within the simulation, ROVI is indeed outside half of the virial radius,

3Images of all of the VELA galaxies at a variety of angles, as they would appear using HST, JWST,
or other instruments, are available at https://archive.stsci.edu/prepds/vela/
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as suggested by COS-Halos [S18]. Furthermore, because O vi extends past the virial

radius and because of the concavity of the deprojected O vi profile (see Section 4.4.4),

we find that ROVI is likely even larger than suggested in S18.

4.4.1 O VI Distribution in 3D space

In Figures 4.3 and 4.4 we analyse a 2D slice through a representative simulation

(VELA07 at z = 1). As a 2D slice it has zero thickness, however since the simulation

has finite resolution the effective thickness is the resolution of the simulation (see Figure

4.1). Figure 4.3 shows several macroscopic properties of gas within the simulation. Here

the features visible in this plane are the inflowing streams of cool, high-density gas (see

Figure 4.4 for evidence of inflows) and the hot medium surrounding them. We will

call these structures the “streams” and “bulk,” respectively. These are the streams

of baryonic matter necessary to feed star formation, and have been studied before in

VELA (Zolotov et al., 2015; RF19), and in similar simulations [Ceverino et al., 2010,

Danovich et al., 2015]. While these streams look discontinuous, they only appear so

due to minor fluctuations moving them outside the plane of the slice. They are part

of the same counterclockwise-spiraling dense streams visible in the projection of Figure

4.2. Overplotting the in-plane velocity, we see that within the hot gas are fast outflows

with velocities ∼1000 km s−1. On this scale, the inflowing speed of the cool gas is not

visible. As noted in RF19, the metallicity of these streams is substantially lower than

the surrounding hot gas, which indicates that they are infalling from the metal-poor

IGM and not primarily cooling out of the halo gas. However, the increased density
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Figure 4.3: 2D slice of VELA07 at redshift 1, approximately face-on. The smaller and
larger black circles in each image represent 0.1Rvir and Rvir. (a): Number density of all
gas within the simulation (i.e. hydrogen density). The clouds shown in this slice form
two continuous streams, at the bottom and top right, but since the image is only a thin
slice, it appears patchy as it moves slightly in and out of the plane (b): Temperature
of gas within the slice. Overplotted is gas velocity within the cell, with respect to the
galaxy center. (c): Gas metallicity of the simulation. The same streams are highlighted
in each image (high density, low temperature, low metallicity). (d): Pressure of gas
within the simulation, defined in units of number density times temperature. Arrows are
the same as in b. The streams are seen here to be in approximate pressure equilibrium
with their surroundings.

85



Figure 4.4: O vi properties within the same 2D slice of VELA07 shown in Figure 4.3.
(a): O vi number density for only gas defined as PI. Overplotted is gas velocity within
the cell, with respect to the galaxy center. Only cells which are classified as PI have
their velocities shown here. The scale of the arrows in this graph is smaller than in
Figure 4.3b. (b): O vi number density, for gas defined as CI. The two populations
are defined to be mutually exclusive. (c): O vi number density restricted only to the
interface and to within 0.1 - 1.0 Rvir, where the interface is defined as CI cells within 2
kpc of a PI cloud. (d): ion fraction (fraction of oxygen nuclei ionized to O vi).
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in these regions more than makes up for their lower metallicity, so we expect them to

be detectable in metals. In fact they are essentially traced out by O vi (see below).

Finally, we see in the bottom right panel (Figure 4.3d) that none of these structures are

reflected in the pressure diagram, and in fact pressure is almost spherically symmetric,

with a maximum in the central galaxy. So, “overall” the cool inflows are in approximate

pressure equilibrium with the rest of the galaxy. However, on closer inspection we find

that on average throughout the inflowing streams, pressure is at least 50 percent lower

than the bulk, and on the inner halo a factor of 2-3 lower, so while it is true that

pressure differentials are not the primary feature of these cool inflowing streams, their

lower pressure does allow them to fall towards the center.

Focusing on O vi within the same slice, Figure 4.4a and 4.4b show the sepa-

ration of the slice into PI cells (left) and CI cells (right) according to the definition in

Section 3.2. Since they are defined to be mutually exclusive, the filled cells in the left

panel appear as white space in the right panel, and vice versa. We see from this that CI

gas fills the majority of the volume of this slice (more quantitative results, which do not

depend on the specific snapshot and slice orientation, can be found in Table 4.2) and PI

gas is found only inside the cool inflows. This follows from the temperature distribution

since, as expected from Chapter 3 the PI-CI cutoff is nearly equivalent to a temperature

cutoff. Also marked in the left plot is the velocity of the PI cells within the slice. Since

the O vi ions are added to the simulation in post-processing, the velocity is the overall

gas velocity in that region, not the separate velocity of only O vi. This shows that PI

O vi clouds, and therefore also the streams shown in Figure 4.3, are generally inflowing
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and rotating, with a characteristic velocity of ∼ 100 km s−1, significantly slower than

the outflows. It is contained within filaments which become smaller in cross-section as

they spiral towards the central galaxy.

Next we analyse the distribution of O vi by mass (instead of volume as in the

previous paragraph) between the two states. It is clear from the top panels of Figure

4.4(a and b) that the O vi number density is higher in the PI clouds than in the CI

bulk, but since the clouds fill only a small fraction of the CGM, it is not a priori clear

which phase would dominate in either sightlines or in the CGM overall. In RF19 it

was found that this depended strongly on redshift and galaxy mass. All galaxies at

high redshift were CI-dominated and become more PI-heavy with decreasing reshift,

eventually diverging by mass, with larger galaxies approaching CI-domination again at

low redshift, and smaller galaxies remaining PI-dominated to redshift 0. We find here

(Table 4.2, column 3) that the PI gas contains about 2/3 of the O vi mass, showing O vi

is primarily found in the CGM in cooler, lower-metallicity gas, but that a nonnegligible

fraction remains CI.

Before we can address which phase will dominate within sightlines, there is

one other important feature of Figure 4.4 that needs to be discussed. While the number

density of the CI bulk is significantly lower than that of than the PI clouds, within

the CI slice (Figure 4.4b) there are small regions of high number density. These are

present only along the edges of the PI clouds themselves. To get a more quantitative

understanding of this “interface layer,” we used a KDTree algorithm to query each CI

gas cell within 0.1-1.0 Rvir as to its nearest PI neighbor. We define the interface (for
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now, see Section 4.5 for more details) as CI cells which had any PI neighbor within 2

kpc. In the bottom left panel, (Figure 4.4c) we show only the interface cells as defined

above. These cells consist of ∼ 92 percent of the CI O vi mass within the virial radius,

while occupying only ∼ 3.3 percent of the CI volume. Therefore, in addition to dividing

the CGM into CI and PI components, we believe it is useful to further divide the CI

gas into two phases: interface and bulk. An interface layer like the one shown in Figure

4.4 is often found surrounding cold dense gas flowing through a hot and diffuse medium

[Gronke and Oh, 2018, 2020, Ji et al., 2019, Li et al., 2019, Mandelker et al., 2020a,

Fielding et al., 2020]. In Section 4.5 we will present a model for the physical origin and

properties of the interface layers found in our simulations.

The fraction of gas in each phase, calculated using both a 2 kpc and a 1 kpc

boundary, is shown in Table 4.2. A complicating factor, which is outside the scope

of this paper to address, is that within these boundary layers, gas is unlikely to be

in ionization equilibrium [Begelman and Fabian, 1990, Slavin et al., 1993, Kwak and

Shelton, 2010, Kwak et al., 2011, Oppenheimer et al., 2016] and so it is possible that the

mass distribution of CI gas in the two phases will differ significantly from that presented

here. In particular, it was found in Ji et al. [2019] that nonequilibrium ionization can

increase the column densities of O vi by a factor of ∼ (2− 3) within turbulent interface

layers.

In this simulation, outflowing warm gas is generally too hot to have a significant

O vi contribution, making the bulk of the volume CI but negligible in O vi outside the

inner halo (∼ 0.3Rvir). We are not claiming that the total gas density in these warm-hot
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outflows is extremely low, but only their O vi number density. This could be due to

a low value of any of the contributing factors of ion fraction, density, or metallicity.

We find in these simulations that it is primarily the ion fraction which causes this bulk

volume to be negligible in O vi, compared to both the interface and the cool streams

(see Section 4.5.3). Outflows will never have low metallicity, as the outflows are driven

by supernova winds [see previous ART simulations, e.g. Ceverino and Klypin, 2009].

Additionally, as seen in Figure 4.3, the high density and low metallicity inside the

streams mostly cancel one another. However, both of those effects are much smaller

than the the ion fraction dependence (Figure 4.4d).

The distribution of O vi into the three categories within 0.1− 1.0Rvir for each

VELA simulation, and the “stacked” results (the sum of the total values from each

category) are shown in Table 4.2. Here we see that in each simulation, photoionized

O vi consists of ∼ (40−90) percent of all O vi by mass, with an average of approximately

62 percent, and the CI gas is mostly concentrated within the interface. This parallels

the findings of RF19, where it was found that cool gas dominates the CGM by mass, and

warm-hot gas dominates the CGM by volume. Taking PI and CI O vi to be analogues of

“cool” and “warm-hot” gas respectively, we see that O vi has a similar distribution. An

interface of 1 kpc contains about two-thirds of CI gas, while a 2 kpc interface contains

almost 90 percent of CI gas. From a volume perspective, the CI bulk occupies the vast

majority (∼ 90 percent) of the CGM, and this does not change appreciably when we

consider a 2 kpc boundary layer instead of a 1 kpc boundary. There are effects which

both underestimate and overestimate the amount of gas in these interfaces. In the outer
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VELA edge O vi PI O vi CI O vi CI O vi PI O vi CI O vi CI CI edge

(z = 1) width mass % edge mass % bulk mass % vol % edge vol % bulk vol % mass %

V07 1 kpc 63 30 7 5 1 94 81

V08 1 kpc 48 31 20 9 2 89 61

V10 1 kpc 68 21 11 18 2 80 66

V21 1 kpc 40 39 20 6 1 93 66

V22 1 kpc 80 16 4 4 1 95 80

V29 1 kpc 97 1 1 23 1 77 50

Stacked 1 kpc 62 26 12 10 1 89 68

V07 2 kpc 63 35 3 5 3 91 92

V08 2 kpc 48 43 8 9 7 84 84

V10 2 kpc 68 27 5 18 6 76 84

V21 2 kpc 40 51 9 6 4 90 85

V22 2 kpc 80 18 2 4 2 94 90

V29 2 kpc 97 2 1 23 4 77 66

Stacked 2 kpc 62 33 5 10 4 86 87

Table 4.2: Distribution of CGM gas (within 0.1 − 1.0Rvir) within the selected VELA
snapshots at redshift z = 1. Columns 3, 4, and 5 are the mass distribution of O vi
into PI gas, CI edge gas, and CI bulk gas (so they should sum to 100 percent, ignoring
truncation errors). Columns 6, 7, and 8 are the volume distribution into the same
categories. Column 9 is the percentage of CI gas by mass within the edge. The same
analysis is repeated with an assumption of a 1 kpc edge and a 2 kpc edge.
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parts of the CGM, the resolution is in fact worse than 1-2 kpc, and so even cells adjacent

to PI clouds might not register as interface cells, underestimating that value. On the

other hand, in the inner part of the CGM the resolution is much better and the 1-2

kpc cutoff might include some gas which is not dynamically “boundary layer gas” (see

Section 4.5).

4.4.2 O VI Within Sightlines

While we see in Table 4.2 that by mass, the majority of all O vi within the

CGM is PI, the projection of O vi through sightlines will distort the distribution, biasing

the observed O vi gas towards the outer halo compared to the impact parameter. This

is because the impact parameter of gas is the minimal distance of gas along the sightline,

and all gas interacted with will be at that distance or farther. We saw in RF19 that,

regardless of galaxy mass and redshift, the outer halo was generally more PI than

the inner halo, so we should expect the average sightline to be more PI than the gas

distribution itself. However, the small volume filling factor could conceivably lead to a

majority of sightlines not hitting any PI gas whatsoever.

We tested this in two ways. First, we used the random sightline procedure

defined in Section 4.2.2. In each sightline, the total O vi column density is recorded, in

addition to the fraction in the CI and PI states. The sightline can then be broken down

into a “total O vi column density,” a “CI O vi column density” and a “PI O vi column

density.” In Figure 4.5, sightlines are collected by impact parameter from all six galaxies

at z = 1 and at each impact parameter, the median column density for each category is
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Figure 4.5: The projection profile of several hundred sightlines per galaxy, randomly
generated as described in Section 4.2.2. This is then disambiguated into total PI and
CI profiles, as solid, dashed, and dotted lines, respectively. Each individual galaxy, with
the same distinctive linestyles, is shown in a different color, with black lines showing
the average. Errorbars represent the 16th and 84th percentiles, with the median value
indicated by the dot. Also shown are observational results fromWerk et al. [2013], where
filled squares represent detections and open squares upper and lower limits (indicated
by the arrow).
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calculated. They are shown in black along with the 16th and 84th percentiles as error

bars, with the total O vi in solid lines, the PI O vi in dashed lines, and the CI O vi in

dotted lines (a slight offset in x between the lines is included for visualization, but the

data are aligned in impact parameter). The individual galaxy medians are also included

in lighter colors in the background, with the same format4. Data points for O vi from

Werk et al. [2013] are included for order-of-magnitude reference, but it is important

to note that that the data are not directly comparable to the values from the VELA

simulations, as the COS-Halos data is from significantly lower redshift than z = 1, which

is the lowest redshift reached by these simulations. It is worth mentioning that recent

studies suggest the column density difference might also be attributable to the lack of

AGN in the VELA simulation more than the further redshift evolution [Sanchez et al.,

2019].

The main result of this study is that sightlines become dominated by PI gas

at impact parameters outside ∼ 0.15Rvir. While CI gas is significant inside this radius,

it falls off quickly to undetectable levels in the outer halo. The CI gas predictions of

1012−13 roughly agree with the O vi columns of Ji et al. [2019], who also found that

CI O vi is found primarily in an interface layer, though unlike them we find that PI

O vi is also significant in sightlines. It is also significant that the PI column density is

approximately constant out to high impact parameters, only falling by approximately a

factor of 2 at r⊥ = Rvir, while CI column density falls by a factor of almost 1000 within

the same distance.

4Colors for individual galaxies in Figure 4.5 are the same as in Figure 4.8.
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However, it is possible that the median values do not accurately convey the

distribution, which due to the low filling factor of PI gas, could be very nonuniform. We

also created using yt a projection through the full simulation volume. In Figure 4.6, we

show the CI fraction of the gas along projected sightlines. This projection has the same

horizontal (y) and vertical (z) coordinates as Figure 4.4, and the black circles continue

to indicate 0.1 and 1.0 Rvir. However, each pixel in this cell is the integral of all slices

along the line of sight. So, a blue pixel in this image is 100 percent PI, a red pixel is

100 percent CI, and intermediate values are indicated by the color bar. We added to

this image a black masking image which sets all pixels with a total O vi column density

less than 1013cm−2 to black, representing nondetections. This limit is commensurate

with detection limits obtained by HST/COS surveys, e.g., CASBaH [Prochaska et al.,

2019]. If we were to adopt a threshold of 1013.5, the picture would broadly stay the

same, though slightly more of the picture would be blacked out.

We see broadly the same phenomena in this image. In the inner halo (up to

about 0.2Rvir), O vi is uniformly CI (red). Then, with a fairly small transitionary r⊥

band (white) it switches to being nearly 100 percent PI (blue). We can see that while the

detectable gas is PI outside some minimal radius, the covering fraction of all sightlines

(defined here as the fraction with NOVI > 1013) is not 100 percent. Over all six selected

VELA galaxies, the covering fraction remains ∼ 70 per cent out to r⊥ = Rvir.

So the situation is fairly complex. The volume (at least in these relatively large

galaxies which are still star-forming) is overwhelmingly dominated by CI gas, but the

density of O vi within this “bulk” region is so low that it contributes almost nothing to
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the sightline’s O vi column density. This is shown by the projection fraction (Figure 4.6)

being PI-dominated everywhere outside 0.3Rvir whenever the projection is not empty.

Since we have established that a strong majority of CI gas is in fact an interface layer on

PI clouds, this result is unsurprising. Wherever there is a significant amount of CI O vi,

a PI gas cloud must be nearby. While these clouds may be small, their 3D structure

makes them dominant over the essentially 2D surfaces of CI gas in the interface regions.

Sightlines which only pass through the CI bulk region, and not through the interfaces,

are visible here as the blacked out nondetections. These two images imply that almost

all of the O vi which would be observed in absorption spectra at high impact parameters

is PI.

The inner halo (0.1-0.3Rvir) was found to be highly irregular and different

from the outer halo in cosmological simulations similar to VELA in Danovich et al.

[2015]. It is also possible that in this inner halo region, the fixed size (1 or 2 kpc) of

the interface might be larger than strictly necessary, and could sample gas which is

not dynamically connected to the PI gas it happens to be near and we will need to

be cautious interpreting the results in light of the interface layer containing most O vi.

Within this region, there is significant warm-hot, metal-rich gas outflowing due to stellar

feedback, and its effects on the overall dynamics of the gas distribution in Table 4.2 are

substantial. All these effects noted, sightlines in the inner halo were found to be almost

entirely CI, and we will examine the reason for this transition in more detail in Section

4.5.3.
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Figure 4.6: Fraction of gas within a projected sightline which is CI. Each pixel represents
a sightline in the x direction, orthogonal to the plane of the image. Shown is VELA07
at z = 1. A blue pixel intersects only PI gas, a red pixel intersects only CI gas. As in
Figure 4.4, the circles represent 0.1Rvir and Rvir. All pixels which have a overall O vi
column density < 1013 cm−2 are blacked out, since O vi column densities < 1013 cm−2

are not observable with COS Prochaska et al. [2019].
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Figure 4.7: Evolution of O vi column densities with redshift and mass. Mass bins
indicated in legend are in units of log M⊙. The left panel is a snapshot of all galaxies
at redshift 3, the center panel is the same at redshift 2, and the right is the same at
redshift 1. Errorbars represent ± 10 percentiles.

4.4.3 Halo mass and redshift dependence

Now we will compare how the effects shown in Figure 4.5 change with mass

and redshift. In RF19 the mass and redshift dependence of the ionization mechanism

of O vi in the CGM was as follows (see RF19, Figure 14). All galaxies start out with

their O vi population entirely CI-dominated. This is a function of three effects: First,

the low ionizing background at high (z > 2.5) redshift, second, the fact that at high

redshift, the cold inflows are almost metal-free, and third, at higher redshift the streams

are denser and more self-shielded [Mandelker et al., 2018, 2020b]. The galaxies then

experience a decrease in their CI fraction with time as the ionizing background becomes

more significant and streams become less dense. As galaxies approach redshift zero,

their O vi ionization mechanisms diverge according to their mass. Low-mass galaxies
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end up completely PI at late times, while high mass galaxies become mostly CI again,

following the formation of a virial shock which heats up most of the CGM.

We can see some of the same effects in the time-series sightline projections

(Figure 4.7). Here we repeat the procedure of Figure 4.5, including showing the profile

of the median sightline with error bars representing the 40th and 60th percentiles,

except binning the galaxies into mass bins of 0.5 dex at specific snapshots instead of

combining all sightlines together into a single “overall” curve. The smaller errorbars

here compared to Figure 4.5 are to avoid overlapping lines. All data points are offset

slightly in r⊥ so the error bars are visible, but should be read as vertically aligned in

the apparent groups. The substantial bias of impact parameter profiles towards outer-

CGM gas, as discussed in Section 4.4.2, means PI gas still dominates for most redshifts

and masses. However, the trend from RF19 is evident in the form of the decreasing

“transition impact parameter” where PI gas becomes dominant. At z = 3, we see that

only the smallest galaxies (blue line) have such a transition, and the larger galaxies

(orange and green lines) remain CI-dominated out to r⊥ = Rvir. Moving on to redshift

2, we see that both of the available mass bins have roughly the same crossing point

at ∼ 0.6Rvir, and CI dominates inside that impact parameter, PI dominates outside.

At low redshift (z = 1), we see that this transition from CI to PI-dominated sightlines

happens at ∼ 0.2Rvir as shown before. It is also worth noting that the CI gas seems to

drop much more dramatically with impact parameter at redshift 1, and generally the

O vi column density drops below 1013.5 at the outer halo for the first time. It is worth

mentioning that as the galaxies evolve with time, the virial radii are increasing, so the
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decline in CI gas in the outer halo might be partially explained as new PI O vi being

enclosed in Rvir without any accompanying CI O vi.

We see that there is not a significant mass dependence of either the CI or the

PI gas. Unlike in RF19, at z = 3 the profiles diverge mostly for sightlines which pass

through or close to the galaxy, and at z = 1 and z = 2 there is little change in column

density with mass between the available bins.

In this set of simulations, we are not studying any galaxies which have a smaller

virial mass than Mvir = 1011M⊙. As presented in RF19, these small galaxies will allow

inflows to reach all the way to the disc, which means that this model would suggest

they are all PI. Studying whether this is generally true in smaller galaxies will be the

subject of future work.

4.4.4 Comparison with Observations

Using a phenomenological analysis of the COS-Halos data, S16 proposed that

cool and relatively low density clouds produce the observed O vi columns of≲ 1014.5cm−2

and a comparable amount of neutral hydrogen (NHI/NOVI ∼ 3), while higher density

clouds embedded in or at smaller scales than the O vi clouds produce low ions and larger

H i columns. This density structure suggests that sightlines with NHI ≲ 1015cm−2 in-

tersect the O vi clouds but not the low-ion clouds, and hence NHI and NOVI should

be correlated in these sightlines, while sightlines with NHI ≫ 1015cm−2 intersect both

the O vi clouds and the low-ion clouds, and hence NOVI should be independent of

NHI. In Figure 10 we show that sightlines through the VELA simulations follow the
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same pattern. This indicates that the “global” version of the S16 model, where O vi

and NHI ∼ 1015 columns originate from the outer halo and low-ions and NHI ≫ 1015

columns originate from the inner halo, replicates the behavior in VELA.

It should be noted that simulated H i distributions in the CGM are resolution-

dependent [Hummels et al., 2019], and so it is possible that NHI is not converged. This

however should only have an effect at the highest NHI, where the H i-O vi curve shown in

Figure 4.8 has already flattened out. Also, we find that NOVI in the VELA simulations

is a factor of ∼ 3 lower than in COS-Halos, potentially due to the higher redshift of

z ∼ 1 analyzed in VELA relative to z ∼ 0.2 in COS-Halos.

We can also check whether the sightlines allow us to infer correctly the 3D

distribution of O vi. S18 showed that the column densities observed from COS could,

under an assumption of spherical symmetry, be used to extrapolate the total O vi mass

in the CGM as a cumulative function of radius. Assuming that all galactic CGMs

from COS-Halos are broadly similar, one can use an inverse-Abel transformation on the

column densities of O vi to predict the total mass of O vi in the CGM of an average

galaxy, relative to Rvir [Mathews and Prochaska, 2017, Stern et al., 2018]. In S18,

the purpose of this was to make the argument that the median O vi ion’s radius, or

ROVI, actually exists outside half of the virial radius, and so is more emblematic of the

outer CGM than the inner part, even in sightlines with impact parameters less than

ROVI. This makes the assumption, however, that the CGM is spherically symmetric.

In Figure 4.5, we showed the median O vi column densities for a set of mock sightlines

within the simulation. We will assume those median results are spherical and then
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Figure 4.8: Comparison of the H i vs O vi column densities of all of the sightlines through
the different VELA simulations. The black curve shows the theoretical prediction from
the phenomenological model presented in S16, fitted to the COS-halos data (Werk et al.
[2013], blue).
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apply the same inverse-Abel transformation algorithm to them as in S18. This can be

compared to the real distribution of O vi gas. We find in Figure 4.9 that the inverse-

Abel transform indeed approximately recovers the actual mass of O vi within the virial

radius to within ∼20 per cent. An interesting distinction between the two curves is

rather their shape. We find that the deprojected curve appears to be concave down, so

it would be overrepresented in the inner CGM and underrepresented in the outer CGM,

while the real O vi gas distribution is approximately linear out to the virial radius. Its

different concavity (compare Figure 4.9, with S18, Figure 1, top) leads to our placing

the (deprojected) ROVI closer to the inner CGM than the actual ROVI. This suggests

then that in S18 itself, it is likely that the prediction for ROVI was an underestimate,

because their deprojection was indeed concave down and we have shown that a linear

radial profile in real space will lead to a concave-down profile in deprojection-space.

This means that most of the O vi in real observed sightlines might be near the edge

of the virial radius, and there may even be a significant component in the IGM, if the

virial radius is taken to be the boundary of the CGM.

In addition, our results that O vi traces cool inflows, combined with the Tum-

linson et al. [2011] result that O vi is absent around quenched galaxies (albeit at lower

redshift), may be evidence that the feedback mechanism which quenches galaxies also

directly affects the cool inflows. We plan to study this effect in future work, using

simulations which reach lower redshifts and higher masses.
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Figure 4.9: Using the data from Figure 4.5, an inverse Abel transformation is performed
on the mock sightlines through the stacked VELA simulations to determine an approx-
imate mass of O vi within the CGM, and a half-mass radius ROVI (dotted lines). This
is compared to the actual distribution and half-mass radius from integrating over the
simulation directly (solid lines).
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Figure 4.10: Cartoon model suggested by the inflow patterns for the CGM. While it
seems that there is a coincidence between the inflows and the PI-CI cutoff for O vi,
other ions, especially C iv, also appear to be regulated by these structures as in Figure
4.14.

4.5 Physical Interpretation of the Interface Layer

There is existing literature regarding how the structure of galaxy formation is

strongly regulated by inflows from the cosmic web into the galaxy through the CGM

[e.g. Keres et al., 2005, Dekel and Birnboim, 2006, Dekel et al., 2009, Fox and Davé,

2017, and references therein]. We suggest that the metal distribution of the CGM

might be governed by the same structures, and propose a three-phase model for O vi

and other ions in the CGM. A cartoon picture is shown in Figure 4.10. In this model,

there are three regions of the CGM: the inside of the cool-inflow cones (hereafter the

cold component, or cold streams), the outside (hereafter the hot component, or hot

CGM), and the interface between these two components. The interaction between the
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inflowing cold streams and the ambient hot CGM induces Kelvin-Helmholtz instabilities

(KHI) and thermal instabilities at the interface, causing hot gas to become entrained in

the flow through a strongly cooling turbulent mixing layer of intermediate densities and

temperatures (Mandelker et al., 2020a, hereafter M20a). We posit that the CI interface

layer we find in our simulations represents precisely such a mixing layer. The general

properties of radiatively cooling interface layers induced by shear flows were studied in

Ji et al. [2019] and Fielding et al. [2020]. The conditions of the cold streams and hot

CGM, which set the boundary conditions for the interface region, as a function of halo

mass, redshift, and position within the halo were studied in Mandelker et al. [2020b]

(hereafter M20b), based on M20a. In this section, we combine the insights of these

studies to explain the physical origin and the properties of the multiphase structure seen

in our simulations. We begin in Section 4.5.1 by summarizing our current theoretical

understanding of the evolution of cold streams in the CGM of massive high-z galaxies,

as they interact with the ambient hot gaseous halo. In Section 4.5.2 we examine the

properties of the different CGM phases identified in our simulations, in light of this

theoretical framework. Finally, in Section 4.5.3 we use these insights to model the

distribution of O vi and other ions in the CGM of massive z ∼ 1 galaxies.

4.5.1 Theoretical Framework

4.5.1.1 KHI in Radiatively Cooling Streams

Using analytical models and high-resolution idealized simulations, these have

focused on pure hydrodynamics in the linear regime [Mandelker et al., 2016] and the
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non-linear regime in two dimensions [Padnos et al., 2018, Vossberg et al., 2019] and three

dimesnsions [Mandelker et al., 2019]. Others have incorporated self-gravity [Aung et al.,

2019], idealized MHD [Berlok and Pfrommer, 2019], radiative cooling [M20a], and the

gravitational potential of the host dark matter halo [M20b]. We begin by summarizing

the main findings of M20a regarding KHI in radiatively cooling streams. There, we

considered a cylindrical stream5 with radius Rs, density ρs, and temperature Ts, flowing

with velocity Vs through a static background (Vb = 0) with density ρb and temperature

Tb. The stream and the background are assumed to be in pressure equilibrium, so

χ ≡ ρs/ρb = Tb/Ts, where we have neglected differences in the mean molecular weight

in the stream and the background. The Mach number of the flow with respect to the

sound speed cb in the background is Mb ≡ Vs/cb.

The shear between the stream and the background induces KHI, which leads

to a turbulent mixing region forming at the stream-background interface. The charac-

teristic density and temperature in this region are [Begelman and Fabian, 1990, Gronke

and Oh, 2018]

ρmix ∼ (ρbρs)
1/2 = χ−1/2ρs, (4.1)

Tmix ∼ (TbTs)
1/2 = χ1/2Ts. (4.2)

In the absence of radiative cooling, the shear region engulfs the entire stream

in a timescale

tshear =
Rs

αVs
, (4.3)

5The relation between cylindrical streams and the conical nature of Figure 4.10 is addressed in
Section 4.5.1.2.

107



where α ∼ (0.05−0.1) is a dimensionless parameter that depends on the ratio of stream

velocity to the sum of sound speeds in the stream and background, Mtot = Vs/(cs + cb)

[Padnos et al., 2018, Mandelker et al., 2019]. When radiative cooling is considered, the

non-linear evolution is determined by the ratio of tshear to the cooling time in the mixing

region,

tcool,mix =
kBTmix

(γ − 1)nmix Λ(Tmix)
, (4.4)

with γ = 5/3 the adiabatic index of the gas, kB Boltzmann’s constant, nmix the particle

number density in the mixing region, and Λ(Tmix) the cooling function evaluated at Tmix.

If tshear < tcool,mix, then KHI proceeds similarly to the non-radiative case, shredding the

stream on a timescale of tshear [Mandelker et al., 2019]. However, if tcool,mix < tshear,

hot gas in the mixing region cools, condenses, and becomes entrained in the stream

[M20a]. In this case, KHI does not destroy the stream. Rather, it remains cold, dense

and collimated until it reaches the central galaxy. Similar behaviour is found in studies

of spherical clouds [Gronke and Oh, 2018, 2020, Li et al., 2020], and planar shear layers

[Ji et al., 2019, Fielding et al., 2020].

Streams with tcool,mix < tshear grow in mass by entraining gas from the hot

CGM as they travel towards the central galaxy. The stream mass-per-unit-length (here-

after line-mass) as a function of time is well approximated by [M20a]

m(t) = m0

(
1 +

t

tent

)
, (4.5)

where m0 = πR2
sρs is the initial stream line-mass, and the entrainment timescale is

tent =
χ

2

(
tcool
tsc

)1/4

tsc, (4.6)
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with tsc = 2Rs/cs the stream sound crossing time, and tcool the minimal cooling time

of material in the mixing layer. which in practice has a distribution of densities and

temperatures rather than being a single phase described by eqs. (4.1)-(4.2). If the stream

is initially in thermal equilibrium with the UV background, the minimal cooling time

occurs approximately at T = 1.5Ts, but any temperature in the range ∼ (1.2−2)Ts works

equally well [M20a]. The density is given by assuming pressure equilibrium. This mass

entrainment causes the stream to decelerate, due to momentum conservation. A large

fraction of the kinetic and thermal energy dissipated by the stream-CGM interaction is

emitted in Lyα, which may explain the extended Lyα blobs observed around massive

high-z galaxies (Goerdt et al., 2010, M20b).

4.5.1.2 Stream Evolution in Dark Matter Halos

In order to address the evolution of streams in dark matter halos, M20b, fol-

lowing earlier attempts [Dekel and Birnboim, 2006, Dekel et al., 2009], developed an

analytical model for the properties of streams as a function of halo mass and redshift.

We here focus on ∼ 1012M⊙ halos at z ∼ 1 (Table 4.1), and refer readers to M20b for

more general expressions. Near the halo edge, at Rvir, the streams are assumed to be

in approximate thermal equilibrium with the UV background, yielding temperatures of

Tcold ∼ 2× 104K. The temperature in the hot CGM is assumed to be of order the virial

temperature,

Thot ∼ Tvir ≃ 106K M
2/3
12 (1 + z)2, (4.7)
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Figure 4.11: Radial profiles of physical properties in the three O vi phases in the CGM
of VELA07 at z = 1. Blue lines represent PI gas, associated with cold streams, orange
line represent bulk CI gas, associated with the hot CGM, and green lines represent CI
interface gas, associated with the mixing layer between the cold streams and hot CGM.
Dotted lines represent best-fit power law relations for the radial profile of the same color
and type, fit in the radial range r = (0.5 − 1)Rvir, and the fits themselves are listed
in the panel legends. We also show profiles for all CI gas in black. Left: Temperature
profiles, showing the mass-weighted average temperature in each radial bin. Center:
Gas density profiles within each radial bin. Right: Cumulative volume occupied by
each phase at radii ≤ r. Only the stream volume power law is shown.
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with M12 = Mvir/10
12M⊙ and (1 + z)2 = (1 + z)/2. The stream and the hot CGM

are assumed to be in approximate hydrostatic equilibrium. Accounting for order-unity

uncertainties in the above quantities, the density contrast between the stream and the

hot CGM is predicted to be in the range χ ∼ (20− 200), with a typical value of ∼ 70.

The density of the hot gas is constrained by the dark matter halo density in

the halo outskirts, the Universal baryon fraction, and the fraction of baryonic matter

in the hot CGM component, which has constraints from observations and cosmological

simulations. Together with the χ values quoted above, this gives the density in streams

as they enter Rvir. This is predicted to be ns ∼ (3× 10−4 − 0.01) cm−3, with a typical

value of 10−3 cm−3.

In M20b, the stream is assumed to enter the halo on a radial orbit, with a

velocity comparable to the virial velocity,

Vvir ≃ 163 km s−1 M
1/3
12 (1 + z)

1/2
2 . (4.8)

The mass flux entering the halo along the stream is given by the total baryonic mass

flux entering the halo, and the fraction of this mass flux found along streams, where one

dominant stream typically carries ∼half the inflow, while three streams carry >∼ 90%

[Danovich et al., 2012]. The stream density, velocity, and mass flux can together be

used to constrain the stream radius. This is predicted to be Rs/Rvir ∼ (0.03 − 0.5),

with a typical value of ∼ 0.2, and where the virial radius is given by

Rvir ≃ 150 kpc M
1/3
12 (1 + z)−1

2 . (4.9)

Inserting the above constraints for the stream and hot CGM properties into eqs. (4.1)-
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(4.4) leads to the conclusion that tcool,mix < tshear in virtually all cases, even if the

streams are nearly metal-free [M20b]. Streams are thus expected to survive until they

reach the central galaxy, and grow in mass along the way.

Within the halo, at 0.1 < r/Rvir < 1, M20b assumed both the stream and the

background to be isothermal, and to have a density profile described by a power law,

ρ ∝ x−β, (4.10)

with x ≡ r/Rvir and 1 < β < 3. The stream and halo thus maintain pressure equilibrium

at each halocentric radius, with a constant density contrast χ. The stream is assumed

to be flowing towards the halo center, growing narrower along the way. The stream

radius at halocentric radius r is

a = Rs

(
m(r)

m0

)1/2

xβ/2, (4.11)

with m(r) the stream line-mass at halocentric radius r, m0 the line-mass at Rvir, and Rs

the stream radius at Rvir. In general, m(r) > m0 due to the mass entrainment discussed

above. However, in practice, the line mass of streams on radial orbits in 1012M⊙ halos

at z ∼ 1 grows by only ∼ (5−40) percent by the time the stream reaches 0.1Rvir [M20b].

We can thus approximate a ∝ xβ/2. In this case, it is straightforward to show that the

cumulative volume occupied by the stream interior to a halocentric radius r is

Vols(r) =
πR3

vir

β + 1

(
Rs

Rvir

)2( r

Rvir

)β+1

. (4.12)

M20b assumed that the mass entrainment rates derived by M20a (eqs. 4.5-

4.6) could be applied locally at each halocentric radius. When doing so, they used the
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Figure 4.12: Radial profiles of dynamical properties in the three O vi phases in the
CGM of VELA07 at z = 1. Line colours are as in Figure 4.11. Left: Total velocity in
each component, normalized by the halo virial velocity, Vvir. Center: Radial velocity,
normalized to total velocity in each radial bin. Solid (dashed) lines represent outflowing
(inflowing) gas. Right: Mass-per-unit-length (line-mass) within each state.

scaling tcool ∝ n−1 ∝ xβ and tsc ∝ a ∝ xβ/2µ1/2, with µ ≡ m(r)/m0. They then derived

equations of motion for the stream within the halo, where the deceleration induced

by mass entrainment counteracts the acceleration due to the halo potential well. These

equations were solved simultaneously for the radial velocity and the line-mass of streams

as a function of halocentric radius. For 1012M⊙ halos at z ∼ 1, the line-mass at 0.1Rvir

was found to be ∼ (5 − 40) percent larger than at Rvir, while the radial velocity was

∼ (75− 98) percent of the free-fall velocity.

4.5.1.3 Turbulent Mixing Layer Thickness

Several recent studies have examined the detailed physics behind the growth

of turbulent mixing layers and the flux of mass, momentum, and energy through them
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[Padnos et al., 2018, Ji et al., 2019, Fielding et al., 2020]. Using idealized numerical

simulations and analytical modeling, these works considered a simple planar shear layer

between two semi-infinite domains, without [Padnos et al., 2018] and with [Ji et al.,

2019, Fielding et al., 2020] radiative cooling. While this is different than the cylindrical

geometry we have thus far considered, the physics of shear layer growth are expected

to be similar in the two cases.

By equating the timescale for shear-driven turbulence to bring hot gas into the

mixing layer with the minimal cooling time of gas in the mixing layer, Fielding et al.

[2020] obtain an expression for the mixing layer thickness, δ, (see their equation 4)

δ

Rs
=

(
tcoolVs

Rs

)3/2(Vturb

Vs

)3/2

χ3/4. (4.13)

They find that Vturb ∼ (0.1 − 0.2)Vs independent of other parameters, such as the

density contrast. A similar result was found for the turbulent velocities in mixing layers

around cylindrical streams in the absence of radiative cooling [Mandelker et al., 2019].

In the context of the M20b model described above, if we assume that eq. (4.13) can be

applied locally at every halocentric radius, this implies that δ/a ∝ (xβy/µ)3/4, where

y = (Vs(r)/Vs(Rvir))
2 is the stream velocity at radius r normalized by its velocity at

Rvir, squared. In practice, for 1012M⊙ halos at z ∼ 1, δ/a ∼ (0.01−0.1) throughout the

halo. For Rs ∼ 0.25Rvir ∼ 40 kpc, this implies δ ∼ 0.4− 4 kpc near the outer halo, and

slightly narrower towards the halo center. This is comparable to our assumed values of

δ ∼ (1−2) kpc for defining the CI interface gas in the CGM of our simulations, and can

serve as a post-facto justification of this ad-hoc choice.
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The simulations of Ji et al. [2019] have different resolution, initial perturbation

spectrum, and cooling curve than those of Fielding et al. [2020]. They also explore a

different range of parameter space, and differ in their analysis methods. All these lead

Ji et al. [2019] to propose a different expression for the mixing layer thickness, based

on their simulations. The main difference in their modeling is that they assume that

pressure fluctuations induced by rapid cooling are what drive the turbulence in the

mixing region, rather than the shear velocity. They suggest the following expression for

the interface thickness (see their equation 27):

δ ∼ 750 pc

(
Λ(Tmix)

10−22.5erg s−1

ns

3× 10−4 cm−3

Ts

3× 104K

)−1/2

, (4.14)

where we have normalized the cooling rate, density, and temperature by typical values

found in our simulations (see Section 4.5.2). In the context of the M20b model described

above, where the stream is isothermal with density and radius following eqs. (4.10)-

(4.11), this implies δ/a ∝ µ−1/2, which is nearly constant throughout the halo. This is

comparable to our assumed interface thickness of ∼ (1 − 2) kpc in the outer halo, but

predicts a narrower interface layer closer to the halo center, where the stream becomes

narrower as well.

Importantly, even if the mixing layer thickness itself is unresolved, the mass

entrainment rate and the associated stream deceleration and energy dissipation, are

found to be converged at relatively low spatial resolution of ∼ 30 cells per stream

diameter, which is the scale of the largest turbulent eddies (M20a; see also Ji et al.,

2019, Gronke and Oh, 2020, Fielding et al., 2020). This is comparable to what is
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VELA Thot

Tvir

ρs

ρhot
ns [10

−4 cm−3] Rs

Rvir
(ns = 1) Rs

Rvir
(ns = 3)

Vs,tot

Vvir

Vs,rad

Vs,tot

Zs

Z⊙

Zhot

Z⊙

V07 2.7 85 3.2 0.42 0.24 1.02 0.15 0.08 0.58

V08 1.38 22 2.7 0.49 0.28 0.82 0.52 0.06 0.32

V10 1.64 36 3.5 0.56 0.32 0.81 0.72 0.06 0.22

V21 2.04 20 1.6 0.35 0.20 1.01 0.50 0.06 0.34

V22 5.33 167 2.3 0.20 0.12 1.16 0.09 0.07 0.35

V29 1.73 20 1.8 0.45 0.26 1.00 0.59 0.06 0.26

average 1.97 36 2.7 0.43 0.25 0.93 0.46 0.06 0.33

Table 4.3: Properties of the cold streams and the hot CGM at the halo virial radius,
as inferred from our model, in the six VELA simulations examined in this work. From
left to right we list the VELA index, the ratio of hot CGM temperature to the halo
virial temperature, the density ratio between the cold stream and hot CGM, the volume
density in the cold streams, the ratio of stream radius to halo virial radius assuming
one stream in the halo, the average ratio of stream radius to halo virial radius assuming
three streams, the ratio of stream velocity to the halo virial velocity, the ratio of stream
radial velocity to total velocity, the metallicity in the cold streams, and the metallicity
in the hot CGM. The range of these parameters found in the simulations is consistent
with the predictions of M20b.

achieved in the VELA simulations.

4.5.2 Comparison to Simulation Results

We now analyze the overall properties of the three identified states of gas in

the VELA simulations. Each cell is assigned to one of the states (PI, CI-interface, or

CI-bulk). PI gas is defined as in Chapter 3. The “interface CI” gas cells are defined

via the following two criteria (besides being CI). (1), they are within 2 kpc of a PI cell,

as described in 4.4.1, and (2), they have an O vi number density above 10−13 cm−3,

to allow the interface to become smaller than 2kpc as the resolution improves in the
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inner halo. Any CI cell not classified as “interface CI” is classified as “bulk CI” instead.

The first criteria is justified based on Equations 4.13 and 4.14, and the second will be

discussed in Section 4.5.3. In Figure 4.11 we show the temperature, density and volume

of each phase from 0.1 to 1.0Rvir. For each component, we fit a power-law relation

to the profiles at r > 0.5Rvir, and list the best-fit relation in the legends. We restrict

ourselves to the outer half of the halo when fitting the profiles in order to minimize the

effects of galactic feedback and of the non-radial orbit of the stream (see below), both

of which are not accounted for in the analytic model of M20b described in Section 4.5.1.

Indeed, in many cases, the profiles noticeably change around r ∼ (0.4− 0.5)Rvir, when

these effects likely become important.

In Figure 4.11, we see that the temperature of PI gas is >∼ 3× 104K at Rvir,

and decreases roughly as r0.8 to a temperature of <∼ 104K at 0.1Rvir. Nonetheless, at

r > 0.4Rvir, this gas is close to isothermal at 3×104K. The drop in temperature towards

lower radii is due to increasing density (center panel), shortening the cooling time and

reducing the heating by the UV background. The bulk CI gas has a temperature of

<∼ 3Tvir at Rvir, increasing roughly as T ∝ r−0.5 towards 0.4Rvir ∼ 60 kpc. At smaller

radii, the temperature increases sharply as hot outflowing gas from the galaxy becomes

more prominent and the pressure rises (see Figure 4.3b and Figure 4.3d). This also

corresponds to the radius where the O vi CI fraction sharply increases (Figure 4.6).

At 0.1Rvir, the bulk CI gas reaches temperatures of ∼ 20Tvir. These extremely large

temperatures are likely dominated by hot feedback-induced outflows from the galaxy.

The CI interface, which contains the vast majority of total CI gas mass (Table 4.2), has
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temperatures much closer to Tvir throughout the CGM. The average temperature of all

CI gas is nearly isothermal at ∼ 2Tvir. All in all, we find the temperature profiles of the

PI gas and CI gas consistent with the expected behaviour for cold streams and the hot

CGM, respectively, as described in Section 4.5.1.2.

The density in the PI gas near Rvir is ∼ 3 × 10−4 cm−3. This is consistent

with the predicted densities of cold streams near Rvir of 10
12M⊙ halos at z ∼ 1, albeit

towards the low-end of the expected range6. The density increases towards the halo

center roughly as r−2.3. This is much steeper than the density profile in the CI bulk,

which scales as r−1.5 outside of ∼ 0.4Rvir, and has an even shallower slope at smaller

radii. The steeper increase of the PI gas density towards the halo center compared to

the CI bulk, allows the cool phase to remain close to (albeit slightly below) pressure

equilibrium throughout the halo, despite the decrease (increase) in the temperature of PI

(CI bulk) gas towards the halo center (see also Figure 4.3d). At Rvir, the PI gas is ∼ 85

times denser than the CI bulk, consistent with the predicted density contrast between

cold streams and the hot CGM [M20b]. The CI interface also maintains approximate

pressure equilibrium with the PI gas and the CI bulk throughout the halo, with density

and temperature values roughly the geometric mean between those two phases. This is

as expected for turbulent mixing zones (eqs. 4.1-4.2).

The volume occupied by the PI gas interior to radius r scales as r2.54, in

agreement with eq. (4.12) given the slope of the CI bulk density profile. Assuming that

6The relatively low value for the density in this case results from the fact that in this particular
galaxy, the hot CGM contains only ∼ 10 percent of the baryonic mass within Rvir, rather than the
fiducial value of ∼ 30 percent assumed in M20b (see their equation 24).
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the total volume of the PI gas is composed of n streams, we can infer the typical stream

radius by equating the right-hand-side of eq. (4.12) with V0/n, where V0 ∼ 1.5×106 kpc3

is the total volume of PI gas at Rvir shown in Figure 4.11. The result is Rs/Rvir ∼ 0.25,

0.30, and 0.40 for n = 3, 2, and 1 respectively. Most massive high-z galaxies are

predicted to be fed by 3 streams [Dekel et al., 2009, Danovich et al., 2012], with a

single “dominant” stream containing most of the mass and volume. Visual inspection

of VELA07 at z = 1 reveals that n = 2 is likely the best value (see Figure 4.2, and

the top-right and bottom-right of Figure 4.3a). We also note that if the stream is not

radial, but rather spirals around the central galaxy, as in Figure 4.2, the total stream

volume will be larger than inferred from eq. (4.12), and this can also be included by

an effective n > 1 for a single stream. Regardless, the inferred values of Rs/Rvir for

n = (1− 3) are consistent with expectations [M20b].

These results for the temperature, density, and volume of the three CGM

phases lead us to conclude that we can associate the PI gas with cold streams, the CI

bulk gas with a background hot halo, and the CI interface gas with a turbulent mixing

layer forming between the two as a result of KHI [M20a]. While we have focused our

discussion on VELA07, the other galaxies examined in this work exhibit very similar

properties, and are all consistent with this association. We list their properties in

Table 4.3, all of which are consistent with the predictions of M20b. To further solidify

this point, we now examine the profiles of velocity and line-mass of the PI gas, and

compare to predictions for the evolution of cold streams flowing through a hot CGM

[M20b].
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The left-hand panel of Figure 4.12 shows radial profiles of the total velocity

magnitude for the three CGM components. The PI and CI interface gas both have

velocities of ∼ Vvir at Rvir. While the velocity at r > 0.5Rvir is nearly constant, their

velocity at 0.1Rvir is ∼ 1.6Vvir, slightly less than the free fall velocity at this radius,

which is ∼ 2.5Vvir assuming an NFW halo with a concentration parameter of c ∼ 10.

The CI bulk has velocities of order ∼ 2Vvir at Rvir, and increases by a similar factor

between Rvir and 0.1Rvir. These super-virial velocities are due to strong winds (see

Figure 4.3b), and are consistent with the super virial temperatures in this component

seen in Figure 4.11.

In the middle panel of Figure 4.12 we show profiles of the radial component of

the velocity normalized to the total velocity at that radius, for the three CGM phases.

The CI bulk gas is outflowing almost purely radially from 0.1Rvir to Rvir. The PI gas,

on the other hand, is inflowing from Rvir to 0.1Rvir, but with a significant tangential

component. This is consistent with models for angular momentum transport from the

cosmic web to growing galactic disks via cold streams [Danovich et al., 2015]. These

tangential orbits can be inferred from Figure 4.2, where a stream can be seen spiralling

in towards the central galaxy. Such orbits were not considered by M20b, who only

considered purely radial orbits for the streams. We therefore cannot strictly apply the

predictions of their model to the stream dynamics within the halo. However, we expect

that the model should work reasonably well in the region r >∼ 0.5Rvir, where the orbit

is mostly along a straight line before the final inspiral begins. The magnitude of the

radial component of the CI interface gas velocity is comparable to that of the PI gas.
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Figure 4.13: Radial profiles of O vi properties in the three O vi phases in the CGM
of VELA07 at z = 1. Line colours are as in Figure 4.11. Left: Total oxygen number
density, determined by total density, total metallicity, and overall oxygen abundance.
Center: O vi ion fraction within each phase. Right: O vi number density within each
phase, which is in effect the product of the previous two panels.

However, this component experiences both net inflow and outflow intermittently, likely

depending on the orientation of the inflowing stream with respect to the outflowing bulk

gas.

In the right-hand panel of Figure 4.12 we show the line-mass (mass-per-unit-

length) of the three CGM components as a function of halocentric radius. The line-mass

of the PI gas increases by ∼ (5 − 10) percent from Rvir to 0.4Rvir, comparable to the

predictions from the model of M20b. It then proceeds to increase rapidly, growing by

more than a factor of 5 during the inspiral phase at r < 0.4Rvir. We also note that

at all radii, the line-mass of the CI interface gas is ∼ 5 percent of the line-mass of the

photo-ionized gas. This implies that the mass flux of hot gas being entrained in the

stream is proportional to the stream mass, which is indeed predicted to be the case
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(eq. 4.5). This strengthens our association of the PI gas and CI-interface gas with cold

streams and the turbulent mixing layers that surround them, respectively.

4.5.3 Suggested “Inflowing Streams” Model for O VI

Since both substantial components of O vi (PI gas, and CI interface gas)

are closely linked to the physical phenomenon of inflowing cold streams, as discussed

above, we suggest that O vi absorption sightlines in the CGM, and possibly metal

absorption spectra more broadly, should be modeled as a three-phase structure following

Figure 4.10. There are three phases to the CGM: Inside of the cool-inflow streams,

their interface, and the outside bulk region. These streams, which narrow as they

approach the galaxy, can be characterized geometrically as “spiraling cones,” with a

fit to their number n, their average cross-sectional radius a(r), and their interface size

δ(r). Internally, these streams would have a temperature, density, and metallicity which

depends on r as well. The properties of these streams will change with redshift, which

could explain some of the differences between the z ∼ 1 data here and the lower-redshift

COS-Halos results, including that the streams are expected to get wider as z approaches

0 [Dekel et al., 2009].

Within each phase, we would suggest that each ion number density should fit

to a power law with radius, with some exceptions as we will describe. An example of

this is shown in Figure 4.13. Here we see that the total oxygen within the streams,

interface and bulk all increase as they approaches r = 0, reflecting the increase in both

density and metallicity there. In the streams, this increased density ends up lowering the
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Figure 4.14: Two different ions of lower and higher ionization than O vi, in the same
slice as Figures 4.3 and 4.4. (a): C iv, (b): Ne viii. Note these images are of the
same slice as Figure 4.4, but with a slightly lower dynamic range, reflecting carbon and
neon’s lower abundances compared to oxygen. The same three phases, including the
thin interfaces, are visible in these other ions.

O vi ion fraction so much that the total density of O vi within streams remains nearly

constant throughout the CGM. At the same time, the interface layer gas maintains a

constant ion fraction as its density increases, since in CI this fraction is nearly density-

independent. Therefore, its O vi density increases to become higher than that of the

PI gas in the inner halo. Finally, the bulk gas has both a low oxygen density and a

low O vi fraction, and is irrelevant throughout the halo. Combining this plot with the

volume plot in the right panel of Figure 4.11 which showed that in the inner halo the

interface tends to fill approximately the same volume as the stream it envelops, leads to

the conclusions from this paper and RF19 that PI gas is more significant in the outer

halo, and that sightlines mostly intersect PI gas outside 0.3 Rvir (see Section 4.4.2).

The second threshold (besides the requirement to be within 2 kpc of a PI cell) of
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nOVI >10−13 cm−3 for interface gas is shown here to be not too high a threshold, as

the O vi number density for CI bulk gas is actually generally still higher than 10−13

cm−3 and the interface is significantly higher, so its properties do not come primarily

from selection bias. A higher threshold would decrease the cumulative volume in the

interface, but otherwise would not significantly change its properties.

We briefly describe the procedure to fit any ion’s 3D profile to this model.

Since the temperature change with radius in each phase is significantly less than the

density change (Figure 4.11), we would begin by assuming constant temperatures for

the bulk, interface, and stream, with characteristic values as determined by Begelman

and Fabian [1990], Gronke and Oh [2018]; M20a; M20b, and other alternatives. Given

those temperatures, we determine using the definition from Chapter 3 whether the ion

will be PI, CI, or transitionary. If the ion is determined to be CI, its fraction (under the

assumption of constant temperature) will be constant and its density will be therefore

a constant times the phase density, unless this is lower than the critical CI density, in

which case we will instead assume the CI contribution is a declining power law with

decreasing radius. If the ion is determined to be PI, its ionization fraction fXi (i.e. the

fraction of the ith state of atom X) can be simplified by assuming a broken power law,

with a positive power in f − n space below some density, an approximately flat region,

and then a negative power in f − n space above some density. This decomposition is

justified by examining the PI ions in Figure 3.2, and images like it at other temperatures.

If the breaks between these multiple power laws do not overlap with the density ranges

within the three phases (≈ 2 dex, depending on which phase is under discussion), the
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ion number density itself will follow a power law:

nXi ∝ Z · ρ · fXi , (4.15)

where nXi is the number density of that ion state in that phase, Z is the metallicity, and

this equation will apply in any of the stream, interface, or bulk phases of the CGM. On

the other hand, if the breaks between the power laws do overlap with the density ranges,

the function will be much more complicated and probably cannot be well modeled. If

the ion is at a “transitionary” temperature, it can be modeled as a broken power law

with four segments, adding an additional flat curve at high density. This does not

change the procedure, except to increase the likelihood that the model will break down

due to the additional power law break.

In this picture, O vi is unique only in that its line of distinction between PI and

CI mechanisms, as we defined in Chapter 3, happens to coincide with the temperature

distinction between the streams and their interfaces. We have shown in Sections 4.5.1

and 4.5.2, by comparing the phases defined by the O vi ionization mechanisms to

theoretical studies of cold streams and their properties, that these inflowing streams

are identifiable with the regions of PI O vi. There is no reason to believe that other

commonly-observed ions should have a meaningful CI boundary layer on the edge of

PI clouds, or indeed that they are PI within the cold streams, and CI outside of them.

We show two other ions in Figure 4.14 as an example, one of which (C iv) has a lower

ionization energy than O vi while the other (Ne viii) has a higher ionization energy.

C iv appears here to be even more negligible outside the cold streams, and within the
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streams falls off more strongly with radius (see the top right and bottom right clouds

within the slice). The interface layers have lower C iv density (green, instead of blue),

as opposed to comparable or higher O vi density. On the other hand, Ne viii is not

localized to the streams at all, but rather has a higher density in the bulk material, and

is highlighted in the interface layer in particular, which has a higher Ne viii density

than either the bulk or the stream. The fact that the same streams and interface layers

identified in O vi are also visible in Ne viii, though with totally different relative ion

densities, is further evidence that the stream interface layers are a real phenomenon in

the simulation, even though they were detected using the definition of the O vi CI-PI

cutoff and not their other physical properties. This dependence is summarized in the

following list, which shows how this model can lead to vastly different distributions

throughout the CGM for similar (e.g. lithium-like, or containing three electrons) ions:

• For medium-ion states (e.g. C iv), we have nstream ≫ ninterface ∼ nbulk.

• For mid-to-high ion states (e.g. O vi), we have nstream ∼ ninterface ≫ nbulk

• For high-ion states (e.g. Ne viii) we have ninterface ≳ nbulk ∼ nstream

We do not here include a prediction for low ion states. While these could be fit to

this model, they are likely subject to resolution limits [Hummels et al., 2019], so small

clouds which are not produced in VELA could form a substantial contribution. The

testable predictions of this model are that gas in mid-level ions reside in the inflows and

can be detected all the way to the outer halo and beyond, while high ions (Ne viii) are

significant throughout the bulk, and not strongly correlated to H i.
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4.6 Summary and Conclusions

In this work we study properties of O vi in the CGM of ∼ 1012M⊙ halos

at z ∼ 1 from the VELA simulations. We introduce a procedure for identifying all

ions as photoionized or collisionally ionized, depending on the density, temperature,

redshift, and assumed ionizing background, with negligible “overlap.” This causes low

ions to convert from PI to CI at lower temperatures than high ions, resulting in large

regions where some ions could be PI and others CI simultaneously. We run mock

sightlines through the simulations and compare the results with data from observations,

suggesting a toy model for use in future work.

The main results of our analysis can be summarized as follows:

• Photoionized cool inflows: PI O vi is found entirely within filamentary cool

inflows from outside the CGM. While they fill only a tiny fraction of the CGM

volume, most of the O vi in the CGM is located inside them.

• Collisionally Ionized Interface Layer: The cool inflows have a warm-hot thin

interface layer, which is the primary source of CI O vi.

• Low-density Collisionally Ionized Bulk: The bulk of the CGM by volume is

at a high enough temperature that O vi is CI, however this phase is negligible in

terms of total O vi mass. This results in undetectably low CI-dominated column

densities outside of the inner halo.

• O VI sightlines are mostly PI in the outer halo of massive galaxies
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at z ∼ 1: Since sightlines naturally probe the outer halo more than the inner,

the cool inflows structure above leads to detectable O vi column densities being

dominated by PI gas for all impact parameters outside 0.2− 0.3Rvir.

• Assumptions of spherical symmetry underestimate O VI median radius:

The non-spherical nature of the “cool inflows” model leads inverse Abel transfor-

mations (as in S18) to predict that the median O vi particle is located at around

0.6Rvir. However, this is an underestimate compared to the actual distribution of

gas. Most O vi is therefore likely located very near, or beyond, the virial radius.

• Inflows characterize the O VI structure of the CGM of massive galaxies

at z ∼ 1: We propose a model in which metal absorbers are characterized by their

number densities in three distinct phases: inside cool inflows, outside the inflows

in the bulk CGM volume, and in an interface layer between these two phases. This

geometrical structure is characterized by the characteristic radius of the inflowing

stream (which is itself a function of halocentric radius), a(r), and the thickness of

the interface layer, δ. This model appears consistent with analytical predictions

about the gas distribution from the interaction between cold streams and the hot

CGM [M20b].

• O VI is unique in tracing both the stream and interface: While the

three-phase cool streams structure we describe here is a general prediction for

observations of the CGM, O vi has a PI-CI cutoff which matches the difference

between the stream and interface conditions.
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Future work will apply the same framework for distinguishing PI and CI gas to

other ions. We are especially interested in C iv [Steidel et al., 2010, Bordoloi et al., 2014]

and Ne viii [Burchett et al., 2019, Prochaska et al., 2019] surveys, at redshifts z ≳ 1,

so their actual column density values could be compared to those in VELA. This would

let us further develop this three-density CGM model with nstream, ninterface, and nbulk.

We will also follow the same idea in other simulations that reach lower redshifts and

different mass ranges, but which have good enough resolution to show these cool inflows

in the CGM. Finally, a comparison with the new generation of the same VELA galaxies

(Ceverino et al. in prep.) will allow us to directly compare the effects of increased

feedback on the CGM with the same initial conditions.
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Chapter 5

Similarities and differences in the CGM

of the AGORA suite

5.1 Introduction

The circumgalactic medium, or CGM, is usually defined as the baryonic matter

which resides within the virial radius Rvir but outside the galaxy “boundary,” for which

a number of different definitions exist. We will use the value 0.15Rvir, corresponding

to the expected size of the galaxy disk, though this is significantly larger than other

common boundary definitions like the half-mass radius [see Rohr et al., 2022, Appendix

A for a discussion of the evolution of half-mass radii in simulations]. This gas is essential

for any meaningful understanding of the long-term growth and evolution of galaxies,

because any gas which flows into or out of a visible galaxy, for use in star formation

within a galaxy disk or metal pollution of the intergalactic medium (IGM), has to
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pass through this region [Woods et al., 2014]. In transit, it is caught up in a web of

dynamical forces operating in a physical regime which is quite distinct from that of

the other populations of gas in the universe, such as the interstellar medium (ISM),

affected by active galactic nuclei (AGN), star formation, and dynamical perturbuations

due to clumps, or gas within the extremely low-density intergalactic medium (IGM),

dominated by cosmological effects. A summary of the current state of the theory of

CGM dynamics can be found in Faucher-Giguere and Oh [2023], and references therein.

Interest in the CGM has grown considerably in recent years, as the significance

of this region has become more apparent to the galaxy formation community and data

has become more available [See Tumlinson et al., 2017, and references therein, for a

summary of the observational picture]. Due to its low density, the CGM is very dif-

ficult to see in emission line mapping, with the exceptions being H I emission [Zhang

et al., 2016, Cai et al., 2019], which is unfortunately not a very good tracer of higher

temperature gas, and metal line emission which is usually only possible in very nearby

galaxies at z = 0 [Howk et al., 2017, Li et al., 2017]. Instead, the CGM tends to be

observed in absorption against bright background sources, generally quasar spectra. In

the last decade, there has been a tremendous increase in the amount of observational

data available due to the development of improved space-based and ground-based tele-

scopes, including the groundbreaking COS-Halos survey [e.g. Tumlinson et al., 2011,

Werk et al., 2013, 2014] and an expanding number of new and larger samples, e.g.

KBSS [Rudie et al., 2019], CASBaH [Prochaska et al., 2019, Burchett et al., 2019], and

CGM2 [Wilde et al., 2021, Tchernyshyov et al., 2022], among many others.
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Because absorption line spectroscopy requires a coincidence between back-

ground sources and foreground galaxies, it is very rare to get multiple sightlines of

data around any single galaxy, though this is possible, either through coincidence [e.g.

Keeney et al., 2013], or through exploiting the effects of strong lensing by the fore-

ground halo to see the same background object in multiple places [e.g. Ellison et al.,

2004, Okoshi et al., 2019]. It is especially challenging because separate imaging and

spectroscopy tools are needed to analyze the hosting galaxy system and the quasar

sightline. Together this means that there is still significant uncertainty regarding the

physical state of gas in the region, and that maximal information needs to be extracted

from each line of sight.

As a rule, the CGM is highly ionized, and much of the interpretation of the

physical state of gas, therefore, comes from interpreting absorption lines from ionized

metals, in particular their column density, Doppler broadening, and kinematic alignment

with one another. Metal lines, if they have high enough rest wavelengths, have the

advantage of relatively low line confusion with the Lyman alpha forest, and they are

more likely than hydrogen to be in the linear regime and not saturated. Ionized metal

densities can be a very good test of the physical state and evolution of the CGM because

they are very sensitive to multiple variables, all of which can vary continuously. The

number density of an element X in ionization state i is

nXi = AX · Z · n · fXi , (5.1)

where AX is the fractional abundance of element X per metallicity unit, Z is the overall
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metallicity in that parcel, n is the number density of gas, and finally fXi is the fraction

of the element X in state i, at the parcels given temperature and density. In this work,

AX is assumed to be the constant solar abundance value, e.g. the number of carbon,

oxygen, etc. nuclei for each hydrogen nucleus (at Z = Z⊙), which are taken from

Cloudy documentation [Ferland et al., 2013].1

This high sensitivity to multiple inputs makes the CGM an interesting area

of focus for the AGORA (Assembling Galaxies of Resolved Anatomy) code comparison

project, whose earlier simulations are shown in Kim et al. [2013, 2016], hereafter Papers

I and II, respectively. This large international collaboration of leading simulation code

researchers is dedicated to examining the convergence or divergence of different simu-

lation codes when applied to the same initial conditions and holding constant as much

of the physical implementation as possible. In this work, we use a number of analytic

methods to examine the CGM of the CosmoRun simulation suite (Roca-Fàbrega et al.,

2021, hereafter Paper III), the relevant details of which will be elucidated in Section

5.2. This work is being developed concurrently with two additional AGORA papers also

focusing on the CosmoRun simulation. The first is Roca-Fábrega et al. (in prep), or

Paper IV, which presents the final fiducial models for CosmoRun including new codes

and models added since Paper III, as well as merger histories of the AGORA galaxies

down to z = 1. The second is Jung et al. (submitted), or Paper V, which compares

the satellite populations between codes and against identical dark matter only (DMO)

1In the real Universe, AX would affected by differences in elemental metal production from different
sources, such as Type Ia SNe producing more iron-peak elements, and Type II SNe producing more
alpha elements, but since not all AGORA codes track these species independently it was decided to use
the solar ratios for all.
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simulations.

While the complexity of the gas state in the CGM and dependence on so

many interlocking factors make it highly unlikely that all codes will converge on the

same column densities or other observational features for individual ions, the carefully

calibrated and specified physics and initial conditions allows those divergences to be

disentangled, or in other words to see how much each underlying variable contributes to

observable quantities. This can tell us about the range of effects of modern feedback and

implementation systems. For example, if significant variation takes place in metallicity

distribution, this means that feedback strength and timing deliver metals from the inside

to the outside of galaxies at different efficiencies. On the other hand if ion fractions are

significantly different, that means that the primary effect is on cooling and heating

systems causing characteristic clouds to be in a substantially different phase. We will

also be looking for structure formation within the CGM, and its relationship with various

ions and their kinematic distributions.

This paper is organized as follows. Section 5.2 describes the parameters of

the codes, including initial conditions and shared physics, and gives an overview of

the mechanics for each of the 8 codes participating in the study, including any existing

studies of the CGM of other simulations using those codes. We also describe the analysis

tools utilized in this work for creating mock observations or interpretations of the CGM.

In Section 5.3 we analyze the growth and distribution of gas and metals in the CGM,

including how far they spread, their usual phase, etc. We also perform analysis of

observable parameters, such as absorption lines, kinematic alignment, and divergences
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and similarities between codes in column densities of medium-high ions. Finally, in

Section 5.4 we conclude the article with remarks on the essential contribution cross-

code studies like this make to the field of galaxy simulations. We discuss how different

codes could currently be compatible with different plausible models of the CGM, in the

interest of combining their strengths to adequately resolve and populate this region in

future projects.

5.2 CosmoRun Simulation

5.2.1 Initial Conditions and Cosmology

Each of the codes is designed to accept as input a common set of initial con-

ditions (ICs), which in principle means that each of the codes should create the same

zoom-in galaxy in the same location and with the same orientation. The ICs are created

using the software music, which uses an adaptive multi-grid Poisson solver [Hahn and

Abel, 2011]2 to create a realistic distribution of dark matter and primordial gas at a

starting redshift of z = 100. The zoom-in region was chosen from a large DM-only

simulation such that the largest galaxy in the zoom-in region will evolve to have a virial

mass of ∼ 1012 M⊙ at z = 0, and will not have any major merger events between the

redshifts of 2 and 0.3 Any outside research groups, whether interested in joining as part

of the Collaboration or merely to test their own code with our ICs, can freely download

2Here we use Music’s changeset ID eb870ed.
3Timing discrepancies from baryonic effects eventually led some codes to have their last major

merger, supposed to take place at z=2, at around z=1.5. See Section 3 in Paper IV for details on timing
discrepancies.
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the music file 1e12q on the AGORA website.4 AGORA members will be happy to assist

in set up and calibration of any new codes.

The cosmology used by each code is the standard ΛCDM parameters [Komatsu

et al., 2011, Hinshaw et al., 2013], with an assumption of a primordial metallicity of

10−4 Z⊙ in each cell.5

Each code has a different system for refining and degrading resolution accord-

ing to the local conditions, either intrinsically, as is the case for particle codes, where

resolution is directly carried by particles, or by automatically refining after specific

threshold requirements are met in grid codes.6 The resolution refinement schema for

each code is listed in section 5.2.2. Overall requirements for the codes set by the ICs,

however, were to have a 1283 root resolution in a (60 comoving h−1Mpc)3 box, with

five concentric regions of increasingly high resolution centered around the target halo.

At the smallest, highest resolution region, it is equivalent to a unigrid resolution of 40963

resolution objects, giving a minimum cell size of 163 comoving pc (around 40 physical

pc at z = 3). The size of this highest-resolution region is chosen to enclose all particles

which will fall within 4Rvir of the target halo by z = 0. The dark matter particles in this

region are of a uniform mass (mDM, IC = 2.8× 105M⊙), and the gas particles, for codes

4See http://www.AGORAsimulations.org/ or http://sites.google.com/site/

santacruzcomparisonproject/blogs/quicklinks/.
51 Z⊙ = 0.02041 is used across all participating codes in order to follow our choice in Paper II (see

Section 2 of Paper II for details). This has no effect on the physical conditions in grackle, which are
calibrated to this value, as the total metal production by mass remains the same, though it does affect
some of the plots in this work.

6Specifically, refinement takes place when an individual cell reaches a mass of four times the gas
particle mass used in SPH codes (mgas = 5.65 × 104 M⊙), in order to keep grid and particle codes at
roughly the same resolution, though continuity requirements for refinement do vary between codes. See
Section 5.1 of Paper I and section 4.3 of Paper II for more details.
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for that use them, have mgas = 5.65× 104M⊙. For more information about this IC and

other available AGORA ICs, we refer the interested readers to Section 2 of Paper I, as

well as Section 2 of Paper III.

5.2.2 Individual codes in AGORA

The codes used in this paper are summarized in depth in Papers I - IV, each

paper focusing on a different aspect of how the codes work relative to different common

physics implementations. Paper I focuses on the details of the gravity implementation

of each code, Paper II focuses on the hydrodynamics and fluid dynamics solvers, and

Paper III discusses the creation of stars and metals within the codes. Paper IV focuses

on summarizing any changes in the active simulation setup or feedback implementation

since Paper III. For convenience and to stay up to date with current developments, we

also list the participating codes here, with some basics about their mechanisms and

information on their most recent results, including noting any papers which focused on

the CGM.

5.2.2.1 ART-I

The simulation code art-i, is an AMR-type grid code introduced in Kravtsov

et al. [1997]. Whenever a single cell reaches a particle or gas overdensity of 4.0 (see

Footnote 6), that cell splits in half along all three directions forming 8 sub-cells (codes

that do this are referred to as “octree” codes). This proceeds until the best-allowed

resolution of 163 comoving pc is reached, at which point cells are no longer allowed
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Simulation Feedback Type Thermal Energy Momentum Cooling Radiation

(architecture) per SN per SN Delay Pressure

art-i (AMR) T+K, RP 2× 1051 erg 2.5× 106M⊙km s−1 a — P b
rad

enzo (AMR) T 5× 1052 erg — — —

ramses (AMR) T, DC 4× 1051 erg — 10 Myr —

changa-tc (SPH) T 5× 1051 erg — — —

gadget-3 (SPH) T+K, RP, DC 2× 1051 erg 2× 1051 erg tdhot 2.5× 1048M−1 e
⊙

gear (SPH) T, DC 4.5× 1051 erg — 5 Myr —

arepo-t (MM) T 2× 1052 erg — — —

gizmo (MM) T+K fT · 5× 1051 erg f fK · 5× 1051 erg f — —

Table 5.1: Feedback style used in each code, including numerical runtime parameters
when available. AMR = Adaptive Mesh Refinement, SPH = Smoothed Particle Hydro-
dynamics, MM = Moving Mesh, T = Thermal feedback, K = Kinetic feedback, RP =
Radiation Pressure feedback, DC = Delayed Cooling feedback. These feedback param-
eters should not be numerically compared to each other, and sometimes cannot, as they
are not given in the same units. Still, this remains a broad overview of the breadth of
implementations used in AGORA.
a Note that art-i is not exactly the same feedback as in Paper III, see Appendix A of
Paper IV.
b A pressure proportional to 1049ergMyr−1M−1

⊙ is added to the pressure of cells contain-
ing or adjacent to cells with sufficiently high hydrogen column density and star particles
younger than 5 Myr. See Section 2.2 of Ceverino et al. [2014] for details.
c Note that changa-t is not the same run of changa as the one in Paper III, and
instead uses only thermal feedback. See Appendix B of Paper IV and section 5.2.2.4.
d See Shimizu et al. [2019] for a definition of thot. Generally this parameter ranges
between 0.8 and 10 Myr.
e This value is added as heat to gas particles surrounding new star particles over a small
number of timesteps, see Shimizu et al. [2019].
f The fractions fT and fK are the fraction of total SN energy distributed into thermal
and kinetic feedback, and depend on a number of factors according to Hopkins et al.
[2018].
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to split. Recent work using art-i cosmological simulations includes the FIRSTLIGHT

simulations [Ceverino et al., 2017] with a large number of zoom-ins at high redshift.

The CGM of an art-i suite was explored in significant detail in Roca-Fàbrega et al.

[2019] and Strawn et al. [2021] for the VELA3 suite [Ceverino et al., 2014, Zolotov et al.,

2015], finding that cool, inflowing streams contain mostly photoionized O vi, but are

enclosed by Kelvin-Helmholtz interface layers [Mandelker et al., 2020b] which contain

significant quantities of collisionally ionized O vi. We will also point out that many of

the computational and analytic tools used in this paper were first introduced in Strawn

et al. [2021].

5.2.2.2 ENZO

The code enzo is another AMR-type code, notable for its open-source devel-

opment strategy and history [Bryan et al., 2014]. It was developed alongside its native

gas heating and cooling package grackle [Smith et al., 2017], which has been modified

for use as a shared heating and cooling implementation used by all AGORA simulations.

The most significant CGM-focused work using enzo is the development of the FOGGIE

simulation [Peeples et al., 2019, Hummels et al., 2019], which showed that resolution

has very significant effects on the survival and amount of cool and cold gas found in the

CGM.
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5.2.2.3 RAMSES

The ramses code is also an AMR-type octree (See Section 5.2.2.1) code, in-

troduced in Teyssier [2002]. Current cosmological simulations which demonstrate the

feedback implementation used here are shown in Nuñez-Castiñeyra et al. [2021], and es-

pecially Augustin et al. [2019] which, focusing on the CGM of a similar ramses zoom-in

simulation, found that redshift 1-2 would be a “sweet spot” for observations of the CGM

in emission with new telescopes now coming online.

5.2.2.4 CHANGA-T

changa is a particle SPH code, where fluid interactions are mediated between

multiple “smoothed particles.” It is is a redevelopment of the code gasoline [Menon

et al., 2014, Wadsley et al., 2017] with a different architecture. This code has been

recently used for the ROMULUS simulation series, summarized in [Jung et al., 2022].

The CGM of several ROMULUS halos was recently analyzed and categorized a large

number of different phases and dynamic modes in Saeedzadeh et al. [2023].

We have changed the name to changa-t to indicate a different version from

the one used in Paper III. In that paper, we ran a version of changa with so-called

“superbubbles,” a form of feedback that superheats small regions near supernovas [see

Keller et al., 2014], while the version shown here has only thermal feedback, as visible

in Table 5.1. Both versions of changa were run with the CosmoRun ICs, with a

comparison between the two shown in Appendix B of Paper IV. We focus on this version

here because it was more easily accessible at the time of submission of this paper and
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could be analyzed more straightforwardly, however further comparison between the

CGM of the two versions would be an interesting topic for future work.

5.2.2.5 GADGET-3

The next SPH-type code in this list is gadget-3, a highly versatile code

with many different offshoots, with gravity computed by the tree-particle-mesh method.

gadget3-osaka, referred to in this paper as gadget-3 [Aoyama et al., 2017, Shimizu

et al., 2019] is one of several offshoots of the SPH code gadget (Generations 1 and 2

were showcased in Springel et al., 2001 and Springel, 2005, respectively). The code used

in this paper uses the feedback system adapted from Shimizu et al. [2019].

Previous studies of the CGM in gadget-3 include Oppenheimer et al. [2016],

which analyzed the EAGLE simulation and found that in their codes, O vi was not

necessarily connected to galaxy star formation as inferred from Tumlinson et al. [2011].

Nagamine et al. [2021] also studied the distribution of neutral hydrogen in the CGM,

and showed that varying treatment of feedback can cause about 30% variations in the

Lyα flux decrement around galaxies.

gadget-4 [Springel et al., 2022] is also in current use [e.g., Romano et al.,

2022a,b], and has expressed interest in pursuing the AGORA project. It will be included

in future papers after completion of the rigorous calibration required by CosmoRun.
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5.2.2.6 GEAR

The code gear [Revaz and Jablonka, 2012] is another SPH code. While orig-

inally based on gadget-2, it contains a number of improvements and possess its own

physical model [Revaz et al., 2016, Revaz and Jablonka, 2018]. gear uses the improved

SPH formulation of Hopkins [2013] and operates with individual and adaptive time steps

as described in Durier and Vecchia [2012]. Star formation is modelled using a modified

version of the stochastic prescription proposed by Katz [1992] and Katz et al. [1996],

where stars form in unresolved regions, and which reproduces the Schmidt [1959] law.

Stellar feedback includes core collapse and type Ia supernovae [Revaz et al., 2016], where

energy and synthesised elements are injected into the surrounding gas particles using

weights provided by the SPH kernel. To avoid instantaneous radiation of the injected

energy, the delayed cooling method is used [Stinson et al., 2006]. The released chemical

elements are further mixed in the ISM using the smooth metallicity scheme [Wiersma

et al., 2009].

The gear physical model has been mainly calibrated to reproduce Local Group

dwarf galaxies [Revaz and Jablonka, 2018, Harvey et al., 2018, Hausammann et al., 2019,

Sanati et al., 2020] and ultra-faint dwarfs [Sanati et al., 2023] and in particular their

chemical content.

5.2.2.7 AREPO-T

The arepo code operates using an unstructured moving mesh, which is gen-

erated dynamically according to density and velocity, allowing it to evolve resolution
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naturally while still solving Euler equations on cell faces as in grid codes [Springel, 2010].

Major recent arepo projects include Illustris-TNG [Pillepich et al., 2018] and Auriga

[Grand et al., 2017]. Analysis of the CGM of the former was given in Nelson et al.

[2020], finding that magnetic fields could be essential to cold clouds surviving in the

halo, and of the latter in van de Voort et al. [2021], which found in a zoom-in simulation

that resolution was essential to resolving cold and cool neutral gas in the CGM.

Like changa-t (Section 5.2.2.4), we have adopted the name arepo-t in this

paper to indicate this run uses only thermal feedback. Another version with a different

feedback system has also been run on the same initial conditions by the Collaboration.

That run contains a more complex schema for stellar wind propagation [see Section 2.3.2

of Pillepich et al., 2018] and is compared to the version here in Paper IV, Appendix B.

In this work, we focus on the thermal-only version because it was somewhat faster to

calibrate and simpler to analyze, making it more accessible at the time of publication of

this paper. Direct comparison between the CGM of arepo’s thermal and IllustrisTNG-

like wind models will be considered as a future project by the AGORA collaboration.

5.2.2.8 GIZMO

Finally, gizmo is a mesh-free code based on a volume partition scheme, in

which particles represent cells with smoothed boundaries. Despite being a descendant

of gadget-3, gizmo is somewhat similar in spirit to arepo, where the Euler equations

are solved as in grid codes across effective faces shared between nearby particles. The

actual scheme employed in the gizmo runs for this comparison is the finite-mass one,
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in which cells are not allowed to exchange mass through the faces.

The Simba [Davé et al., 2019] and FIRE-2 [Hopkins et al., 2018] projects are

examples of high-resolution zoom-in gizmo simulations. These works showed that in

the CGM, cool inflows generally reached heating-cooling equilibrium quickly and are not

very sensitive to the heating implementation, while hotter gas has a cooling time longer

than the dynamical time and its state depends more sensitively on this implementation.

5.2.3 Common, Code-independent Physics

Much of the physics in the operation of the codes is fixed, and each aspect

of this was thoroughly calibrated in the process described in Paper III.7 While hydro-

dynamic and gravitational solvers are intrinsically tied to individual codes, gas heating

and cooling parameters are fixed by the common package grackle8 [Smith et al., 2017],

and the details of the grackle runtime parameters were shown in Section 3.1 and the

process of calibration with each code was shown in Section 5.2 (Figures 4 and 5) of

Paper III.

A pressure floor requires the local Jeans length to be resolved at all times,

in order to prevent unphysical collapse and fragmentation, and each code was given a

minimum cell size (for AMR codes) or gravitational softening length (for SPH codes).

More details on these conditions can be found in Paper III, specifically sections 3.1

and 4. In this paper which focuses on the much lower-resolution CGM region, we are

7Note that some CosmoRun models, specifically art, changa-t, and arepo-t, were either not
present in Paper III, or are different than the ones used in that work. Calibration details for for the
codes shown in this work, and full descriptions of their star formation and feedback systems, are instead
given in Appendices A and B of Paper IV.

8Version 3.1.1
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Figure 5.1: Resolution of all 8 AGORA codes at z = 3. In each shell of increasing size,
color shows the mass fraction contained in “linear resolution equivalent” bins of width
0.5 dex, normalized within columns. For grid and moving mesh codes, “linear resolution
equivalent” is defined as cell volume raised to the 1/3 power. For particle-type codes,
it is instead defined as “effective volume” (particle mass divided by particle density) to
the 1/3 power. See Section 5.2.3 for more details.

interested in not just the highest available resolution, but also the specific pattern of

the resolution degrading as the simulation moves away from the galaxy center.

In Figure 5.1 we show the increase in the effective size of resolution elements

as a function of distance to the galaxy center for each code. All codes were found to

show a general degradation in resolution with distance, and mostly convergent with

one another. Generally, all codes have a resolution of between 30–300 pc within 0.15

Rvir (considered to roughly represent the “galaxy”), between 100 pc – 3 kpc within

1.0 Rvir (representing the “CGM”), and between 300 pc – 10 kpc outside 1.0 Rvir (the

“IGM”), with the outer boundary of the IGM taken to be at 4.0 Rvir in order to stay

within the Lagrangian region defined in the ICs. A few resolution differences between the

codes persist, however, mostly as a result of their general hydrodynamical mechanism.

SPH codes are not as strongly constrained by either resolution ceilings or floors, because

the free motion of particles is paramount. While particle masses are chosen in order

to force a certain mass resolution, if gas particles cluster together into a small region,
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they will effectively resolve that volume at a better resolution than the best-allowed

volume resolution for AMR codes, and thus can be more detailed within the internal

galaxy structure.9 The disadvantage of this free motion is that in low density regions

such as the CGM the effective resolution in particle codes is worse than in grid codes,

which have their resolution-degradation suppressed by the strict requirements for cell

recombination. Moving mesh codes remain somewhere in between these two outcomes.

Within the IGM, all types of codes have very similar outcomes.

All codes are given the same requirements to form stars, though how those

requirements are implemented can vary greatly. The code groups are each asked to

determine, according to their code’s design and particle generation format, the stochastic

or deterministic nature of this process. This takes place at a threshold number density

of 1cm−3. The mass of each star particle formed also determined by the individual

processes, only requiring a minimum mass of 6.1× 104M⊙. Details on the requirements

for star formation within the codes in CosmoRun are given in Paper III.

Unlike in Paper II, where the form of stellar feedback was specified in an

idealized galaxy disk, in the CosmoRun simulation of Papers III–VI (this work), we

allow each supernova’s schema for injection of metals, mass, and energy into the nearby

gas to be as close as possible to the version most commonly used by that code group

in comparable simulations. We do require some top-level parameters to be the same.

Specifically, we require each supernova event to release at least 1051 ergs of thermal

9However, SPH code gravity is still limited by the smoothing size of particles, which is constrained
to be greater than or equal to to the best resolution of grid codes – “effective volumes” smaller than
this size are not fully self-consistent.
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energy, 14.8 M⊙ of gas, and 2.6 M⊙ of metals. This change was detailed further in

Paper III. Different codes add many different effects or implement feedback in different

ways, as shown in Table 5.1.

Notably, we use the “thermal-only” models analyzed in Paper IV Appendix B

for changa and arepo. In addition to the logistical reasons stated in sections 5.2.2.4

and 5.2.2.7, this is useful because it allows us to examine one example of the CGM that

results from each code architecture using simple thermal-only feedback, these being

enzo (AMR), changa-t (SPH), and arepo-t (MM).

5.2.4 Shared Analysis Tools

The most important analysis tool for this work is the highly versatile sim-

ulation analysis code yt. This code was first developed in Turk et al. [2011], and

significant improvements to yt were integrated by AGORA collaborators during the

process of writing Papers I, II, and III, alongside many others. The code has reached

widespread adoption in the cosmological simulation community, and engagement from

that community has led to significant improvements in all aspects of the code. The most

significant update since Paper III to yt is the “demeshening,” where particle codes were

integrated much more naturally into the architecture, which was designed primarily for

use on grid codes [Turk et al., in prep]. We also rely heavily on a yt-based CGM tool

trident [Hummels et al., 2016], which makes sightline generation significantly easier,

implements ion fractions using a lookup table from the photoionization code Cloudy

[Ferland et al., 2013, 2017], and has efficient functions for both generating and analyzing
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realistic spectra.

With these two programs powering our back-end analysis, we have developed

a user-oriented frontend tool agora analysis,10 which is integrated into the shared

supercomputer architecture11 to make accessing each simulation snapshot and any nec-

essary metadata for that snapshot (center coordinates, Rvir , bulk velocity vector, an-

gular momentum vector) very straightforward for use by any collaborators or interested

parties. agora analysis also includes scripts for creating most of the images in this

text, besides the ones which use individual sightline data for which there is another

package quasarscan. As an important point here, by default agora analysis will

calculate the sizes of different regions using a virial radius which is the average of all

eight codes’ individual virial radii generated using rockstar [Behroozi et al., 2013].

At a fixed stellar mass and with a fixed environment, it was decided that to include

significantly more (up to ∼ 1.5 times, at most) volume in some codes would detract

from the comparison, especially when considering the number of satellites of the main

halo (Paper V). So, all virial radii and derived quantities taken within the 0.15 Rvir

edge of the galaxy or the 1.0 Rvir edge of the CGM are shared among all 8 codes, even

though individual virial radii have been calculated for each.

Finally, quasarscan is a random sightline generator and analysis tool, first

introduced in Strawn et al. [2021]. It creates approximately 400 sightlines through the

CGM by placing sightline start points on an enclosing large sphere (∼ 6.0Rvir) at a

10https://github.com/claytonstrawn/agora\_analysis
11Simulations are currently stored for analysis on the US Department of Energy (NERSC)

supercomputer.
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discrete set of polar and azimuthal coordinates, and the vector from the galaxy center

to the start point is normal to a “midpoint” plane within which the distance to the

galaxy center will be equal to the sightline impact parameter. A midpoint is then

selected from that plane at one of a discrete set of impact parameters from 0 to 1.5

Rvir . The probability of each impact parameter and polar angle is weighted so that the

lines comprehensively sample the area within that radius, i.e. higher impact parameters

are more likely. The sightline is then projected from the starting point through that

midpoint, and ends back on the aforementioned large sphere, on the opposite side of

the halo.

Each line of sight integrates a set of ions of interest (here, Si iv, C iv, O vi, and

Ne viii) to calculate a column density. Furthermore, we calculate the overall metallicity,

and the mean and peak densities along the line. For a small subset of sightlines, physical

spectra are also projected and saved, for analysis with trident’s built-in Voigt profile

fitter (see Section 5.3.3).

5.3 Results of CGM study

Because of how sensitive the CGM’s observables are to so many different vari-

ables, it is worth reiterating the design philosophy of the AGORA project. In Paper II

we have already established that the implementation differences between codes in ideal-

ized conditions are minimal. So, any significant differences between codes are likely to

be a result of their different choices of stellar and supernova feedback at least as much as
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Figure 5.2: Current distribution with redshift (evolving from right to left) of gas mass
in the galaxy, CGM, and IGM, both in solar masses, top, and as a fraction of the total,
bottom. “GAL” (galaxy) refers to the region from 0.0 - 0.15 Rvir, “CGM” refers to 0.15
- 1.0 Rvir, and “IGM” is defined as the region between 1.0 - 4.0 Rvir. Starred points
are added to each line at redshifts 3 and 1, to guide the eye when comparing to other
plots in this work. Additionally, the shaded region down to z = 2 is shaded to indicate
the epoch reached by all 8 codes. Inside the galaxy, the total mass is split between stars
and gas.
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their underlying hydrodynamical and gravity solver. For the convenience of the reader,

we will continue to refer to different codes by code name, rather than by referring to the

feedback mechanism explicitly, except where the feedback appears to have clear effects

on the outcome. This means that other simulation groups using a code in AGORA

with a different feedback implementation are cautioned to be careful when comparing

their simulation to the CosmoRun results for their code. As mentioned above, these are

the initial feedback models, and several codes have already run the same ICs with new

feedback prescriptions, which will be added to the AGORA public data release and will

be analyzed in future works.

5.3.1 Differences in metal distribution and gas state

The most striking feature of the different codes for their observable CGM is

precisely the difference in mass and metal distribution out to Rvir and beyond, which

depends strongly on feedback mechanism and code architecture. In Figure 5.2, we show

the evolution of the gas mass distribution throughout all eight models over time, both

as raw masses (top) and as a fraction of the total (bottom). The four components of

gas mass are as follows:

1. "GAL (GAS)": gas within 0.15 Rvir

2. "GAL (STARS)": stellar mass within 0.15 Rvir

3. "CGM": gas (and stars) between 0.15 and 1.0 Rvir , however only a small number

of star particles are present
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4. "IGM": gas (and stars) between 1.0 and 4.0 Rvir , however as with the previous

item, only a very small number of star particles are present.

5. "TOT": Total gas and star mass in the entire 4.0 Rvir enclosing sphere.

We can notice here that all eight codes agree remarkably well in the total gas (red curve)

at both redshifts z = 3 and z = 1. Note that not all codes reach redshift z = 1, meaning

that the codes do not necessarily agree at their own “last” points.12 All of the AGORA

galaxies are dominated by gas in the IGM throughout cosmic time, as expected due to

it containing more than 98 percent of the total analyzed volume, and due to primordial

gas which continues to inflow along cosmic filaments into the “IGM” region. Within

the galaxies, there is significant variation between retaining more mass in stars or gas

over time, with stellar mass eventually eclipsing gas mass in art-i, enzo, changa-

t, gadget-3, and arepo-t. Interestingly, the CGM mass (orange) remains more

consistent among codes, even though whether the CGM is overall larger or smaller than

the galaxy mass is not. The CGM contains in some codes more mass than galactic stars

and gas combined, while in some codes (enzo, changa-t, and arepo-t, notably the

three codes using thermal-only feedback) being overtaken by stars alone. Additionally,

notice that all codes have an extremely “bursty” accretion pattern into the CGM with

the mergers that take place at z = 5 and less noticeably at redshift z ∼ 2.

In Figure 5.3 we examine the distribution and evolution of metals in the dif-

ferent regions with time. As in Section 5.2.3 we have selected to take 4.0 Rvir as the

12Different codes reach different final times not based on their performance or efficiency, but rather
because the supercomputing resources available for each code group varied.
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Figure 5.3: Like Figure 5.2, but now tracing the total mass of metals in and around the
main AGORA galaxy in each simulation.
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outer boundary of the IGM because inclusion of any regions outside this distance creates

unphysical metal distribution results. This arises because with integration of large vol-

umes, the metallicity floor for the AMR codes results in substantial metals far from any

meaningful sources, while the total in SPH codes is much lower. Within this sphere, all

metal mass can be assumed to originate in local stars, either within the central galaxy

or in satellites.

Overall, the total metal creation (red) is relatively consistent, though not as

consistent as we would expect, given the requirements on each code and the closeness of

their star formation rates. The effective metal yields are given in Table 1 of Paper III,

and generally the yield is a metal mass of 0.033 M⊙ for each 1.0 M⊙ of stellar mass.

The exception to this is gear, where the metal production (yield 0.015) could not be

detached from the star formation prescription. This means that metal production in

gear is consistently at least a factor of two below the other codes, though it is worth

noting that it is more than a factor of two below at other times, indicating it is not only

the yield which suppresses metal production. At z = 1, art-i slows this production

significantly, so it becomes comparable to gear. This is likely due to an oncoming

quenching period where star formation slows down in most codes, and which will be a

topic of future AGORA papers.

Total metal production is within a factor of 4 at redshift z = 2 (between

ramses and changa-t), and retains about the same range at z = 1, but now between

gear and enzo. Overall, enzo’s consistently high star formation causes a dramatic

turnaround from the slow start; in Paper III it was noted that enzo had the lowest
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stellar mass of all eight codes in CosmoRun at z = 4. Here it has the highest SFR

by a decent margin, with only changa-t coming close, and already slowing down by

z = 1.5 (Figure 5.2). This has a complex relationship with enzo having the strongest

purely thermal feedback of all AGORA codes, which clearly suppresses star formation

at early times but which then allows additional star formation at later times. Further

discussion of the star formation rates as a function of time and feedback process can be

found in Paper IV.

Interestingly, there is no consistent pattern as to whether most metals within

the galaxy remain locked into stars, effectively inaccessible to any kind of gas mixing

(art-i, changa-t, arepo-t, gizmo), or whether most metals are in the ISM and thus

could be subject to outflows and/or recycling (ramses and gear, codes both using T,

DC feedback), while enzo and gadget-3 keep the ISM and stellar metal mass roughly

equal.

Another striking feature of this plot is how besides enzo, the other grid codes

are dominated over most of cosmic time by metals in the CGM and IGM, while the

particle codes eject significantly fewer metals out to large distances. With regard to

how far the average metals go, we can note that regardless of how much of the metal

mass leaves the central galaxy, generally metals that do leave become roughly equally

divided between the IGM and CGM, with the exception being the fast-outflowing art-i

galaxy which ejects metals so quickly from the ISM that they flow through the CGM

and immediately leave, leading the IGM to dominate the metal distribution. Metal

diffusion and transportation processes depend in complex ways on code architectures,
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Figure 5.4: Here we show the metallicities of outflowing (left) and inflowing (center) gas
elements (cells or particles, depending on the code architecture), as a function of radius.
Top row is redshift z = 3, bottom row is redshift z = 1. Right: outflow metallicity
divided by inflow metallicity with radius. This is much more similar between codes
than the individual metallicities of the two phases.

as discussed in detail in Section 3.2 of Paper III. In grid codes, diffusion over surfaces

is built in with solving the Reimann problem on each cell interface, while in particle

codes, diffusion is often implicit in the smoothing procedure. Moving mesh codes can

provide either explicit or implicit diffusion depending on their architecture, see Paper

III for explanation of gizmo and Paper IV, Appendix B for one of arepo.

Finally, we will analyze a property which is common to all eight codes. Namely,

in Figure 5.4 we show the overall metallicities of the outflowing and inflowing gas ele-

ments (cells or particles) in the left and center columns. In the outflowing gas column at

z = 3, while there is an approximately two orders of magnitude difference between the

highest and lowest metallicities, all codes remain approximately flat with radius outside
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the galaxy, declining only by a factor of 3 at most (in changa-t). gear remains con-

stant outside of 0.5 Rvir , but declines significantly within that region, indicating that

with the feedback process implemented in that code, only a small amount of ejected gas

reaches the virial radius (in addition to the previously mentioned factor of 2 lower yield,

see Paper III). Inflowing gas has signficantly lower metallicities overall in all codes, with

a significantly stronger decline with radius. In the third column of Figure 5.4 we show

that the ratio of inflowing to outflowing metallicity is much more closely constrained,

with less than an order of magnitude difference between the codes. Figure 5.4 suggests

that all codes have outflows and inflows interacting with similar dynamics, which causes

inflows to significantly increase in metallicity as they approach the central galaxy. The

similarity between codes on the ratio of outflows to inflows, combined with the very dif-

ferent total metallicity of each, suggests that it is indeed the feedback systems, rather

than the overall code architecture (which would control inflow-outflow dynamics) which

affect the distribution of metals. Previously, it was found that, in some cosmological

simulations [Mandelker et al., 2020b, Strawn et al., 2021], cool inflows entrained metals

from the hot outflowing material, so that when they fed the galaxy they were barely

more metal-poor than the hot outflows, leading newly formed stars and cool gas to be

generally not “pristine.” These results suggest something broadly similar here, and so

gas entering the galaxy from outside is likely to be only mildly more metal-poor than

the ISM itself.
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5.3.2 Comparison Snapshot Analysis

Here we will perform a detailed analysis of a single snapshot for eight codes

at redshift z = 3, and five codes at redshift z = 1. These redshifts are chosen to avoid

any effects from the timing discrepancies of mergers at redshifts 4 and 2 (See Paper

IV for details on the timing discrepancies). First, we analyze a projection plot at a

particular viewing angle for Figures 5.5 and 5.6. The rows of this plot are metallicity,

column density, temperature, and radial velocity in each row, respectively, with columns

representing different codes. Note that these plots are chosen to be axis-aligned to

show shared structural features. Face-on and edge-on figures are available in Paper IV.

We also elected to use thin mass-weighted projections rather than slices to facilitate

straightforward comparisons, which due to timing discrepancies and minor numerical

effects show features rarely aligned into identical planes, even if they are largely the

same. A good example of both is the cool streams which are visible in the temperature

projection (third row from top) in each code, which are clearly relatively similar between

codes here; with slightly different image parameters these streams would only appear

in some panels.

At z = 3, there are many similarities between the snapshots. The mass struc-

ture is broadly the same in each code, with the main star formation fuel —cool, dense,

inflowing streams —being approximately z-axis-aligned, with N ∼ 1021cm−2, and a

hot outflowing bulk medium elsewhere. Average column density in the galaxy region

is at 1023cm−2 and above in all codes except art-i. Within the CGM, average den-
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sities outside of the streams are around N ∼ 1020cm−2, with only gadget-3 seeming

to have a significant filling out to the virial radius with higher density. In tempera-

ture, there is a fairly substantial difference between the grid and particle codes, with

significantly more cool gas visible in art-i, enzo, ramses and arepo-t. ramses and

arepo-t have particularly strong contrasts, containing cooler high-density clouds and

a hotter low-density bulk. Moving mesh codes have behavior somewhat in between the

two styles, with gizmo more closely resembling the particle codes and arepo-t more

closely resembling grid codes.

In this axis-aligned image some important differences can be very subtle, such

as that in grid codes, the secondary inflowing stream from the top left merges with the

main stream near the virial radius and gives the impression of a single stream, while in

particle codes, the three streams generally merge much closer to the edge of the galaxy,

serving as more or less separate valves for inflow. The most significant difference is in

fact the volume and metallicity of the outflow structure. An extremely visible effect

which distinguishes particle codes from grid codes is how fast gas is ejected, as seen

in the radial velocity images in Figure 5.5 (bottom row). While a biconical outflow

structure is visible in all codes (though very faintly in gizmo), the difference between

the extremely fast speeds in the grid codes and the much slower speeds in the particle

codes leads to metals being much more uniformly distributed in grid codes out to large

distances, as also noted in Shin et al. [2021]. Examination of larger-scale plots, shown

in Appendix B, demonstrates that the maximum spatial extent of metals in these codes

is a sphere of about 4.0 Rvir .
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art-i and ramses are by far the strongest, and send gas sometimes with

supersolar metallicities at speeds on the order of 100s of km/s, with arepo-t containing

similar speeds in somewhat narrower outflow jets, (note that Figure 5.5 is a mass-

weighted projection, so these values are significantly diluted by slow-moving or slowly

infalling gas along the projection lines-of-sight). The gadget and changa-t snapshots

have similarly shaped high-metallicity biconical outflows, but much slower, and gizmo

has even weaker outflows. While enzo’s outflowing gas is as fast as the other grid codes,

its much narrower structure means fewer overall metals leave the virial radius. Finally,

gear has significantly less metals sent into the CGM than any of the other codes, due

to the low yield, highly concentrated center and relatively slow outflows.

By z = 1, (Figure 5.6) a number of changes have taken place. The higher

density gas filling the virial radius, seen before in gadget-3 has also happened in

gear. The grid codes, here including arepo-t, remain largely filamentary, most visible

in low-metallicity in the top row. Grid codes retain both faster inflows and outflows,

and over the time from z = 3 to z = 1, we can see that both particle codes have

significant metallicities only about out to the virial radius (with gear somewhat less

than gadget-3), while the grid codes have effectively filled the visible IGM.

Another view of the inflows and outflows from the galaxy can be seen in Figure

5.7. Here we analyze temperature profiles averaged over spherical annuli at different

distances to the galaxy center. We analyze two populations of interest, which are the

high-density inflows and metal-rich outflows, defined as gas parcels (cells or particles)

which have vr < 0 km/s, n > 10−2.5 cm−3 and vr > 0 km/s, Z > 0.1Z⊙, respectively. We
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Figure 5.6: Identical to Figure 5.5, but for five codes at redshift z = 1. At this redshift,
Rvir= 153 kpc.

Figure 5.7: Profiles of temperature with distance to the galaxy center as a fraction of
Rvir . The left two panels show profiles of dense (n > 10−2.5 cm−3), inflowing gas, and
the right shows metal-rich (Z > 0.1Z⊙), outflowing gas, at redshifts z = 3 and z = 1.
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can see that indeed these galaxy-fueling inflows are significantly cooler than the outflows.

Interestingly, there are significant differences in the profiles by code type and feedback

mechanism. First, grid codes (here including arepo-t) at z = 3 have their fueling

inflows heat up significantly less on the final approach to the galaxy than particle codes,

reaching around 104.5K to the particle codes’ 105−5.5K. This difference between code

types might be due to slightly higher densities in the cool inflows in grid codes (Figure

5.5), giving them access to faster cooling, and interestingly is different from the result

of Nelson et al. [2013], which did a similar study without explicit feedback. As time

evolves to z = 1, several codes do not reach this threshold density of n > 10−2.5 cm−3

in significant parts of their CGM, leaving gaps such as in art-i at high radial distance.

At the same time, only gadget-3 can still be seen reaching the high temperatures

mentioned above.

The outflows in Figure 5.7 have even more substantial differences in temper-

ature, at about an order of magnitude from 105 and 106 K. At z = 3, five of the eight

codes follow a very similar power law, mostly codes with simple thermal feedback or

weaker delayed cooling (with the exception of gadget-3). art-i, on the other hand,

becomes much cooler past around 0.25 Rvir , while ramses and gizmo, after an initial

decline with radius like the other codes, actually increase in temperature to 106K as they

approach the outer halo. This remains roughly the same at z = 1, except that the codes

just mentioned did not reach this redshift and so it gives a (misleading) appearance of

further convergence.

In Figure 5.8, we show the total probability density function of all gas at z = 3
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Figure 5.8: Phaseplot of each code at redshift z = 3, showing all gas between 0.15 and
1.5 Rvir (7.6 and 76 kpc). Dots indicate the average temperature and maximum density
of sightlines passing through the CGM of these halos, with color indicating the impact
parameter. The blue stars are the sightlines with spectra shown in Figure 5.10.
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Figure 5.9: Identical to Figure 5.8, but at redshift z = 1 showing all gas between 0.15
and 1.5 Rvir (23 and 230 kpc). Stars show sightlines with spectra visible in Figure 5.11.
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in each of the AGORA simulations, from r = 0.15Rvir to r = 1.5Rvir, thus including

the CGM and some of the IGM. In all codes, a primary cooling curve is visible at

around 104 K. This is also known as the “cooling track,” which follows the minimum

gas temperature for which cooling is stronger than heating (see Figure 5 in Paper III).

There are a few interesting distinctions between the AMR and SPH type codes

in Figure 5.8. AMR codes are generally more likely to fill out large clouds in phase space

both above and below this curve, with no other really distinguishable structure. In enzo,

we can even see a significant population of cold gas. SPH codes, on the other hand,

have no or negligible cold gas here. They also have a much more apparent hot cloud

(yellow cloud in upper left), clearly out of pressure equilibrium due to increasing in

density with increasing temperature rather than decreasing. This hot cloud follows an

isentropic line, meaning gas in this phase follows the equation Tn−2/3 = const., as seen

in other high-temperature, low-density gas in e.g. Paper II and Shin et al. [2021]. For

gas which reaches these high temperatures, the only relevant cooling process is very slow

bremsstrahlung radiation, so it then expands more or less without significant cooling.

This means the particle codes have a much more straightforward two-phase structure:

cool, high-density streams and hot bulk material, though to some extent this is because

SPH codes do not have very many particles in the outer CGM.

As the codes evolve to redshift z = 1 (Figure 5.9), they spread out to fill

more of the low-density phase space, while losing most of the cold gas below and to

the right of the cooling track. This takes place right as the codes cross the ∼ 1012M⊙

virial mass threshold for virial shocks as described in Birnboim and Dekel [2003], Dekel
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and Birnboim [2006]. Interestingly, the grid codes now form a similar isentropic hot

cloud as mentioned for particle codes at z = 3 (upper left region of phase plot). This

suggests that this heating effect simply takes place significantly faster in particle codes,

but eventually does follow in grid codes. In all five codes, this hot phase seems to have

drifted away (to lower density) from the cooling flow.

On this plot, we also show the distribution of ∼ 400 sightlines sent through

the CGM, which will be examined further in Sections 5.3.3 and 5.3.4. The sightlines are

here shown according to the density of their maximum-contribution element (where the

contribution is defined as number density times path length for that element) and mass-

weighted average temperature, thus showing cell features intersecting sightlines. Along

a sightline, SPH codes are deposited in the form of line segments indistinguishable from

grid-type “cells”; however, this can lead to somewhat strange behavior if a sightline is

far from a direct intersection with any particular gas particle, such as the extremely

low-density points in gadget-3. The color indicates the impact parameter of each

sightline, with blue being near the galaxy and red being at or near the virial radius.

We will discuss the sightlines in more detail in the next section. The main result

here is that at redshift z = 3, the average temperature of sightlines remains roughly

constant with increased maximum density, showing that the densest (and likely coldest)

cells do not dominate the overall temperature distribution, or in other words, sightlines

dominated by a high-density cell go through multiple phases with a comparable total

mass contribution. There is a clear impact parameter dependence, showing more distant

lines of sight are significantly less likely to go through high-density cells/regions.
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At z = 1, by contrast (Figure 5.9), there is a much more significant temperature

dependence on density, in both grid and particle codes. Higher-density sightlines (which

remain largely close to the galaxy) have, on average, significantly hotter gas, indicating

that the denser regions that lines pass through now more effectively dominate the mass

distribution along the line of sight.

5.3.3 Metal Ions in Mock Spectra

Our understanding of the CGM in the real Universe, rather than in simula-

tions, is generally predicated on observing different ionization levels for astronomical

metals, which probe different temperature and density regions. We expected that as

the ionization state depends sensitively on multiple variables (temperature, density,

metallicity), the different AGORA CGMs should be very different compared to obser-

vations. In this AGORA project we categorize how each of these variables contributes

to observable results, rather than attempting to track which code or feedback mecha-

nism is “best,” though future projects could do further analysis of how well different

feedback strategies fit the observations. In this section, we analyze some characteristic

spectra (Figures 5.10, 5.11, and 5.12), as well as decompose ion column densities into

their constituent factors (Figure 5.13). We focus on four medium-high ions: Si iv, C iv,

O vi, and Ne viii. These were chosen because these are the most commonly observed

higher ions, generally because they have very strong lines. We avoided analysis of low

ions O ii or Mg ii because none of these codes should be able to resolve the small clouds

expected to host them [Hummels et al., 2019]. We will then compare the radial column
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Figure 5.10: Noiseless example spectra from snapshots of each code at z = 3, here
showing the strongest transition lines for medium-high ions: Si iv, C iv, O vi, and
Ne viii. Triangles indicate absorption lines as detected by trident, and black lines
indicate multi-ion components, grouping together all lines found within 15 km/s of
one another. Sightlines are selected by inspection to have visible components while
remaining representative of 31 examined sightlines for each code. The number in square
brackets indicates which line (between 0 and 30) was chosen.

density profiles to a selection of observational results and present some insights as to

what causes convergence or divergence from these results.

t is apparent that there are dramatic differences in the visible mock spectra13

for the selected ions in each code. In Figures 5.10 and 5.11, we examine several lines

at both z = 3 and z = 1, chosen out of a sample of 31 lines to be representative of

the simulation overall while containing at least some detectable absorption. Noiseless

spectra are used here to more deeply understand the physical conditions underlying

detections. In Figure 5.12 and associated discussion we will examine the effect of adding

13trident’s default behavior was modified to create spectra with LOS velocity rather than using
cosmological redshifting along the line, see https://github.com/trident-project/trident/pull/196
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Figure 5.11: Identical to Figure 5.10 but at redshift z = 1.

noise to these spectra at a given signal-to-noise ratio. Voigt profiles are identified using

the built-in trident line fitting tool [Egan et al., 2014], with centroids marked with

triangles. Absorption lines within 15 km/s of one another are considered part of the

same “component,” and components are marked with black bars. We will analyze the

spectra on a code-by-code basis, also comparing the two redshifts if they are available.

• ART-I : art-i has spectra which at z = 3 contain both deep and wide absorption

lines, with many components. C iv components are generally nestled within and

smaller than O vi components, though some C iv (interestingly at both the low

and high-velocity ends) accompany only small amounts of O vi and sometimes

strong Si iv. As art-i evolves to z = 1, there is an evolution towards higher ions.

While absorption gets significantly weaker in general, we also see that O vi has

170



become the dominant line and is generally accompanied by Ne viii, while C iv

has reached a negligible level.

• ENZO : Like art-i, enzo shows a large number of fairly deep and wide absorption

lines in C iv and O vi at z = 3, with each dominating in different components, in

addition to small amounts of Ne viii. The main components are also quite widely

separated in velocity-space, so the scale is significantly wider than all other codes

besides ramses. enzo evolves to z = 1 by becoming weaker in general, except

for growth in Ne viii, which is mostly aligned with O vi, though some C iv/O vi

alignment is still visible.

• RAMSES : ramses at z = 3 contains very wide O vi lines with only minimal

overlap with also significant C iv lines. In some cases, cooler clouds are ”brack-

eted” by presumably hotter clouds, like the two Ne viii components detected on

either side of the deep C iv/Si iv component at ∼ 25km/s. This occurs regularly

throughout ramses spectra.

• CHANGA-T : The SPH codes generally have less absorption overall in these ions.

changa-t has some clouds of both C iv and O vi, with the former generally

being stronger. The two are often loosely aligned, but not perfectly, indicating

they follow similar dynamics, but are generally not in the same clouds. Some

clouds further show detectable Si iv aligned with the C iv, though that is not

visible in this figure.

• GADGET-3 : In gadget-3 at z = 3, there is more significant absorption than

171



in the other particle codes. Larger O vi components tend to be aligned with, or

almost “contain,” slightly weaker C iv lines, the most significant of which also

tend to contain detectable Si iv. This structure is only minimally changed as

gadget-3 approaches z = 1, with the main difference being that the strongest

components, rather than containing any Si iv, now contain a small amount of

Ne viii, with extremely wide lines.

• GEAR: gear almost never has detectable absorption in any ions except when

the sightline passes through the very innermost part of the halo or the galaxy.

Nevertheless, some relatively significant and deep clouds can be seen in both Si iv

and C iv. O vi is very rare. Evolution to z = 1 affects mostly what species

are visible. The kinds of components which previously appeared in C iv are now

visible instead in O vi.

• AREPO-T : The arepo-t absorption lines are fairly similar to the smaller lines

seen in changa-t and gear, however the coincidence of lines is stronger. For

instance, even some aligned components which contain all of O vi, C iv, and

Si iv, as well as a few components with just O vi visible. All absorption is

broadly aligned with very wide Ne viii bubbles, which typically have such low

optical depth that they are not even noticed by the detection software, as in line

[7] above. As arepo-t evolves to z = 1, it becomes significantly weaker, with

Ne viii becoming about as strong as O vi, and the lower ions fading.

• GIZMO : The gizmo run has generally few components per sightline, though there
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can be significant absorption along them. In the spectrum shown in Figure 5.10,

we again see a “bracketing” behavior, where two O vi components (which align

closely enough that they give the impression of one slightly skewed line) are seen

on either side of a C iv component.

Next, we examine more quantitatively the properties of the absorption lines

detected by trident using the methodology described in Egan et al. [2014] in Figure

5.12. Here we create spectra for 31 sightlines through each simulation, and analyze each

twice. Once, using the noiseless spectra of Figures 5.10 and 5.11, and then again with

Gaussian noise added so that the signal-to-noise ratio (SNR) is 10, on the higher end

of modern observational capacity. The noiseless results are in solid colors, and the SNR

= 10 results in empty squares. Rough observational results, when available, are shown

as cyan rectangles.

First, we see that, the column densities of the individual components are similar

among all the codes, increasing with higher ionization energy from about 1012.5 to about

1013.5 cm−2, with very little evolution over redshift. At z = 3, this roughly agrees with

observations, but at z = 1, observed components are substantially larger, either due to

higher noise making smaller components undetectable, or through physical divergences

between the codes and observations. Similarly, the line width, or b parameter, remains

fairly similar between codes (though substantially below observations) at z = 3. b

increases with increasing ionization energy for all codes with the exception of gizmo,

and noise can be seen to cause decreases in width in higher ion species. At lower redshift,

this conclusion remains broadly the same, though all widths are somewhat decreased
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Figure 5.12: Analysis by ion on 31 randomized spectra through each AGORA CGM.
Left column is at z = 3, right column is at z = 1. Colors are the same in each
graph, as well as the order of small x-offsets added for visibility. The effects of noise on
spectrum detectability are visible through comparing the noiseless results (solid markers,
connected) to the results with a reasonably good S/N ratio of 10 (unfilled squares in
same colors). If not enough components are detected for a particular ion in a particular
code, those points are not displayed Top: Column density per component; Second from
Top: Average Doppler b parameter of each component; Second from Bottom: Covering
fraction for this ion; Bottom: Average number of components in a sightline containing at
least one component. Bright horizontal bars are estimated from observational work with
arbitrary thickness for visibility (which does not represent an error bar). Specifically
we show our own very rough estimates for column density per component and covering
fractions, extracting data from Galbiati et al. [2023] for z = 3 Si iv and C iv, Chen
et al. [2001] for z = 1 C iv, Werk et al. [2013] for z = 1 Si iv, Tchernyshyov et al.
[2022] for z = 1 O vi (see Figure 5.15 caption), and Burchett et al. [2019] for z = 1
Ne viii. b parameters are generally not available in these papers, so those are sourced
from Galbiati et al. [2023] for z = 3 C iv, Werk et al. [2013] for z = 1 Si iv and C iv,
and Werk et al. [2016] for z = 1 O vi.
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compared to z = 3, with observational values also falling to reach rough parity with the

simulations. Since the CGM is getting hotter, as we saw above in comparing Figures 5.8

and 5.9, this indicates that turbulence, the other source of Doppler broadening, must

be decreasing.

The covering fractions have significantly more variation. At redshift z = 3,

we see that all three grid codes, and gadget-3, have more or less uniform coverage of

C iv and O vi, even though those are usually used to probe very different clouds of gas.

Two of them, art-i and ramses even extend this to Ne viii, though with somewhat

less coverage. Particle codes, on the other hand, have a clear peak around O vi, with

the exception of gear which peaks at lower ionization level with C iv. Noise usually

decreases covering fractions, except when they are very close to 0. Interestingly, it is

the lower C iv covering fraction in the noisy spectra of particle codes that most closely

aligns with the observations [Galbiati et al., 2023]. Covering fractions for most ions

lower as the codes evolve to z = 1, however all codes moderately increase their Ne viii

covering fraction, at least in the SNR=10 data. This shows that the CGM is generally

getting hotter over time (see also Figure 5.7). The Ne viii covering fraction remains

noticeably higher in art-i at both redshifts, making it the only one approaching the

value in Burchett et al. [2019]. art-i also sees a general collapse in C iv and Si iv

detections at this redshift. The most significant disagreement with observations here is

in Si iv, which in Werk et al. [2013] was significantly more likely to be detected than in

any code. This could be an artifact of the lower redshifts and smaller impact parameters

used in COS-Halos (Figure 5.15), or it could result from the codes’ resolution limitations
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having difficulty generating clouds for ions lower than C iv.

Completing this analysis, in the fourth row of Figure 5.12 we track the total

number of detected components in sightlines which were covered. In other words, if

an ion is detected at least once in a sightline, how many components (usually inter-

preted as “clouds,” though see Marra et al. [2022] for a counterargument) is it found

in.14 Generally there are more clouds detected with noise, as some noise patterns can

make what is really a single component look like two peaks. There is a significant gap

between grid and particle codes in the number of O vi components at z = 3, and a

smaller one in C iv. gizmo is an exception here, and generally shows more fragmentary

components than the other particle codes. Ne viii almost always has a small number

(1-2) of components. At lower redshift, interestingly, while the coverage increases or is

maintained for O vi and Ne viii, the number of components goes down for all species

in most codes, suggesting that clouds are getting bigger and more uniform, even while

becoming less numerous.

5.3.4 Metal Ion Origins

While spectra can lead to useful information would be difficult to estimate

with more simplistic analysis methods [see for example Hafen et al., 2023], it is also

useful to disentangle the source of the differences between codes more precisely. The

column density of an ion can be decomposed into the product of three factors times a

14As visible in Figure 5.10 (e.g. ramses near -100 km/s in C iv and near +50 km/s in O vi),
sometimes multiple Voigt profiles are fitted very near one another, and are thus considered part of the
same “component.” These are not considered multiple components in the bottom row of Figure 5.12.
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constant abundance Ax, as described in Equation 5.1. Often, absorption line systems

are assumed to probe only one of these variables, sometimes leading to confusion or

misleading statements.

In Figure 5.13, we examine this situation by separating out the three variables.

Here we show a suite of ∼ 400 lines of sight passing through each galaxy’s CGM. For

each of the same four ions, Si iv, C iv, O vi, and Ne viii, we have directly calculated

the column density along each line of sight. For grid codes, this is the sum of ion

number density (calculated with trident) times sightline path length for each cell in

the sightline path. For particle codes, column density is instead calculated by dividing

the path length into discrete sections defined by the smoothed gas particle field, and

then integrating the ion number density of that smoothed particle times section length.15

These column densities are the y-values of the points in the scatterplots of figure 5.13,

with the same sightlines appearing in each panel.

The column densities described above are plotted against the total hydrogen

column density (left, calculated similarly to the ion number densities), average metal-

licity (center, calculated as the total metal column density over total hydrogen column

density), and the total ion fraction along the LOS (right, calculated as the column den-

sity of the given ion divided by the total column density for the element). The diagonal

lines on each image are linear relationships, so if one factor alone could explain the

variation in column density, points would follow these lines in one column, and have

no correlation in any other column. To guide the eye, and for comparison to available

15See Turk et al. in prep for details on how yt and therefore trident have been updated to handle
particle codes.
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spectra, lines which were highlighted in Figures 5.10 and 5.11 are plotted as small and

large stars, respectively.

What is remarkable about this factorization of column density is that there is

no single variable that controls ion column densities. Instead the relationship appears to

change with ionization energy, with lower ions (upper rows) following a different pattern

than higher ions (lower rows).

The lower ions Si iv and C iv appear to track much more strongly with ion

fractions than anything else, and the higher ions O vi and Ne viii instead track most

closely with metallicity. There appears to be a continuous morphing of the shapes in

both the center and right columns as one tracks from the top row to the bottom. The

center column compresses from a wide scatter to a linear relationship along the NXi ∝ Z

lines, while the rightmost column starts as a clear linear relationship for low ions and

flattens out into an approximately constant fXi ≃ 0.1 for high ions. The leftmost

column is less clear, because ion fraction depends sensitively on density so these values

are not independent. While this image only shows four ions, this trend remains uniform

to both higher (e.g. Mg x) and lower (e.g. Mg ii) ionization states besides the ones

shown here.

The multiple simulations and controlled conditions of the AGORA project

are a critical part in our interpretation of this result. For example, let us compare

the distribution of sightlines by code (color). In the center column of Figure 5.13,

metallicities are tightly grouped together on a code-by-code basis by color, especially in

the bottom row. In the ion fraction graphs, however, all codes follow very similar tracks,
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Figure 5.13: Decomposition of ions along sightlines. Columns adjust whether the x-
coordinate is hydrogen column density, sightline metallicity, or ion fraction. Rows have
y-coordinates as column density of Si iv, C iv, O vi, or Ne viii. These ions are sorted
by increasing ionization energy from top to bottom. Colors indicate different codes
from the AGORA simulation, and different shapes indicate different redshifts (z = 3,
triangles, and z = 1, squares). Smaller and larger stars show the selected line in each
code at z = 3 and z = 1 highlighted in Figures 5.10 and 5.11, respectively.
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with wide spread in ion fraction for low ions, and a very narrow range for high ions.

Thus, ion fraction depends more strongly on the sightline position within the simulation

(for low ions), while metallicity depends more on the parameters of the simulation itself.

If rather than a large number of calibrated simulations, we were only studying

one or two implementations, it would have been very straightforward to see intra-code

ion fraction variations, and much harder to see inter-code metallicity variations. If two

implementations were close in metallicity, this variable would appear to have negligible

impact, and if they were widely separated, it would appear to simply make the codes

impossible to directly compare. Only with a large number of codes that completely fill

in the space of possible metal diffusion patterns, as in AGORA, is the increasingly linear

relationship with increasing ionization potential between metallicity and column density

visible. Most uncalibrated simulation suites would struggle to disentangle confounding

effects such as differences in mass and environment, whereas here the physical reason

would most likely relate to the evolution of the ionization models within Cloudy,

because there is so much variation in all the individual diffusion schemes.

5.3.5 Comparison with Observations

In Figures 5.14 and 5.15 we see that there are significant differences in the radial

profiles of ion column densities in the different simulations compared to observations.

The connected dots represent the median column density values at that distance, and

the error bars are the 16th and 84th percentiles over the same 400 sightlines used in

Section 5.3.3, which would correspond to one standard deviation if the column densities
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Figure 5.14: Comparison of radial column density profiles between AGORA galaxies
and relevant observations at z = 3. Non-detections and saturated lines are indicated
with open squares, with a downward or upward arrow, respectively. In this figure, points
labeled “KBSS - Rudie19” and “MAGG - Galbiati23” are taken from Rudie et al. [2019]
and Galbiati et al. [2023].
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Figure 5.15: Identical to Figure 5.14, but at z = 1. In this figure, points labeled “COS-
Halos - Werk13” are taken from Werk et al. [2013], “Chen01” are from Chen et al.
[2001], “CGM2 - Tchernyschov22” are from Tchernyshyov et al. [2022], and “CASBaH -
Burchett19” are from Burchett et al. [2019]. The latter two surveys are closer to z = 1,
with Tchernyshyov et al. [2022] having sufficient data to filter by redshift, so here we
show only points with 0.4 < z < 1.0. The former two were at lower redshift (z < 0.4)
and so are only approximately comparable to the AGORA galaxies.
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followed a Gaussian distribution (which they generally do not). The relatively small

error bars show that even though the CGM is a multiphase medium, the different

phases are distributed in such a way that most sightlines sample many available phases,

and so different lines of sight with the same impact parameter have similar column

densities. However, it is clear that these distributions can be very different between

codes. Because the CGM is relatively unconverged between codes according to multiple

metrics (gas temperature, density, metal distribution, and to some extent, resolution),

it is not recommended to interpret these results as primarily indicating which feedback

system (or which codes) agree “most closely” with observations. Rather, what is most

useful about this analysis is to disentangle which metrics matter more for the ion of

interest.

For example, at z = 3 (Figure 5.14) we can see that there is a very clear

bimodality between the grid and particle type codes, which is most visible for the Si iv

and C iv profiles. For Si iv and C iv, the grid codes are more or less aligned with the data

in Rudie et al. [2019], Galbiati et al. [2023] where there is data outside the innermost

halo,16 with still some slight underprediction for Si iv at mid-range (0.5 – 0.8Rvir ). It

is notable that the higher ions remain more constant with impact parameter, especially

16The data in Galbiati et al. [2023] is generally reported as equivalent widths rather than column
densities. We convert to column density here and in Figure 5.12 using Equation 2 of Ellison et al.
[2004],

N = 1.13 · 1020EW

λ2
0f

, (5.2)

where N is the column density in cm−2, EW is the component equivalent width in Å, λ0 is the rest
wavelength of the transition in Å, and f is the oscillator strength of the transition, taken from trident
documentation. This equation requires the profile to be in the linear regime, meaning EW < 0.2 Å. We
get relative distances by dividing Galbiati et al. [2023] impact parameters in kpc by the AGORA z = 3
virial radius, 53 kpc.
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at higher distances from the CGM. This makes sense considering that higher ions are

more sensitive to metallicity than gas state as shown in Figure 5.13, which depends

more on which code is used than where the sightline penetrates it due to differences in

metal mixing and diffusion.

As the codes evolve to z = 1 (Figure 5.15), there is a significant convergence

in the Si iv and C iv profiles, while the O vi and Ne viii profiles remain more spread

out over three orders of magnitude. All codes drop much lower than the detectability

threshold within 0.3 Rvir for Si iv [Werk et al., 2013] and C iv [Chen et al., 2001],17

while only art-i and enzo seem to generate enough metals to match the O vi profile

from Tchernyshyov et al. [2022] in the outer halo (though more codes are close in the

inner part of the halo). Ne viii has a much more significant scatter in Burchett et al.

[2019], and no code really effectively resolves it; however, the scatter in the simulations

remains fairly low, indicating perhaps that metal mixing is too efficient (as we can see

with the high degree of homogeneity in sightlines by code in Figure 5.13) or that the

Ne viii dominant phase is too efficiently distributed throughout the CGM.

Finally, we showcase a relevant effect which might be causing low and high

ions to respond differently to ion fraction versus metallicity, to motivate future work in

this field. In Figure 5.16 we show z = 3 phaseplots similar to those seen in Figure 5.8,

except now colored by metal mass rather than total mass. Each phaseplot is repeated

four times vertically, and plotted over each are the 1 percent and 20 percent contours for

the four ions being analyzed in this work. As argued in Strawn et al. [2021] and Strawn

17Chen et al. [2001] also reports equivalent width instead of column density, see footnote 16.
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Figure 5.16: Map of phaseplots of all codes at z = 3, similar to Figures 5.8 and 5.9 but
colored by the metal mass, rather than the total. Columns are each code, repeated four
times. Overplotted are 20 percent and 1 percent contours for each ion.
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et al. [2023], in the horizontal “upper” ridge, each ion should be considered collisionally

ionized (CI), and the diagonal “lower” ridge, it should be considered photoionized (PI).

As we can see here, all of these codes have their Si iv PI ion fraction peak

either somewhat overlapping or at least near the general “cooling flow” curve, with

slightly less overlap for C iv. O vi and Ne viii have PI peaks [and in other models with

different parameters, these can be important, see for example Stern et al., 2018, Strawn

et al., 2021], but they take place at densities so low that they are not occupied on these

phaseplots. It is important to note that the CI ion fraction peaks are not at the same

temperatures for all ions. For high ions, these are approaching the bulk of the metal

mass in the hot phase, while for lower ions, the collisional peak is in the less occupied

“middle” region between the cool and hot phases. Therefore, high ions are much more

ubiquitously created through collisional ionization and therefore more weakly sensitive

to density. Nevertheless we note that these collisionally ionized column densities are by

no means totally independent of density, as seen in the leftmost column of Figure 5.13.

Examining these results, we posit that the evolution in ion factorization shown

in Figure 5.13 from low to high ions might be correlated with the switch from dual

contributions of photoionization and collisional ionization for lower ions to collisional

ionization dominance for higher ones, though more research on this point will be needed

and in a larger parameter space than that swept out by AGORA. These results could

be substantially changed with the inclusion of more physics allowing for more small,

cool clouds to survive in the halo or be created there, such as magnetic fields [Nelson

et al., 2020] or higher resolution [Peeples et al., 2019, Hummels et al., 2019]. Future
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AGORA projects which include these improvements, as have been suggested, would be

an excellent way to disentangle these effects as well, and possibly modify the conclusions

found here.

5.4 Discussion and Conclusion

The AGORA project is and remains primarily a community of scientists at-

tempting to understand whether the results of cosmological and galaxy simulations are

at this time converged, and what aspects of this theoretical project are and are not

well understood. Scientific programming is generally not designed to be highly scalable,

or to be adopted en masse and maintained by large, professional companies. Indeed,

as new techniques are developed and processing power increases, scientific codes need

the flexibility of being developed by a small group to remain cutting-edge enough for

original research, with new codes arising whenever their need becomes apparent. Thus,

a large number of groups are developing more or less redundant codes which all at-

tempt to answer the same question: does application of known and commonly accepted

galactic astrophysics create adequately realistic galaxies? It is much more rarely asked,

does the application of this shared physics always create the same results with each

different implementation method? AGORA was founded to analyze this question, and

to generally get the backend simulation developers in contact with one another, so their

simulations could be mutually intelligible.

In Paper I and Paper II, this question was approached by development of
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all codes to accept common input files which standardized the presentation of initial

conditions, heating/cooling functions, visualization tools, and other aspects. With Cos-

moRun (Paper III and IV), it was further asked whether different (commonly used)

physics prescriptions change simulation results, holding everything else, even particu-

larities like initial conditions, constant. It was necessary to expand the scope in this

way because the codes were so particularized in their development that it would be

impossible to effectively modify the codes to use the same “feedback” (which here is

only stellar feedback, though AGORA will be developing new AGN simulations in the

near term) without changing the codes so dramatically from their normal use that it

no longer represented a comparison between commonly used codes. This new approach

made the AGORA project much more complex, as now two variables, code implemen-

tation and feedback prescription, control the outcomes instead of only one, and these

outcomes are correspondingly much more different from each other than they were for

the simulations in Paper I and Paper II.

The result in Paper III was that even with these significant differences, the

codes could be compatible with overall results in star formation, i.e. realistic star

formation histories were compatible with many different feedback implementations. But

as we show in Paper IV and here, other effects such as merger timing discrepancies and

especially the quantity and state of mass and metals distributed into the CGM, and

the state of that gas with respect to observable quantities, is vastly different, making

direct comparisons more challenging. This more complex simulation space leads to

significant benefits as well as challenges. Particularly, it allows us to examine a vast
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parameter space in a way that the individual implementation of each code or the multiple

formation histories of different galaxies can be neglected, which could help us reach a

more sophisticated understanding of the physics, either of the simulations or of their

accompanying analysis tools.

The main results presented in this paper are as follows:

1. All codes retain similar total gas mass into the CGM from z = 6 and below, but

send vastly different metal masses into this region.

2. All codes mix metals between inflowing and outflowing phases in similar ways, but

they are mostly distinguished in how many metals are in either phase, according

to the variety of feedback prescriptions used.

3. All codes have some amount of hot, metal-rich biconical outflows and cool in-

flowing streams. The outflows are significantly faster in grid codes and slower in

particle codes, with moving mesh codes somewhere in between.

4. Spectra between medium-high ions are often kinematically distinct from each

other, and in some codes O vi aligns with C iv; in others O vi with Ne viii,

and in others no alignments are found, showing that the ions visible in spectra do

not always arise from the same gas temperature-density phase.

5. Low ions are more strongly determined by ion fraction, while high ions are more

strongly determined by metallicity. This difference may have to do with the pho-

toionized or collisionally ionized origins of the species at different energy levels.
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6. Most codes underpredict ion column densities for most ions, with significant spread

between codes. Low ion column densities generally have more impact parameter

dependence than high ions, which have stronger code and feedback type depen-

dence instead but change less steeply with radius.

Future work with the CosmoRun galaxies will involve more detailed compar-

isons with observations using the radiative transfer code powderday [Narayanan et al.,

2021], and possibly a final follow-up on halo evolution (Papers III and IV) down to z = 0.

Other projects will include continuing analysis of ionization states in the CGM and fur-

ther analysis of the satellite galaxies in a follow-up to Paper V. Additionally, new codes

such as swift [Schaller et al., 2023] and gadget-4 [Springel et al., 2022] have expressed

interest in joining this project. These will be added to future CosmoRun papers, though

they had not finished running at the time this work was submitted. Finally, a re-run of

the CosmoRun simulation with higher resolution might be executed to compare how the

increased resolution changes each code, as well as allowing us to compare more detailed

structures such as clumps or smaller clouds in the CGM.

Besides these, AGORA will continue to run new simulations, including simula-

tions of an AGN interaction with the isolated disk conditions of Paper II, and technical

analyses of the codes’ responses to heating and cooling curves (Revaz et al., in prep.).

As the simulation community continues to add newer and more efficient physics and

implementations, collaborators are committed to planning new AGORA simulations to

continue to dive into their effects, as simulation groups around the world try to converge

on all the critical questions surrounding galaxy and cosmological evolution.
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Part III

Conclusion and Future Work
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Chapter 6

Conclusion

Overall, the circumgalactic medium is a complex, and in many ways still poorly

understood, region of the cosmos. While there are glimpses towards a future with

widespread emission line mapping which can give a much more straightforward picture,

for now the mosaic formed through the numerous absorption line studies, with generally

a single LOS through each studied halo, is the best we have. Simulations, both on small

scales (cloud dynamics, etc.) and large scales (cosmological zoom-ins) are essential to

get as much understanding out of this sparse data as possible. However, care has to

be taken not to over-interpret simulations, as there is a significant degeneracy where

models broadly do not agree with one another, but could each be compatible at a top

level with observations. Each of my three works in this thesis hit at some of these key

questions of interpretation. Here I list the main takeaways that I believe will remain

useful to future researchers in this field.

The most important addition I have made to this field is in Chapter 3: the
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definition of PI and CI gas summarized in Figure 3.3. This is the first time an algorithm

has been determined (shown in Figure 3.2 and described in Section 3.2) to fully charac-

terize any ion as PI or CI according to its position in phase space. Other work generally

either oversimplifies this, assuming only one mechanism is relevant for all ions, or on

the other hand overcomplicates it, assuming that there is no possibility of identifying

the singular mechanism in a particular gas parcel. We have shown in Chapter 3 that in

fact dividing the two populations is fairly straightforward, depending primarily on tem-

perature: if the temperature of a particular parcel is T and an ion’s ionization energy

is εi, all ions with T > 0.06εi are CI-dominated, and all ions with T < 0.06εi are PI-

dominated (Figure 3.8). Since the two populations respond in radically different ways

with changes to their conditions, being able to properly apply this definition to either

simulations or observations could help significantly improve our physical understanding.

Second, the main result from Chapter 4 was a great example of the utility of

this definition. While I believe there is far too much uncertainty involved in cosmological

zoom-in simulations in general to trust the ultimate outcomes of this simulation set, it

still shows a case where the definition in Figure 3.3 helps to improve our interpretation

and find unknown physics in existing simulations. This is best demonstrated in the

interface layers discovered in VELA3 in Figure 4.4. These would be practically invisible

in the simulation except that they happened to align with the cutoff between PI and CI

O vi. This three-phase system, with the streams, interfaces, and bulk, gives a plausible

model for the CGM which would allow for coincident low and high ions. The significance

of the radically different behavior of the two mechanisms is most clear in Figure 4.13.
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The stream O vi fraction decreases markedly as the gas flows towards the center, because

PI gas is sensitive to density, while the interface O vi fraction remains perfectly flat,

because CI gas is density-invariant. This allows us to explain some otherwise confusing

or bizarre results such as the outer-halo being predominately photoionized as in Figures

4.5 and 4.6. While those results about the outer-halo being PI-dominated would be

very significant themselves if the parameters of VELA end up being more correct than

other contemporary simulations, it is more likely in my view that the interfaces aligning

with PI vs CI O vi is simply a coincidence, and might be different in other simulations

or the real Universe. Regardless, there will be clouds where the same ions are created

through different mechanisms, and if it ever becomes possible to distinguish between

them, we could discover a new window into interpretation of the shapes and geometries

of the observed ion set.

Finally, the main takeaway for the average reader from Chapter 5 is most likely

to be that cosmological simulations are not yet converged on their outcomes in the CGM.

At least, not at the resolution available to AGORA and with the agreed-upon physics.

It is clear from this work that feedback implementation and numerical recipe have much

more dramatic effects on the physical state and composition of gas out in the halo than

we imagined, even while stellar mass can remain remarkably similar. However, this

takeaway is, in my opinion, not the most striking result of this paper. I have a much

more optimistic view, which is that this kind of unconverged meta-simulation space, the

space of all simulations with a degeneracy of implementations, can itself be useful for

understanding the basic assumptions which go into interpretation. Specifically, I mean
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that in the ion decomposition in Figure 5.13, we show that the codes having vastly

different metallicity and ion fraction structure causes them to fill out a much broader

range of parameter space than a single simulation would. This allows us to show that

there is a broad effect on observable ions: low ions are predominantly determined by

ion fraction, while high ions are predominantly determined by metallicity. This is a

critically important result in its own right, as it demonstrates that low ion distributions

are a result primarily of intra-halo distributions, while high ions are going to differ

mostly in the amount of metals they send to the CGM (which become overall better

mixed than extremely sensitive ion fractions). But even more important is that, because

of the controlled nature of AGORA, this is definitively shown to be an effect of the

interpretation software and not of the specific code. In a single simulation suite, this

result could be passed off as dependent on any number of conflicting variables, especially

stellar mass.

I believe that improvements in our understanding of the CGM will necessitate

improvements in our understanding of the subtle effects, whether intentional, uninten-

tional, or emergent, of our interpretation software. I have shown that effects which

appear to be physical can actually be a result of our interpretation framework (like the

ion decomposition energy dependence), or that effects which appear to be a result of an

arbitrary definition could in fact be physical (like the Kelvin-Helmholtz interface layers

in VELA3).

I have been very lucky to be able to take part in this work, and hope these

results, and this overall approach, are of use to the field in the future.
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Chapter 7

Future Work

In this section I will detail two projects which I started during my graduate

career and think would be interesting follow-ups to my existing work. At the time of

the submission of this thesis, my personal career trajectory looks very different, and

unfortunately I may not follow through with these projects myself. Regardless, I would

be very interested in helping others along these lines, or possibly taking this up in the

future.

Until very recently, almost all studies of absorption-line systems in the CGM

referred to “clouds” of individual ions. These clouds are usually assumed to be rough

spheres scattered throughout the dark matter halo. At most, they could be correlated

with each other (see for example Stern et al. [2016], where “low-ion” clouds are embedded

in larger “high-ion” clouds), but usually they are treated as wholly separate populations.

The clouds’ properties would be inferred from the absorber’s location, column density,

and ionization modeling scheme, which gives an estimate of the temperature, density,
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and radius. All of this has been changing in the last decade or so. Instead of “clouds,”

researchers in the CGM are getting more adept at using “phases” which fill large regions

of the CGM volume. Each phase contains a number of different ions, and phases may

change their physical properties with distance to the galaxy.

After the major results of COS-Halos [Werk et al., 2013], it became clear that

the CGM cannot be a single-phase region, and standard ionization modeling cannot

successfully place high ions and low ions in the same phase in the significant quantities

found in the literature. So, there is at least one cool, high-density phase, and at least

one hot, low-density phase. There is now also much more appreciation for the relevance

of both PI and CI mechanisms, which might take priority in different phases.

In my view, one of the best works to this effect is Haislmaier et al. [2021]

[hereafter H21], which inspired much of Chapter 3. They used Monte-Carlo modeling

to place each ion detection in several complex absorbers from CASBaH observations into

either CIE, PIE, or PI+CI phases, with three-phase models being strongly preferred in

four out of five cases. This work was mostly a proof-of-concept and only analyzed a

few systems, but the conceptual advance of searching for only a few realistic “phases”

which might have different tracers has gotten us much closer to a realistic picture of the

CGM than we had even five years ago.

At the same time, there have been quite a few theoretical advances on this

topic. The basic structure of the CGM has been known for many years – inflowing cold

streams serve as fuel for continued star formation, while supernova/AGN feedback and

shock-heating leads to the bulk of halo volume being warm-hot and low-density [see for
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example Dekel et al., 2009]. While there has been speculation about the cool streams

and hot bulk also being the two phases necessary to explain CGM observations, not

enough details are known on either the theoretical or observational side to meaningfully

test this prediction. In order to do that, we need to move from “phases” to “structures” –

models where realistic physical mechanisms give rise to phases in dynamic relationships

with one another. To that end, my collaborator Nir Mandelker’s work [M20a, M20b] has

led me to wonder if one plausible three-phase CGM could be simply the cold streams

and the bulk, plus a Kelvin-Helmholtz instability layer at the interface between the two,

as seen in Chapter 4.

Cosmological simulations are an essential middle ground between theory and

observations, and have aspects of both. If observable quantities align between simula-

tions and observations, they can help elucidate what underlying physics controls this

value, and on the other hand if theoretical “structures” can be detected inside simula-

tions, they can help explore otherwise very subtle consequences of the models. However,

the intrinsic complexity and cost of these simulations makes it difficult to accurately

evaluate what mechanisms are important. Even when only stellar feedback is at stake,

differences in implementation already create wide disagreements between codes, even

with identical initial conditions, cosmologies, and gas physics (see Strawn et al. [2023b,

submitted], Chapter 5).

In my simulation work, I have found that one important aspect of cutting

through the noise is to keep both directions of this comparison alive, i.e. comparing the

simulation both to observational quantities and to theoretical models. For example, in
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Figure 7.1: Left, Right: Temperature and metallicity slices, respectively through a
mockstreams model designed to closely match VELA3 results [Tiwari et al., 2021].
Middle: VELA3 slices of the same fields (Figure 4.3) that model streams are designed
to emulate.

Strawn et al. [2021] (Chapter 4), I involved both Jonathan Stern on the observational

side, comparing results to Stern et al. [2016, 2018], and Nir Mandelker on the theoretical

side comparing to M20a, M20b, effectively showing that a simulation that is “something

like” M20a, M20b’s inflowing stream models results in a CGM that is “something like”

COS-Halos, but following a complex series of steps, with the same ions sometimes arising

from different phases or using different mechanisms in different regions.

7.1 MOCKSTREAMS

As the simulations get more complex, they have convinced me it would be at

least as instructive to try to “observe” these complex features in the model itself as it

would be to check the model’s similarity to the simulations. The first major project I

propose is to instantiate the M20a, M20b set of equations for streams and interfaces in
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the CGM (hereafter “the model”) as a simple geometric structure.

Similarly to how only one phase, the interface, was necessary to power Lyman

alpha blobs in M20b, I want to know in what circumstances the stream, interface, and

bulk phases can each contribute to the overall detections of different ions, especially

C iv, O vi, and Ne viii, and whether these ions are PI or CI in each. Some of the

source code for this study has already been written, developed in 2021 by myself with

collaboration from high school students I supervised in the UCSC Science Internship

Program. This code mockstreams (Figure 7.1) takes in a set of physical parameters

from the equations within the model, and outputs a complete 3D grid of temperatures,

densities, metallicities, and velocities. This grid is fully readable by yt and trident as if

it were a cosmological simulation, and therefore existing scripts, including quasarscan

[Strawn et al., 2021] can be used to make mock observations of it.

While some improvements are still necessary to make the mockstreams out-

puts more physically realistic (especially adding turbulence and random density vari-

ation), once that is done the main project will be to compare how ion fractions and

ionization mechanisms change with different model parameters. This will involve com-

parison of the models to HST spectra such as COS-Halos [Werk et al., 2013] and CAS-

BaH [Burchett et al., 2019] on the one hand and to high-resolution zoom-in simulations

like VELA [Ceverino et al., 2014] and FIRE-2 [Hopkins et al., 2018] on the other. Ex-

amination of where the simulations, the models, or both accurately reflect observable

quantities will help us much more easily identify what physics is essential to the dis-

tribution of observable ions, in a very different way than by comparing simulations to
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observations directly.

7.2 Multi-mechanism CGM

I am also interested in advancing the observational framework itself, outside

of the 3D geometrical models. While I admire work done in H21, I believe that there is

a particularly important takeaway from my recent work Strawn et al. [2023] that was

not accounted for there and would lead to a second major project. Specifically, in H21

one random variable tested against was which ionization mechanism is “relevant” in

each phase, where phases could individually have PI and CI mechanisms turned “on”

or “off” before the stochastic assignment of ion detections to them. While I have a

strong appreciation for both mechanisms being relevant, and being relevant in different

places for different ions, I believe there is nowhere in the CGM that only one mechanism

exists. Even if both mechanisms are always “on”, hotter phases will be CI for more ions

than cooler phases. In fact, we showed in Strawn et al. [2023] that the strength of the

ionizing background is only weakly correlated to which ions are PI and which are CI,

so even if gas is responding to more exotic radiation sources than HM12, the ionization

mechanism will not change much, only the ion fraction, and only if the ion is PI.

The focus of this project would be to analyze detailed kinematic results of

CASBaH using a Bayesian phase-assignment scheme similar to H21, with ions assigned

stochastically to different phases, but instead of retrying multiple models with each

mechanism presumed “relevant” or “irrelevant,” assign rough temperatures to each
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Figure 7.2: With T3 = 105.4K, preliminary heatmap of best temperatures T1 and T2
to match H21 component 0.4B with three-phase PI+CI temperature model.

phase. Specifically, we can assign them to (1) a “warm-hot” phase, in which all ions

except perhaps the highest are CI, (2) a “cool” phase, in which high ions are generally

PI and low ions are generally CI, or (3) a “cold” phase, where all ions are basically

PI (see Figure 7.2 for a preliminary three-temperature fitting of a particular compo-

nent). Depending on whether an ion is PI or CI, and whether a detection is made,

constraints can be given for more precise temperature, density, and metallicity esti-

mates of these phases, while the use of bootstrapping can help us to find likely outliers

or other-phase (hot, cool-turbulent, etc.) contributions. Besides using this method to

see what phases are “preferred” in an abstract sense, we would also check the results

of this study against mock spectra from simulations, such as the varied examples from

AGORA (Figures 5.10 and 5.11) or the FIRE galaxies. Comparing alignments in the

observations to those found in information-dense simulations would lead to a variety of

options for interpretation of the phase-assignment scheme. This will suggest what addi-

tional considerations will need to be added to the M20a, M20b models to fit remaining
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quantities which were not successfully fit with the mockstreams project.

7.3 Follow-up projects

Besides these two new projects, there are a number of obvious follow-ups to

my previous projects, especially with new collaborators getting involved. First, the

AGORA project will be starting new simulations over the next few years, and continuing

CosmoRun to redshifts below 1. Opportunities for a better-resolved CGM, or to analyze

the interactions between the CGM and multiple implementations of an AGN would be

very interesting, and both are currently proposed as near-future AGORA projects. As

additional papers are still planned for further analysis of CosmoRun, development will

continue on the AGORA ANALYSIS package, for researchers who want to easily access

the AGORA simulations. The release of VELA6 (Ceverino et al. 2022) also will bring

in many new students and researchers from the Primack, Dekel, and Klypin orbits to

compare these simulations to the observations and to previous versions, and I would

happily contribute to a comparison against the VELA3 CGM results in Strawn et al.

[2021] (Chapter 4).

7.4 Final Notes

Continuing to deepen our knowledge of the CGM will require more than bet-

ter simulations, though those play a critical part. It will require the kind of paradigm

shift we have seen from “clouds” to “phases” to be repeated: from “phases” to “struc-
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tures;” from “phases with different physics” to “phases with the same physics in different

regimes;” and in the next few years we will need many other advances of this sort as

well. I propose here that our theoretical models are getting advanced enough that we

can finally compare observations to models directly, and our cosmological simulations

are getting complex enough that they themselves need to be compared to models to be

properly understood. By pursuing these projects and others in the same vein, we can

continue to thread this needle until our picture of the CGM is as well-understood as

other galaxy formation processes are today.
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Part IV

Appendix
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Appendix A

Low Ions of Heavy Elements

In Sections 3.2, 3.3, and 3.4, the neutral and singly ionized species of Mg, Na,

Al, and Si were generally not shown. This omission is because at the low tempera-

tures which would presumably house the transition points for these ions, they are not

adequately characterized by the shapes described in Section 3.2. While some of them

appear to follow similar patterns, and indeed the algorithm as initially written does

classify them as one or the other, they do not have several of the features which should

be present in either PI or CI, and the temperatures of their “cutoffs” were far out of

line with all the predictions in Section 3.4.1.

To explore the new processes that appear, in Fig. A.1 we analyse a large

portion of the ion fraction grid, showing fraction with density at a wide range of tem-

peratures. The leftmost two columns show F and Ne, which we will consider “light

elements” because they are in the second row of the periodic table. The rightmost four

columns show Na, Mg, Al, and Si, which are “heavy elements,” in the third row. In
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Figure A.1: Like Fig. 3.2, but showing neutral (blue), singly-ionized (orange), and
doubly-ionized (green) species of the six largest atoms studied here. Linestyle represents
the naive sorting of each ion into PI (dashed), CI (dot-dashed), or transitionary (solid).
In each cell are 5 lines of each color, representing increments of 0.2 dex in temperature.

each panel, five lines are shown for each at increments of 0.2 dex in temperature. While

they are not labeled individually, they do follow some expected trends, (i.e. neutral

fractions always decrease with increasing temperature, though see point (iii) below).

Essentially, the usual case (light elements) is naive PIE at T < 104 K. At

high enough densities, ion fraction for the neutral state approaches 1, all other states

approach 0. Each state has a peak at some characteristic density, and while the peaks

are not always exactly the same height or width, each ion is dominant around its own

peak, with at least 50 percent of the total. At higher temperatures, ions transition to

CIE on the high-density side, with characteristic flat shelves even for low ions.

In contrast, there are several strange behaviors for the heavy elements which

do not appear to follow the “universal” patterns.
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1. Na i and Al i are never dominant over Na ii and Al ii, even at the highest densities

and lowest temperatures. This outcome is of course possible with a CI classifi-

cation, however Na can be seen to actually curve upwards at high densities at

around 104 K, showing this “CI” region is not at all density-independent. Al i

does the same when extended to higher densities, though not shown here.

2. Mg ii and especially Si ii have extremely wide peaks, even reaching a long plateau

before declining slightly at very high densities. This plateau is effectively density

independent, and therefore the high-density decline would is not simply according

to the decreasing strength of the ionizing background as a “PI” classification

would assume, but due to the trade-off between the photoionization mechanism

and another mechanism.

3. Mg i and Al i have large regions in temperature space where, while the shape

appears “CI,” changes in temperature have no effect on the fraction. The 7 lines

for Al i between 103 and 104.5 K are all overlapping, and Mg i fractions from 103.5

and 104.4 K have very little movement.

All these effects take place because the assumption that ions can be catego-

rized as a binary of “primarily PI” and “primarily CI” relies on the fact that the no

other mechanism is relevant, even though there are a variety of both ionization and

recombination processes studied in the literature and implemented in Cloudy. In

densities relevant to the CGM, usually the only relevant ionization mechanisms are

photoionization and collisional ionization, and the only relevant recombination process
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is radiative recombination. Radiative recombination cancels out the density dependence

of collisional ionization rates, leaving “CI” ions completely density independent at fixed

temperature, while it does not cancel for “PI” ions, giving rise to simplified peaks at

fixed temperature.

The other ionization processes relevant in astronomy include the Auger process

and charge transfer, while other recombination processes include dielectronic processes,

three-body recombination, and charge transfer [Ferland et al., 1998, Dopita and Suther-

land, 2003, Kallman et al., 2021]. For the lowest ionization states of heavy elements,

specifically those with valence electrons in the 3n shell, electrons are not tightly enough

bound to the nucleus to effectively resist these other processes. This susceptibility is

not only because they have low ionization energies, but also because their electrons have

larger average distance to the nucleus, and lower average speed, and so are easier to

interact with. A detailed study of this regime, including analysis of whether this regime

is relevant in the CGM at all, will almost certainly be much more complicated than the

PI and CI binary explored here, and is left for future work.

The main use case of the approximation presented in Section 3.5 remains for

ions which are ionized more than once, including fully-ionized states. To some extent

(Fig. 3.8) even the lighter elements have difficulty following the trends for neutral

and singly ionized ions, however the definition at least is coherent and consistent. For

these heavy elements, it is neither, and they effectively show the limits of where this

approximation is appropriate.
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Appendix B

Larger-scale cosmological context

In Figure B.1 we show a copy of Figure 5.5 at much larger physical scale,

now out to 6.0 Rvir in each direction, with the approximate zoom-in region of 4.0

Rvir outlined in black. There are two main effects visible in this figure. First, we

show the full extent of the metal pollution of the IGM from each of the AGORA galax-

ies. While the biconical outflows are very visible on the small scale, at this scale the

azimuthal differences become negligible. Instead, each code fills in a rough sphere of

metals, with varying distances according to feedback strength. As a result of their fast,

metal-rich outflows, art-i and ramses fill the whole volume out to 4.0 Rvir at high

metallicity close to solar values. changa-t and gizmo fill a similarly sized sphere, but

at lower metallicities near 0.01Z⊙. enzo, gadget-3 and arepo-t fill out a smaller

sphere, or only parts of it, leaving the biconical outflows somewhat more visible. Finally,

gear remains fairly low metallicity out to large radii as commented on in Section 5.3.2.

The second effect visible in this figure is the interconnection between the cool
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streams mentioned throughout the text and the larger-scale cosmic web. Intergalactic

filaments are generally the source of these streams [e.g. Birnboim and Dekel, 2003,

Dekel and Birnboim, 2006], and we see in the AGORA galaxies here that there are

three major filaments entering the density and temperature pictures with roughly the

same orientations as the “streams” mentioned in discussion of Figure 5.5. While we

commented in Section 5.3.2 that these sometimes mix before entering the galaxy or even

before entering the halo, depending on fairly sensitive numerical effects, on this scale

the same structures are always visible in all codes, due to the shared initial conditions.

All codes contain high-temperature regions around their central galaxy, which have

some overlap with their metal-rich spheres, however the exact temperature and size

can vary. For example, changa-t in the temperature projection looks similar to art-i

and ramses, and gear is more or less indistinguishable from gadget-3 and arepo-t.

Notably, we can see that on the IGM scale, the gizmo code is significantly hotter all

the way out to 4.0 Rvir than the others, even though in the CGM and galaxy it has

similar dynamics to the other codes.
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Appendix C

Overall Distribution of Ions

In analyses of ion fractions such as Figures 3.1 and 3.2, there are clear peaks

in ion fraction as a function of temperature and density. It is very straightforward to

integrate this information alongside an overall phase plot to get an understanding of the

basic distribution of each ion phase, both in terms of how much each ion is present, but

also in terms of whether it is predominantly CI or PI throughout the CGM. In Zhu et al.

[2021], we made a first attempt to answer this question by integrating over the galaxy

and CGM of the VELA simulations [Ceverino et al., 2014, Strawn et al., 2021], and

found some fascinating results, which would be excellent candidates for further research

into down the line.

In Figure C.1 we show how oxygen is distributed into the nine total states

throughout the galaxy and CGM, split by mass. The distribution in all mass bins has

a peak at surprisingly low ionization level, at around O ii or O iii, and steadily decline

until reaching O vi. Then, ion fractions increase again, showing significantly elevated
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Figure C.1: Here we show the ion distribution of the same selected VELA3 galaxies as
seen in Strawn et al. [2021] (Chapter 4), separated into the low, medium, and high mass
bins on the left, middle, and right, respectively.

O vii - O ix. The same structure is true for all ions we examined, including carbon and

neon: the lithium-like ion with three electrons remaining, while it has one of the most

resonant absorption lines, also happens to be a local minimum in ion fraction. This may

well be a causal relationship, as the lithium-like ion is more likely to be ionized further

due to its straightforward quantum structure.

We also see that there is an interesting dependence on ionization mechanism

according to the definition in Section 3.21. Low ions are almost uniformly photoionized,

as is often naively assumed, and high ions are more likely to be collisionally ionized.

However, this is not uniform: O vi is always more PI than CI, and only O vii and O ix

are more CI, skipping O viii, which is generally PI-dominant. Since O ix is functionally

invisible, this would suggest that O vii (and helium-like counterparts for other metals)

is the only ion which would be predominantly visible as CI gas, though O vi and

O viii both have similar fractions and likely both would be probed. This also depends

somewhat strongly on galaxy mass, showing as seen in Roca-Fàbrega et al. [2019] that

1In 2020, the definition was not fully defined for neutral oxygen O i, and so it is not distinguished
like other ions
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Figure C.2: Here we show the column density distribution in a similar form as Figure
C.1, separated into the low, medium, and high mass bins on the left, middle, and right,
respectively. Different colors represent different detection thresholds, with blue being a
threshold of 1013cm−3 red 1014cm−3, and green 1015cm−3, and linestyles represent total
gas (solid), PI gas (dashed), and CI gas (dotted).

higher mass halos have more significant CI components, but PI is so dominant for so

many ions that this really only matters for O vi through O ix.

This follows some amount of projection effects, as well. By projecting along

all three primary axes of total column density for each ion, CI-only column density,

and PI-only column density, we show covering fractions of these different populations

in Figure C.2 to different detection thresholds. Even though mass and metallicity are

both lower with increased distance, significantly tilts the graph in the direction of higher

ions, because projections overall increase the contribution of gas further away from the

central galaxy. At the lowest threshold, high ions have a fraction around 1.0, while

higher thresholds have a peak around O v, and the highest peak at O iv and lower,

showing almost no coverage of the higher ions. Mass dependence is very similar to

Figure C.1.

Finally, it is interesting to consider ion fraction distributions as a direct func-
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Figure C.3: Ion fraction in bins throughout the CGM of a VELA3 galaxy at redshift z=2.
This image shows a modified form of a phase plot as shown in Figure 5.8. The x-axis is
density, y-axis temperature of each bin, while the inner axes shows the distribution into
the nine states of oxygen, with O vi marked with a dot. The outer box color indicates
the mass fraction in this temperature and density bin, while the line color represents the
metal mass fraction and the dot color represents the O vi mass fraction. Places where
the colors do not agree indicate overrepresentation or underrepresentation of O vi vs
O, O mass vs H mass, etc.
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tion of temperature and density. In Figure C.3 we analyze the distribution of parcels

of gas organized in phase space by their temperature and metallicity. Unlike one would

naively expect, ion fractions are not extremely sharply peaked in phase space, e.g. gas

where O vi is present generally also has O v and O vii. However, the opposite is not

always true. This shows that while the vast majority of O vi does track with overall

gas mass and metal mass, at very low densities and high temperatures, it is underrepre-

sented compared to the total oxygen there. O vi never really peaks in the distribution,

and instead it is O vii which peaks throughout the majority of phase space bins. This

suggests that O vii should be studied to get an integrated view of much more of phase

space than O vi, which really primarily tracks the warm-hot, relatively gas of the CGM.
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