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Abstract

Magnetic materials are useful in myriad ways, playing a critical role in modern so-

ciety. Magnetic measurements however, serve a much larger purpose than solely char-

acterizing magnetic materials. Information obtained from magnetic measurements is

essential across a wide swathe of materials, ranging from topological quantum mate-

rials to catalysts and battery materials. As with many advanced characterization and

measurement techniques, practical aspects of magnetic measurements requires expe-

rience that is not readily gained from textbooks and user manuals. As one example,

the nature of the measurement and the interpretation of data can be strongly sample-

dependent and appropriate experimental design is essential to obtain reliable results

in an efficient manner. In this “Methods and Protocols” contribution, we seek to de-

mystify magnetic measurements for non-experts, discussing best practices for a range

of different magnetic measurements with illustrative examples.
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Introduction

Magnetism is a fundamental property of molecules and materials, making magnetic char-

acterization a powerful probe with great versatility. Magnetometry is often considered to

be a tool that is employed to establish magnetic ground states associated with ferro or an-

tiferromagnetic order, the formation of skyrmion order, spin canting, frustrated magnetic

states, etc.1–4 However, magnetometry can also provide provide insights into a diverse

range of materials and applications where magnetic ground states are not the principal

function. For example, magnetometry can be employed to characterize changes in the

electron count of battery materials during cycling,5 and can help measure the entropy

change through a magnetic transition, which is essential for the screening magnetocaloric

materials.6

The diversity of magnetic characterization techniques makes it difficult to be an ex-

pert in the field as a whole. However, the versatility of what one can learn means that

even non-specialists can gain remarkable insight from a carefully conducted experiment.

The purpose of this contribution is to bridge the gap between the concepts described in

textbooks and the results shown in the literature. Therefore, we will not discuss the funda-

mental physics of magnetism; for this we recommend Introduction to Magnetic Materials7

or the section on magnetism in the recent text Solid State Materials Chemistry.8 Instead, we

will focus on the practical side of magnetic measurements, particularly on experimental

design with modern instrumentation. The topic of molecular magnets is rich and thriving,

but is outside the scope of this contribution and interested readers are pointed to recent

review from Chilton.9 While the measurement techniques described here are pertinent

for superparamagnetic, ferromagnetic, and antiferromagnetic nanoparticles, they are not

explicitly discussed here, and other resources will complement this contribution.10

We begin by discussing magnetic units, followed by sample preparation, and review

the basics of setting up a magnetic measurement. With this foundation, we discuss one

of the most common uses for magnetic measurements, the characterization of magnetic
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behavior through temperature and field-dependent experiments. The section that follows

describes the process for calculating a change in entropy over a magnetic phase transition

from temperature-dependent magnetization measurements. After a survey of magnetic

measurement methods, we describe the characterization of relevant materials including

spin glasses and superconductors through magnetometry. We end with a brief discussion of

complementary techniques, focusing on Mössbauer spectroscopy and neutron diffraction.

This last section is not meant as a tutorial, but a suggestion of experiments to explore when

magnetometry leaves unanswered questions.

Practical units in magnetic measurements

Different domains of inquiry have historically used different magnetic units. Here, we

describe the units that are commonly preferred by materials chemists and some context

for their use, as summarized in Table 1.11 Typically, CGS units are preferred over SI. The

magnetic field seen by the sample is represented by H, and is best reported in Oersted

(Oe) or kiloOersted (kOe). For high magnetic fields, the unit Tesla (T) is also employed

in the literature, and 1 T = 104 Oe. In SI units, the correct description is µ0H rather than

simply H, where µ0 is the permittivity of a vacuum.

Applying a field to a sample will lead to a response, which is the magnetization (M)

that is reported in electromagnetic units (emu) and is the form of data output by most

magnetometers. To be able to compare across studies the magnetization can be converted

to a susceptibility (χ = dM/dH ≈ M/H) through normalizing to the applied field on a per

mole basis. The CGS units of the molar χ are emu mol−1 Oe−1. The susceptibility is often

also reported in units of the inverse volume (cm−3) rather than on a per mole basis. For the

types of analyses we discuss here, the molar χ helps relate back to the materials chemistry.

In some cases, it is more informative to report magnetization in Bohr magnetons (µB) per

formula unit or per magnetic atom. The conversion between emu and µB is based on the
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definition

µB =
eh

4πmec
(1)

where e is the charge of an electron, h is the Planck constant, me is the electron mass

and c is the speed of light. A convenient multiplicative factor is though the conversion

5584 emu mol−1 = 1µB per formula unit. This conversion is usually applicable to the

saturation (i.e., high-field) magnetization of a ferromagnetic or a ferrimagnet, well below

the magnetic ordering temperature. Note that this conversion of the magnetization to

a magnetic moment should not be confused with the effective magnetic moment (µeff)

extracted from Curie-Weiss fits to paramagnets, discussed later.

Table 1: Summary of practical magnetic units.

variable definition units
H field seen by sample Oe, kOe
M magnetic response of sample, magnetization emu
χ molar magnetic susceptibility of the sample emu mol−1 Oe−1

Experimental details

Sample preparation

This section discusses general concerns for the preparation of solid samples, as appropriate

for modern, widely deployed magnetometers such as a superconducting quantum interfer-

ence device (SQUID) magnetometer. The sample preparation process is summarized in

Figure 1.

Magnetic measurements begin from the moment one pulls out the reagents. With mag-

netic materials, sample contamination can dramatically impact observed results. For ex-

ample, in hafnium oxide films, contamination from metal tweezers led to an erroneous as-

signment of a ferromagnetic phase.12 These types of environmental impurities can greatly
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Figure 1: Sample preparation for a typical magnetic measurement. Samples must first be
precisely weighed in an appropriate sample container. Sample containers can be mounted
on a brass or silica rod, plastic straw, or ceramic paddle depending on the sample and
temperature range of interest. The first step after loading the sample into the instrument
is centering the sample within the detection coils. During centering, a magnetic field
(Happlied) polarizes the magnetic moments within the sample. As the polarized sample
moves through the detection coils, an electric field is generated according to Lenz’s Maw.
The maximum detected signal indicates the sample position.
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contribute to the measured magnetization during data collection for materials with small

magnetic responses, including paramagnets and antiferromagnets. Platinum is a known

paramagnet without an ordering temperature down to temperatures below 2 K,13 but a

bump can be see in the temperature-dependent susceptibility collected for this contribu-

tion near T = 50 K in Figure 2. The shape of this feature suggests an antiferromagnetic

impurity, although the identity of the other material is unclear.

Figure 2: Susceptibility as a function of temperature for platinum metal. Platinum metal is
a Pauli paramagnet14 and therefore should exhibit temperature independent susceptibility
as previously reported by Hoare et al. and plotted as black circles. However, the data
collected both under ZFC and FC conditions here show clear temperature dependence and
a transition near T = 50 K. These anomalies indicate the presence of an environmental
impurity.

The ideal sample mass to load for a measurement depends on the sample magnetiza-

tion. In all cases, however, knowing an accurate sample mass is imperative for extracting

parameters per formula unit. For materials with high magnetizations, a large sample mass

could lead to a signal which is high enough to saturate the detector. Conversely, if too small

a sample mass of a low magnetization material is measured, the signal might be below the

detection limits, or the signal could be dominated by environmental impurities. For a

previously uncharacterized material, masses between 10 mg and 20 mg are good starting

point for measurement on SQUID magnetometers. Strong ferromagnets and supercon-
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ductors will require masses as small as 3 mg. The accuracy of measurement will increase

as the sample volume and shape approaches those of the standards used to calibrate the

instrument.

With the correct sample holder, powders, sintered samples (solid pellets), and single

crystals can be loaded and measured. For measurements between T = 1.8 K and T =

370 K, the sample is commonly packed in a polypropylene sample holder that is snapped

into a brass sample rod. It is also possible to mount single crystals, films, or sintered sam-

ples directly onto a silica rod or paddle using GE varnish or another compatible adhesive.

Using a paddle sample holder has the additional benefit of providing the user control over

sample orientation with respect to the field. Orientation dependent measurements, al-

though outside the scope of this contribution, are essential for characterizing the magnetic

susceptibility along different crystallographic and macroscopic directions.15,16 This control

is particularly important for thin film or single crystalline samples that have anisotropic

magnetism and/or structure. Air sensitive samples should be sealed within low-impurity

glass or silica ampules. Samples tubes employed in nuclear magnetic resonance (NMR)

spectroscopy usually work well for this purpose. For alternating current (AC) and high-

field measurements, samples can be embedded within paraffin wax or other low suscep-

tibility, diamagnetic materials in a plastic capsule to prevent particle motion in response

to the field. High temperature measurements between T = 300 K and T = 1000 K using

an oven stick require sintered, pressed, or single crystal samples to be mounted onto an

alumina sample holder using Zircar cement.

Once the sample is loaded onto the sample holder, one must center the sample within

the instrument chamber. During centering, the sample moves completely through the de-

tection coils, several times the distance covered during a measurement the sample (Figure

1). The detection coils are second order gradiometers, which reduce the impact of ex-

ternal, environmental fields. The changing magnetic flux through the detector coils from

the moving sample induces a change in the electric field measured by the detection coils.
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This process necessitates on accurate knowledge of the initial sample position. Inaccurate

centering can lead to inaccurate magnetization values.

The first step in centering is to note the general location of the sample when loading

the sample into the holder, ensuring that it is close to optimal. The automated centering

process can then precisely find the sample through moving it completely and noting the

shape of the response as shown in Figure 1. In order generate a magnetic response while

centering the sample, a field of anywhere between H = 200 Oe and H10 kOe is applied to

the sample at room temperature. Materials with a small magnetization, including antifer-

romagnets, paramagnets, and small samples, will require a higher field. Centering at low

temperature can be helpful for paramagnetic materials or for materials that undergo an or-

dering transition on cooling to maximize the observable magnetization. If the automated

processes do not yield physically meaningful or accurate results, manual centering may be

called for. This is done using a knowledge of where the sample is installed on the sample

holder. During a temperature or field-dependent measurement, it is may be important to

recenter the sample to account for temperature and field effects on the sample.

Setting up a measurement

Types of experiments

Measurements can be divided into two main types, direct current (DC) and alternating

current (AC). DC measurements, in which a field is applied and held constant, are more

common and are appropriate when dynamics of spins are negligible. AC measurements

are often used to supplement DC measurements to gain additional information into mag-

netic phase transitions, and to understand spin dynamics.17,18 In an AC measurement, the

applied field oscillates between its positive and negative value at a set frequency. At the

low frequency limit, this nearly approximates a DC measurement, where the measured

magnetization MAC depends on the drive field HAC , the magnetic susceptibility χ, and
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time t from the initial pulse as MAC = χHAC sin(ωt). On increasing the frequency of the

oscillating applied field, the magnetic spins can lag behind the magnetic field switching

from an irreversible process. This lag manifests as a phase shift in the measured magneti-

zation compared to the phase of the applied field. Typically, this phase shift is expressed as

the in-phase magnetic susceptibility, χ′, and the out-of-phase magnetic susceptibility, χ′′.

χ′ and χ′′ relate to the total magnetic susceptibility as χ = χ′ + iχ′′, and therefore are also

commonly referred to as the real susceptibility and the imaginary susceptibility, respec-

tively. χ′′ will have a non-zero value if there is any lag of the spins behind the oscillating

field.

Sample Demagnitization

In any measurement, it is best practice to assume sample history will have some effect on

the magnetic behavior. To avoid a remnant magnetization, it is best to demagnetize the

sample by returning to zero field after centering by oscillating the magnetic field, rather

than changing the field linearly.

Experimental parameters

There are several important experimental parameters to consider to optimize data collec-

tion. We note that this section is focused on SQUID magnetometers equipped with vi-

brating sample magnetometry (VSM). Here, the sample is vibrated over a relatively small

sweep range at a fixed frequency, as in a vibrating sample magnetometer, with AC lock-

in detection of the SQUID response providing more reliable measurements.19 In contrast,

previous generations of SQUID instruments used DC detection. These instruments moved

the sample slowly though a larger sweep range and measured the manner in which the

moving sample and the static magnetic field of the solenoid resulted in a change in the

measured DC SQUID response.

The scan length, which is the vertical displacement of the sample though the magne-
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tometer during the measurement, should be chosen carefully. Typically, it is best to use

a value similar to that used when calibrating the instrument with an external standard.

Smaller values improve accuracy and sensitivity by reducing temperature gradients and

de-emphasizing any sample heterogeneity, but care should be taken to accurately check

the sample centering.

For samples with large magnetizations, the sensitivity offered by small peak amplitudes

can swamp the detector, making larger peak amplitudes more appropriate. With large peak

amplitudes, it is essential to avoid the sample rod coming into contact with the bottom of

the sample chamber to prevent dislodging the sample or damage to the sample holder. In

vibrating sample magnetometers (VSM), the peak amplitude will dictate the maximum ac-

celeration of the sample, since instruments tend to use a fixed sample oscillation frequency.

Fragile or powder samples may lose integrity at large accelerations.

In most magnetometers, several sample oscillations are averaged together to give a

magnetization value. Materials with large magnetizations require shorter scan times, and

samples that are weakly magnetic will benefit from more scans per measurement. In some

measurements, the number of scans per measurement is controlled by the averaging time,

e.g. at the set frequency of 40 Hz, a one second averaging time will encompass 4 sample

oscillations.

Temperature dependent experiments

For a temperature-dependent measurement, one must decide on a reasonable applied field.

Typically, it is best to repeat the measurement at at least two different field strengths

to examine any field-dependent phenomena. H = 100 Oe or H = 1 kOe are reasonable

starting points for a material with previously uncharacterized magnetic behavior. Materials

with delicate magnetic states that can be quenched by the application of a strong magnetic

field, such as skyrmions or superconductors, will only be observable under fields on the

order of H = 100 Oe, but sometimes as small as H = 5 Oe.2,20
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Temperature-dependent measurements are typically measured on heating, rather than

cooling, since heating allows more accurate sample temperatures. Samples can show dif-

ferent temperature-dependent behavior depending on whether the sample is cooled with

no applied field (zero field cooled, ZFC) or under a constant applied field (field cooled,

FC). For example, ferromagnets can show a bifurcation between ZFC and FC at the or-

dering temperature, which indicates energy barriers in domain reorientation.21 One can

understand this behavior through an analogy to heating. Field cooling is analogous to an-

nealing a sample, which tends to lead to more ordered material, while zero field cooling is

analogous to quenching a sample. Magnetic domains are more disordered after zero field

cooling, with a smaller net magnetization on heating until the system has enough thermal

energy to move domain walls.

Field dependent experiments

For a field-dependent measurement, the most important set parameter is the maximum

field value. A maximum field of H = 50 kOe is achievable with most instruments, and

can reveal a large and experimentally relevant section of the magnetic phase diagram at

any given temperature. The possibility of metamagnetic (field-driven) states motivates

measuring to the highest experimentally feasible field. Typically, field-dependent measure-

ments begin with zero applied field, sweep to a the maximum positive field Hmax, sweep

through zero to −Hmax, and then back through zero to Hmax in a five quadrant sweep

before demagnetizing the sample. This process is important for hard magnetic materials

that exhibit hysteresis, as will be addressed in further detail below.

There are additional considerations in an AC experiment. The first is the amplitude, i.e.

the maximum value of the applied field. Typical AC measurements use AC fields of several

hundred Oersted. The strength of this field is particularly important if one is interested in

probing the magnetic ground state to avoid total field polarization or excitation to a higher

energy magnetic state. A small amplitude makes it easier to probe magnetic states with
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small magnetization, such as skyrmions, and small differences between magnetic states.

The second parameter is the frequency of the applied field. Although the most relevant

frequencies will depend on the system and physics being probed, a reasonable starting

point is between ν = 10 Hz and ν = 1 kHz. Understanding is frequently enhanced for

many magnetic materials through examining the frequency dependence, in which case

a wider range between ν = 1 Hz and ν = 1 kHz can be useful. Frequencies up to ν =

10 kHz may be useful for materials with especially mobile spins. The third parameter is

the magnitude of an applied DC field. If this field is set to zero, the magnetic ground state

will be probed. The application of an appropriate non-zero field, identified from an DC

field-dependent experiment, can allow investigation of metamagnetic (field-driven) states.

Classes of magnetic materials and their measurement

Identification of a diamagnet, paramagnet, ferromagnet, or antiferro-

magnet

Simple DC experiments are often used to classify the magnetic behavior of a material,

whether diamagnetism, paramagnetism, ferromagnetism, or antiferromagnetism, and to

identify transitions between magnetic states when they exist. In this section we describe

how to best use this type of data to confirm the classification of a material with several

informative examples. The analysis of temperature-dependent magnetic susceptibility, par-

ticularly the use and limits of the Curie law, have recently been reviewed.22 We include

simple examples of this practice here, and direct readers to this recent contribution for

further details.
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Magnetically uncorrelated materials

Any material with paired electrons will exhibit diamagnetism. A diamagnet expels mag-

netic field, leading to a negative magnetic susceptibility and a negative slope in the field-

dependent magnetization. Typically, diamagnetism is a weak effect compared to the strong

paramagnetic effects from unpaired electrons, and is negligible in materials that have un-

paired electrons. If the diamagnetic contribution is non-negligible, one will see a constant

negative offset in the temperature-dependent magnetism. The diamagnetic susceptibility

contribution can be estimated by χdia ≈ −106 × (mmol/2) emu mol−1 Oe−1 where mmol is

the molar mass of the material in question.

Figure 3: (a) Magnetic susceptibility vs. temperature for CuSO4 ·5 H2O collected under
a H = 1 T applied field after cooling under zero field, ZFC, and after cooling under a H
= 1 T field, FC. The ZFC and FC datasets overlay nearly perfectly, indicating negligible
irreversibility. (b) Inverse susceptibility fit to the Curie law (c) Magnetization vs. applied
field for CuSO4 ·5 H2O at 300 K and 2 K. The T = 300 K data have been magnified by a
factor of 50.

The field-dependent magnetization of a paramagnet has the opposite sign to a that of

a diamagnet. Rather than expelling an applied magnetic field, the unpaired spins of a

paramagnet will tend to align in the direction of the external field. In most paramagnets

thermal energy drives the random fluctuations of the spins. As thermal energy is removed

and entropy becomes less heavily weighted in the free energy, its spins are more likely to

align in the direction of the applied magnetic field. The magnetization and susceptibility of
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a paramagnet are therefore larger in magnitude at low temperature than at high tempera-

ture, as shown in Figure 3a for CuSO4 ·5 H2O. The inverse susceptibility of a paramagnet

will be linear, and intercept the origin (Figure 3b). The temperature-dependent magnetic

susceptibility of a paramagnet can be described with the Curie law:

χ =
C

T
+ χ0 (2)

where χ0 is the diamagnetic susceptibility, T is temperature, C is the Curie constant which

is known to have the form:

C =
NAµ

2
Bµ

2
eff

3kB
≈

µ2
eff

8
(3)

where NA is Avogadro’s number, kB is the Boltzmann constant, µeff is the effective mo-

ment, and µB is the Bohr magneton. By fitting the susceptibility or the inverse sus-

ceptibility to the Curie law, as shown in Figure 3b, one can extract the Curie constant

as a metric of how many unpaired electrons contribute to the magnetic moment. It is

best practice to exclude the lower temperature data where spin correlations are stronger

from these fits, weighting the fit to data at temperatures well above the upturn, in this

case above 200 K. The fit shown in Figure 3b gives C = 0.33 emu K mol−1 Oe−1, and

χ0 = −5.73×10−6 emu mol−1 Oe−1. From this value of C we calculate a µeff of 1.62 µB. We

can compare this effective value to the expected value based on the spin quantum number.

In copper sulfate pentahydrate, copper has one unpaired electron, so S = 1
2

and the effec-

tive moment is expected to be equal to the spin-only value given by 2
√
S(S + 1) = 1.7. In

this case our expected and calculated value are quite close, indicating that copper sulfate

hydrate can be considered a spin only system, rather than a spin-orbit coupled system.

As the magnitude of the external field increases, more spins will align in the direc-

tion of the field, increasing the overall magnetization as shown for CuSO4 ·5 H2O at room

temperature and at 2 K in Figure 3c. As expected from Figure 3a, the low temperature
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measurement exhibits a much higher magnetization. Additionally, at lower temperature

the field-dependent magnetization can look more “S” shaped than linear, as Brillouin be-

havior becomes more apparent. Note that there is no plateau in the high field region, as

the maximum magnetization continues to increase. The field-dependent magnetization is

plotted either in units of emu mole−1, or as we have done in Figure 3c, as µB per formula

unit. The latter unit can give some insight into the number of spins that align with the ap-

plied field. At high field and low temperature, the magnetization of CuSO4 ·5 H2O is close

to the 1µB per Cu2+ expected for a single spin. Note that the low-temperature magnetiza-

tion in µB per magnetic ion should correspond to the total number of spins per magnetic

ion, and is not to be considered as the same as µeff .

Temperature-dependent paramagnetism hinges on the presence of localized spins. Tem-

perature -independent paramagnetism occurs in Pauli paramagnets and Van Vleck param-

agnets. Most metals are Pauli paramagnets, where electrons are delocalized within the

conduction band. Upon application of a field, the energy of the spin up and spin down

electrons within the conduction band diverges, leading to a net magnetic magnetization

as the spins flip to reduce their energy. Pauli paramagnets have a small magnetization

relative to typical paramagnets and the susceptibility is temperature-independent. Van

Vleck paramagnetism occurs in materials that have paired electrons but that have low-

lying excited states that are paramagnetic. In KMnO4, the manganese is formally in the

7+ oxidation state, meaning that it has no unpaired d electrons. One would therefore ex-

pect a diamagnetic response. However, this material has a positive magnetic susceptibility,

that appears relatively constant between T = 300 K and T = 440 K.23 Here, the magnetic

response comes from ligand to metal electron transfer, where electrons formally belong-

ing to oxygen are thermally excited into the empty manganese d orbitals.24 This effect is

temperature independent as the relevant energy levels are much less than kBT .

Determining if the material is diamagnetic, paramagnetic or Pauli paramagnetic pro-

vides insight into the charge state of the magnetic ion. In the potential lithium ion cathode
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PNb9O25, lithiation leads to a transition from temperature-dependent paramagnetism to

temperature independent paramagnetism. The temperature independent magnetism was

assigned as Pauli paramagnetism and confirms the metal to insulator transition from re-

duction of the niobium during lithiation.5

Magnetically correlated materials

Figure 4: (a) Magnetic susceptibility as a function of temperature for NiTiO3 collected
under a 1 T applied field after cooling under zero field, ZFC, and after cooling under a 1
T field, FC. (c) Inverse susceptibility fit to the Curie law. Data were originally presented in
Harada 2016.25

Long-range correlations between spins will change the field and temperature-dependent

magnetic response. For an antiferromagnet, where magnetic spins anti-align upon order-

ing, the lack of a net magnetization leads to field-dependent behavior that looks very sim-

ilar to that of paramagnets. Therefore, we must rely on temperature-dependent data sets

to reliably identify antiferromagnets. At the transition temperature between the paramag-

netic and antiferromagnetic state, known as the Néel temperature (TN), the temperature-

dependent susceptibility will exhibit a maximum before decreasing in magnitude as spins

anti-align with each other, as seen near 22 K for NiTiO3 in Figure 4a. Similarly the inverse
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susceptibility χ−1 is linear above the Néel temperature, with a discontinuity and change in

slope below the Néel temperature (Figure 4b).

One can fit the paramagnetic regime of the susceptibility of a correlated material with

the a modified version of the Curie law known as the Curie-Weiss law,

χ =
C

T −ΘCW

+ χ0 (4)

which incorporates the Curie-Weiss temperature (ΘCW ) as an effective field describing all

spin-spin interactions (magnetic correlations) in a simplified manner. Antiferromagnets

have negative values for ΘCW , since spins are anti-correlated. When using the Curie-Weiss

law, it is essential to only model the paramagnetic regime, as the Curie-Weiss law only

describes paramagnetism. In practice, the lowest temperature involved in a Curie-Weiss fit

should be at least 50 K above any ordering temperature; in NiTiO3 we consider only the

data above T = 200 K. Based on the fit in shown in Figure 4b, NiTiO3 has a value for C of

1.3 emu K mol−1 Oe−1, and a ΘCW = −14K which is not very far from the measure TN =

22 K at long-range antiferromagnetic order is found.25 From the value of C, we calculate

an effective moment of 3.2 µB, which is slightly higher than that expected for nickel (II)

(2
√
S × (S + 1) = 2

√
1× (1 + 1) = 2.8) indicating an orbital contribution.

At the transition from a paramagnetic state to a ferromagnetic state, magnetic spins

align parallel, leading to a dramatic increase in the measured magnetization. This transi-

tion is evident in the temperature-dependent susceptibility in both MnPdGa and MnPtGa

at the paramagnetic to ferromagnetic transition temperature, called the Curie temperature

TC , near 310 K in MnPdGa and 225 K in MnPtGa (Figures 5a, 6a). Additionally, in Mn-

PdGa the temperature-dependent data show an anomaly near T = 125 K (Figure 5b). This

feature suggests an additional magnetic transition, although it is not clear what type of

transition this feature represents from this dataset.

Unlike a paramagnet, where the FC and ZFC data typically overlay, materials with cor-

related spins can exhibit bifurcation of FC and ZFC data below the transition temperature.
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Figure 5: (a) Temperature–dependent zero field-cooled (ZFC) and field-cooled (FC) sus-
ceptibility of MnPdGa measured under a H = 1 kOe field shows a paramagnetic to ferro-
magnetic transition with a TC near 310 K. (b) A selected region of the susceptibility high-
lighting the low temperature transition. (c) Field–dependent magnetization measurements
at T = 300 K and T = 2 K demonstrate that MnPdGa is ferromagnetic. Msat increases with
decreasing temperature. Data were originally presented in Oey 2021.1

We see this bifurcation in MnPdGa (Figure 5a) and to a greater extent in MnPtGa (Figure

6a). The underlying physics of this bifurcation is similar to thermal annealing.21 If the

sample is cooled in the presence of an applied field, the domains within the sample have

an external force encouraging them to align. If these domains are ferromagnetic, this leads

to an increase in the magnetization; if these domains are antiferromagnetic, this leads to

a decrease in the magnetization as spins anti-align. In contrast, cooling in the absence

of a magnetic field, i.e. zero field cooling, does not prepare domains to co-align. The

magnetization is lower in ZFC data at low temperature, as the domains require thermal

energy to move domain walls and coalesce under the force of the field applied during data

collection.

Ideal, e.g. totally compensated antiferromagnets do not generally exhibit FC/ZFC bi-

furcation, as observed in NiTiO3 (Figure 4a). However, canting such that moments have

small deviations from 180°correlations, glassy contributions, or particle size effects can

lead to bifurcation in antiferromagnets.26–28 Often, bifurcation in a material assumed to be
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Figure 6: (a) Temperature–dependent zero field-cooled (ZFC) and field-cooled (FC) sus-
ceptibility of MnPtGa measured under a H = 200 Oe field shows a paramagnetic to fer-
romagnetic transition with a TC near 230 K, and an additional transition near T = 200 K
in the ZFC trace (near 150 K in the FC trace). The Curie-Weiss fit is shown as a gray
dashed line. (b) Isothermal field–dependent magnetization measurements are plotted in
the Arrott style to emphasize the true TC near 236 K. (c) Field–dependent magnetization
measurements at T = 300 K, T = 215 K, and T = 4 K demonstrate that MnPtGa is a para-
magnetic at T = 300 K, and ferromagnetic at T = 215 K and T = 4 K. Both Msat and the
coercive field increase with decreasing temperature.3
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antiferromagnetic indicates a ferromagnetic component to the magnetic exchange, often

termed ‘weak ferromagnetism’.

In many cases estimating the TC from a temperature-dependent magnetization does

not give precise values, as the change in magnetization occurs over a temperature range.

Plotting field-dependent magnetization in the Arrott style, with M2 as the y-axis and H/M

as the x-axis can make the transition more obvious as shown for MnPtGa in Figure 6b,

where the dataset collected at the Curie temperature is linear with an x-intercept at the

origin. It is important to collect data-sets densely over the temperature range of interest

for this method.

As with antiferromagnetic materials, one can model the paramagnetic regime of a fer-

romagnet with the Curie-Weiss law as shown in Figure 6a for MnPtGa. Since MnPtGa tran-

sitions to the ferromagnetic state near T = 225 K, we have only fit data collected above T

= 275 K. This fit gives a ΘCW of 225 K which is close to the experimental value of the TC .

The Curie constant is C = 5.7 emu K mol−1 Oe−1, meaning that µeff = 6.8µB, appreciably

larger than that expected based on the total spin moment of 5.9µB. One explanation for

this discrepancy is that in MnPtGa, the magnetism is not all local-moment and the band

structure is an important consideration.

Ferromagnets have a distinctive “S” shape in the field-dependent magnetization. At

high enough fields, all of the magnetic spins align and leave no opportunities for an in-

creased magnetization at yet-higher fields, which leads to a plateau at the saturation mag-

netization (Msat). MnPtGa and MnPdGa show linear paramagnetic behavior above TC ,

and exhibit the characteristic “S” shape at temperatures below TC (Figures 5c, 6c).1,3 For

both materials, the saturation magnetization, Msat increases as temperature decreases.

In MnPdGa, magnetization saturates at 2µB at 300 K and then doubles to reach 4µB at

T=10 K.

Field-dependent magnetization shows several additional features that provide insight

into the magnetic behavior of ferromagnets, highlighted in Figure 7. The saturation
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Figure 7: The field-dependent magnetization of a ferromagnet contains several important
values. Here, we note the saturation magnetization (Msat), the remanant magnetization
(Mrem), and the coercive field (Hc) of MnPtGa at 4 K.

magnetization, as described above, indicates the magnetization when the spins have all

aligned. The remanant magnetization, Mrem, is the magnetization of a sample at zero field

after a field cycle. Materials with a non-zero Mrem are permanent magnets. Ferromagnetic

materials can be characterized as hard or soft. Soft magnets have small barriers to mag-

netic domain reorientation and hard magnets have large barriers to domain reorientation.

Hard magnets exhibit magnetic hysteresis, which is signified by the width of the curve in

Figure 7. On the reverse loop, going from high fields to low fields, zero magnetization

occurs at a non-zero and negative applied field. This field is called the coercive field, HC .

In MnPtGa the hysteresis loops open after the low temperature transition, as MnPtGa be-

haves as a soft magnet at T = 215 K and a hard magnet at T = 4 K. The distinct behavior

seems to be related to the presence of the heavier Pd versus Pt; MnPdGa is a soft magnet

that does not exhibit magnetic hysteresis at temperatures above T = 2 K in contrast to the

harder magnet MnPdGa.

Ferrimagnets resemble ferromagnets in temperature-dependent and field-dependent

measurements, and it can be challenging to differentiate between them with only magne-

tization data. The main indication of ferrimagnetic order is if the effective moment from
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the Msat or Curie-Weiss fit is smaller than expected for the ideal ferromagnetic state as

seen in MnPdGa. Many manganese inverse Heuslers exhibit ferrimagnetism; in Mn2RuGe

and Mn2RuGa the effective moment derived from Msat is 1.55 and 0.29 µB per formula

unit, compared to the expected 3µB value for an ideal ferromagnetic configuration cal-

culated from 2
√

S × (S + 1).29 Density functional theory calculations also indicate that a

ferrimagnetic state is more energetically favorable compared to a ferromagnetic state.29

These types of discrepancies between experimental and predicted µeff values also arise in

complex magnetic structures, which might involve spin canting or mesoscale spin textures.

Further experiments or comparison with computation are often necessary to determine the

specifics of the magnetic structure.

AC Susceptibility

AC susceptibility can provide additional details about ordering transitions.18 In many cases

χ′ resembles χDC . For a ferromagnet or ferrimagnet, χ′ increases at the Curie temperature

and resembles χDC . An antiferromagnet exhibits a peak at the Néel temperature. χ′′ can

look quite different, as it captures any irreversible or sluggish behavior. Ferromagnets and

ferrimagnets can often exhibit peaks in χ′′, which typically are attributed to the movement

of domain walls.30 A fully compensated antiferromagnet will have no features in χ′′ at the

transition temperature.

This type of qualitative analysis of AC susceptibility is generally used to complement DC

data that does not give conclusive results.18 In VOSe2O5, AC susceptibility demonstrated

that a broad feature in the DC temperature-dependent magnetization was three separate

phase transitions resolvable in χ′′.31 In many skyrmion hosts, it is essential to map out

the skyrmion pocket, which is made difficult by the presence of other complex magnetic

phases. As shown in Figure 8a and 8b, the DC susceptibility and real AC susceptibility look

very similar for the skyrmion host FePtMo3N.2 However, the AC data better resolve the

double-bump feature in the T = 230 K data set that indicates a transition into and out of
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Figure 8: (a) χDC of FePtMo3N as a function of applied field, where changes in slope indi-
cate a metamagnetic transition at low fields. Data are offset by 0.001 emu Oe−1 mol−1

for clarity. (b) χ′ as a function of applied magnetic field, which clearly shows the
metamagnetic transition, collected at a frequency of ν = 10Hz. Data are offset by
0.001 emu Oe−1 mol−1 for clarity. (c) χ′′ as a function of applied magnetic field, collected
at a frequency of ν = 10 Hz. Data are offset by 0.00002 emu Oe−1 mol−1 for clarity. Data
were originally presented in Kautzsch 2020.2
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the skyrmion phase. Although the low signal associated with the imaginary susceptibility

relative to the real and DC susceptibilities renders the data fairly noisy, we can still observe

features that indicate that the low field transition exhibits losses in 8c. Since this feature

correlates to the entrance and exit out of the skyrmion state, it suggests that these losses

are related to the motion of large magnetic objects on slow timescales. In FePtMo3N, the

AC susceptibility was more sensitive to the magnetic transition of interest, and provided

additional evidence for the presence of large magnetic bodies.

Comparing ferromagnets and antiferromagnets on the same plot

Figure 9: The inverse susceptibility as a function of temperature for several members
of the series Co(OH)(2−x)Clx(H2O)n scaled according to Equation 5. Ideal Curie-Weiss
paramagnetism (ΘCW = 0) is shown as a black dashed line. Positive deviations from this
line indicate compensated interactions, e.g. antiferromagnetism, while negative deviations
indicate uncompensated interactions, e.g. ferromagnetism or ferrimagnetism. Data were
originally presented in Neilson 2011.32

Comparing the temperature-dependent behavior of distinct magnetic materials on the

same plot can be challenging if there are a range of transition temperatures and vary-

ing magnitudes of the susceptibility. A useful method to employ is to first fit the higher-
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temperature data data to the Curie-Weiss law and extract for each data set a reliable value

of C and ΘCW . These values are then used to normalize the susceptibility data at all

temperatures in the following manner: If we express the Curie-Weiss law as the inverse

susceptibility, 1/χ = (T − ΘCW )/C, then multiplying both sides by C and dividing by the

absolute value of ΘCW gives

C

χ|ΘCW |
+ sgn(ΘCW ) =

T

ΘCW

(5)

where sgn(x) returns values of −1 or +1 for negative or positive ΘCW . Figure 9 shows this

relationship for several members of the series Co(OH)(2−x)Clx(H2O)n. When x = 0.0, the

sample deviates positively from the ideal Curie-Weiss paramagnetism to suggest compen-

sated spins, and when x = 0.4, the deviation from the ideal Curie-Weiss paramagnetism is

negative suggesting uncompensated spins.32 These evolution of the data suggests a tran-

sition from ferrimagnetic to antiferromagnetic ordering as x increases, and that is readily

apparent in Figure 9.

Calculating entropy

The entropic contribution to a magnetic phase transition has wide application and is partic-

ularly important in materials of interest for magnetocaloric refrigeration. Magnetocaloric

refrigeration typically relies on a ferromagnetic material, held close to its Curie temper-

ature. The distinct entropic states of the magnetic material when the spins are aligned

under an applied field (the low entropy state) and when the spins are misaligned upon

removal of the field (the high-entropy state) are reminiscent of changes in the fluids used

in vapor-compression refrigeration. Cycles of isothermal and adiabatic magnetization and

demagnetization can enable magnetic refrigeration. With the appropriate heat transport

elements, this magnetocaloric effect can thereby be used to remove heat from a system.33

The efficacy of this process relies on the magnitude of the entropy change of the material

25



Figure 10: Process of transforming the temperature-dependent magnetization to isother-
mal entropy upon magnetization. (a) Temperature-dependent magnetization of MnPdGa
collected for a range of fields. (b) Differentiated temperature-dependent magnetization of
MnPdGa shows a peak at the transition temperature. (c) Isothermal entropy upon mag-
netization of MnPdGa, calculated from Equation 7. Data were originally presented in Oey
2021.1
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under an applied field, and knowing ∆SM is essential for complete characterization for

candidate materials.

In Figure 10, we show the process of calculating ∆SM , the magnetic entropy change,

from temperature-dependent magnetization for MnPdGa, which has a Curie temperature

near T = 310 K. This transition is evident in the temperature-dependent magnetization,

although the feature broadens with increasing applied field. This broadening is reflected in

the differentiated data-sets in Figure 10b, which show a narrow discontinuity at low fields

that broadens to a feature that is tens of K wide. Appropriate integration, described below,

of the data in Figure 10b yields the gravimetric ∆SM values up to 3.54 J kg−1 K−1 (Figure

10c). Since palladium is such a heavy metal, it is worth considering the volumetric ∆SM ,

which is 30.1 mJ cm−3 K−1. The refrigerant capacity (RC) is defines as the area under the

∆SM curve truncated at the full-width half-maximum (FWHM). It is a useful metric for

magnetocalorics. Under a H = 2 T applied field, the FHWM is 60 K, spanning T = 279 K

to T = 339 K which leads to a refrigerant capacity of RC = 85.1 J kg−1 for MnPdGa. It is

valuable to calculate all three metrics, for best comparison with literature.

The Maxwell relation:

(
∂S

∂H
)T = (

∂M

∂T
)H (6)

where S is the total entropy, M is the magnetization, H is the applied field, and T is

the temperature demonstrates how the change in entropy across a given transition can

be obtained from field dependent magnetization. The isothermal entropy change under

magnetization (∆SM) can be expressed as:

∆SM(T,H) =

∫ H

0

(
∂M

∂T
)H′ dH ′ (7)

Therefore, by collecting a series of field-dependent magnetization datasets, differentiating

them, and then integrating according to equation 7 the magnetic entropy contribution can

be calculated for a phase transition. Annotated python codes to perform this analysis as in
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Figure 10 are available in the supplementary information of Bocarsly et. al.34

In addition to applications in magnetocalorics, it has recently been demonstrated that

transforming the magnetization as a function of temperature to isothermal magnetic en-

tropy change can be used to rapidly prepare a magnetic phase diagram.34 This is espe-

cially useful for the detection of states like skyrmions and helical magnetism that yield

only small anomalies in the original magnetization or susceptibility but have large en-

tropic signatures. For example, the phase diagram of the skymrion host FeGe had been

contested and it remained unclear whether there was one sykrmion phase or several. By

collecting the temperature-dependent magnetization at a range of fields and transforming

them into ∆SM we were able to calculate a thermodynamic phase diagram that showed a

single skyrmion phase (Figure 11b).34 For this application, it is important to collect data

at sufficiently small magnetic field spacing as to capture all relevant features.

Spin glass formation

A spin glass is characterized by the frustration of long range magnetic order because of

underlying compositional disorder in the material, while retaining short range correlations

that result in spin-freezing.35,36 Above the freezing temperature Tf , spins are dynamic in

a paramagnetic state. On cooling through Tf the spins freeze into a disordered state with

only short-range correlations. The correlation lengths found in the states where the spins

communicate with one-another can determine the different degrees of “glassiness”.6,37

Frequency-dependence in AC susceptibility is consider the most reliable method for ob-

serving the formation of a spin glass, but DC measurements provide preliminary evidence

when a spin glass is unexpected or AC measurements are unavailable.38 A broad hump

in the temperature-dependent DC susceptibility or an off-centering of a field-dependent

magnetization collected below Tf are the primary features that suggest glassiness.6,39,40

Another indication of spin glass behavior is geometric frustration, indicated by a dis-

agreement between the measured Curie temperature and ΘCW obtained from Curie-Weiss
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Figure 11: (a) Map of the magnetic susceptibility of FeGe differentiated numerically in the
temperature range close to the skyrmion phase transition. (b) Integration according to
equation 7 gives the map of ∆SM(T,H) for FeGe, which shows the skyrmion pocket (SkX)
as a region of high entropy relative to the field polarized (FP), fluctuation disordered (FD),
paramagnetic (P), and conical (C) regions. TCP indicates the tri-critical point. Reprinted
with permission from Bocarsly, Need, Seshadri Wilson Physical Review B 97, 100404(R)
2018. Copyright 2018 by the American Physical Society.34
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fits to the high-temperature data. The disagreement is often expressed as a frustration

index f = (ΘCW/TC).4 In materials that are not frustrated, the measured transition tem-

perature and the Curie temperature calculated from fitting to the Curie law will be similar.

In Co(OH)(2−x)ClxH2On the frustration index is very close to one, evidenced by the tem-

perature axis in Figure 9, which suggests a lack of frustration. In contrast, in the spinels

ZnCr2O4, CoCr2O4, and their solid solution series, ΘCW is between 8 and 51 times larger

than the experimental ordering temperature.41 Correspondingly, the DC magnetic suscep-

tibility of these spinels exhibit broad features consistent with spin glass behavior at low

temperatures.

In Co7Zn7Mn6, a gradual decrease after the Curie temperature to an eventual plateau in

the DC susceptibility and hysteresis in the DC field-dependent magnetization hint at glassy

behavior.6 As shown in Figure 12a, χ′ appears very similar to χDC at high temperatures.

However, at low temperature the decrease in χ′ is far more pronounced. χ′′ exhibits a

sharp feature at T = 30 K that coincides with the decrease in χ′ and χDC (Figure 12c). The

sharpness of the peak in χ′′ makes it easy to determine an accurate transition temperature.

Both the decrease in χ′ and the peak in χ′′ are frequency dependent (Figure 12b and

12d), confirming the formation of a glassy state. The relative shift in freezing temperature

per decade of AC field frequency ν is suggestive of the length scale of correlations and

can be captured as δTf = ∆Tf/[Tf∆ log10(ν/Hz)]. Dilute spin glasses like the archetypal

CuxMn1−x have δTf values around 0.005, while the cluster glass Co7Zn7Mn6 has δTf =

0.038, an order of magnitude larger.4,6

Superconductors

Superconductors displaying the Meissner effect expel magnetic field, behaving as perfect

diamagnets when cooled to below their critical temperature.11 At the superconducting

transition, the susceptibility will decrease to a constant, negative value. However, a high

enough magnetic field will overpower the perfect diamagnetism of a superconductor. Pb
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Figure 12: (a) χDC and the χ′ for Co7Zn7Mn6 as a function of temperature (b) χ′ mea-
sured at various frequencies demonstrates the frequency dependence of the observed tran-
sition.(c) χ′′ as a function of temperature. (d) χ′′ measured at various frequencies demon-
strates the frequency dependence of the observed transition. Data were originally pre-
sented in Bocarsly 2018.6

becomes superconducting below T = 10 K (Figure 13). This transition manifests as the

abrupt disconitinuity in susceptibility at T = 7 K for data collected under an H = 100 Oe

field. At higher magnetic fields, this transition is suppressed and exhibits lower supercon-

ducting transition temperatures and shallower slopes to the minimum susceptibility. When

an H = 800 Oe field is applied to the lead sample, no anomaly indicating a superconduct-

ing transition is seen down to base temperature. The field at which the superconducting

transition disappears is known as the critical field. These data indicate that the critical

field for lead is between 700 Oe and 800 Oe.

Qualitative observation of the behavior of a superconductor under magnetic field allows

us to describe them either as type-I superconductors, like lead, that have one critical field

or as type-II superconductors.11 Rather than completely allowing the magnetic field to

penetrate, in type-II superconductors like vanadium and the cuprates, vortices form at the

first critical field that allow the field to penetrate the material without increasing the bulk

resistivity. Increasing the field again past the second critical field will then destroy the

superconducting state.
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Figure 13: Volume susceptibility as a function of temperature of lead powder at various
fields in the vicinity of the superconducting transition. Increasing the applied field towards
the critical field suppresses the superconducting transition.

Figure 14: Low temperature AC susceptibility measurements of KV3Sb5 show the onset of
bulk superconductivity. Data were originally presented in Ortiz et al..42
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AC susceptibility measurements have been widely used to confirm the presence of a

superconducting state, and to determine the critical temperature. The real susceptibility

shows the same transition to a diamagnetic state as the DC susceptibility. The super-

conducting transition also involves the movement of domain walls and other irreversible

processes, and is often accompanied by a peak in the imaginary susceptibility. Just as

in spin glasses, the peak in the imaginary susceptibility accurately depicts the transition

temperature. These features are shown for KV3Sb5 in Figure 14.42

Complementary techniques

Thus far, we have focused on data obtained from a magnetometer, which serves only as a

beginning for the characterization of magnetic materials. In cases where AC and DC mea-

surements suggest the presence of more complex magnetic ground states than a simple

ferromagnet or antiferromagnet, such as the low temperature transitions of MnPdGa and

MnPtGa (Figures 5, 6) , additional techniques can provide valuable insight. We provide

two case studies below that demonstrate how neutron diffraction and Mössbauer spec-

troscopy can be used to answer questions raised by magnetometer measurements. We

would be remiss if we did not mention that nuclear magnetic resonance, electron spin res-

onance, and muon spin spectroscopies can be used to gain insight into local environments

and spin dynamics in magnetic materials. These techniques and their applications have

been more thoroughly reviewed elsewhere.43–45

Neutron diffraction

Neutron diffraction is a useful complementary technique to investigate the spatial order-

ing of moments in magnetically ordered materials. Neutrons possess a magnetic moment

and their scattering is strongly influenced by organized magnetic moments on atoms in

the materials they scatter from.46 If the magnetic structure and nuclear structure are com-
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Figure 15: Magnetic Rietveld refinements of neutron diffraction data collected of MnPtGa
using center wavelength 2.665 Å on the POWGEN diffractometer at T = 300 K, T = 200 K,
and T = 150 K. The T = 300 K pattern contains only nuclear intensity, the T = 200 K
pattern shows the addition of additional magnetic intensity on the nuclear peaks, and the
T = 150 K pattern shows new magnetic Bragg reflections. Data were originally presented
in Cooley 2020.3

mensurate, the magnetic component of the diffraction patterns will manifest as additional

intensity in the relevant Bragg features. If there is symmetry reduction between the nu-

clear and the magnetic structure (i.e. symmetry breaking resulting from spin canting or

antiferromagnetic order) then additional Bragg reflections will be resolved.

In MnPtGa, both commensurate and symmetry-breaking features are observed (Figure

15). Data collected above the magnetic ordering temperature can be modeled with only

the nuclear density. At T = 200 K, several Bragg features display intensities that cannot

be captured by the nuclear structure alone, which is consistent with the ferromagnetic or-

der indicated by the magnetometry. The additional intensity can be modeled quite well

in the Rietveld refinement as a magnetic phase with ferromagnetic ordering. Below the

low temperature transition, several additional Bragg reflections are resolved at low scat-

tering vectors Q, indicating complexity in the magnetic structure that is not reflected in

the nuclear structure. The presence of multiple reflections indicate that this is not a simple

structural change, and were attributed to a non-collinear arrangement of magnetic spins,
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culminating in the formation of a spin wave at the lowest temperature studied.

In some cases, the nuclear structure also changes at low temperature. Comparison of

low temperature X-ray or electron diffraction with the neutron diffraction data confirms

whether reflections are due to the magnetic structure. In materials with larger magnetic

features, such as long wavelength spin waves or skyrmions, diffraction experiments do not

access a short enough region in reciprocal space. Small angle neutron scattering is often

used in these cases.47

Mössbauer spectroscopy

Mössbauer spectroscopy is an absorption technique, using gamma rays of appropriate en-

ergies to interact with the nucleus of an atom.48 It is best used on crystalline solids, since

the rigid framework will prevent the nuclei from recoiling when interacting with gamma

rays. The source that emits gamma rays must be the same isotope as the one of interest in

the sample so the emitted gamma rays have the appropriate energies. The emitted gamma

rays are detected by moving the source and measuring the Doppler shift. Mössbauer spec-

tra are therefore typically reported in reference to a velocity. A limitation of this technique

is that the number of suitable isotopes with appropriate half-lives that can serve as gamma

ray sources are limited, as are the number of nuclear transitions that have the correct life-

times for the technique to be effective. Most spectra are collected in transmission geometry

and require sufficiently thin samples.

If the source atoms and the sample ions are in identical environments, then the gamma

ray will be absorbed and emitted without any change in energy. Changes to the local envi-

ronment that will manifest in Mössbauer spectra fit into three distinct categories. First, the

isomer shift depends on the electron density outside the nucleus as the electrons coulom-

bically modify the nuclear energy levels. The isomer shift manifests as shift of the peak

center, and is useful to determine oxidation states. Second, a nucleus with a non-spherical

nuclear density, i.e. with an angular orbital momentum (l) greater than one half, will have
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a nuclear quadrupole moment that will split a given feature into doublets or triplets de-

pending on the l value, informing on spin states in the system. Third, the magnetic field

exerted on the nucleus from unpaired electrons under an applied field will lead to hyper-

fine magnetic splitting according to the Zeeman field, helping to establish that compound

is magnetically ordered.

Figure 16: (a) Mössbauer spectrum of Sr2FeOsO6 at room temperature showing a single
feature with shoulders on the high and low velocity regions. The data can be modeled with
a single paramagnetic feature and a minor quadrupolar contribution. (b) Mössbauer spec-
tra of Sr2FeOsO6 as a function of temperature shown as dots with solid lines representing
the calculate spectra. Reprinted figure with permission from Adler, Medvedev, Naumov,
Mohitkar, Rüffer, Jansen, and Felser, Phys. Rev. B, 99, 134443, 2019. Copyright 2019 by
the American Physical Society.

In the Mössbauer spectrum of a magnetic material, all three interactions are at play,

with differing levels of impact on the data, as we will demonstrate for Sr2FeOsO6 (Fig-

ure 16). SrFeOsO6 exhibits unusual magnetic behavior; Goodenough-Kanamori rules and

36



Curie fits to the high temperature magnetization suggest that it should be a ferromagnet,

but it undergoes two antiferromagnetic transitions between T = 50 K and T = 200 K.49

From magnetometry data, it remained unclear what spin textures these transitions in-

volved, and why the higher-temperature feature was so broad. Mössbauer spectroscopy

answers some of these questions.50

At high temperature, the Mössbauer spectrum exhibits one feature, which has shoulders

on either side. The shoulders on the peak indicate that there are at least two iron sites in

this material that each give rise to a different characteristic energy or velocity. Fitting of

the spectra demonstrates that the second component exhibits quadrupole splitting, which

the authors attribute to structural distortions from site swapping of the iron and osmium.

The singlet feature has an isomer shift of 0.455 mm s−1 relative to the source, and the

doublet feature an isomer shift of 0.80 mm s−1 indicative of the difference in electron

density around iron in each environment.

The spectrum looks fairly similar at 145 K, although the shoulders are not as well re-

solved. Below the magnetic ordering temperatures, several additional features are ob-

served, for a total of six peaks that is consistent with Fe3+. At 5 K, these features are

narrow and appear to be the only contribution to the spectrum. The space between the

components of the sextet give a hyperfine field of 49 T. The spectra collected at 80 K and

60 K exhibit this same sextet, but there is also an additional broad feature that has a

hyperfine field of 33 T. The breadth of this feature suggests that the higher temperature

antiferromagnetic phase is frustrated, but this frustration is relieved at temperatures below

the second antiferromagnetic transition. Additional neutron diffraction studies are consis-

tent with this hypothesis.51 In this case study, Mössbauer spectroscopy revealed disorder

and glassy behavior that provided valuable insight into magnetometry experiments.
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Conclusion

Developing expertise with a new technique is an integral part of research, whether one

is a new graduate student or an established principal investigator. While user manuals,

textbooks, and literature results provide valuable insights into techniques, often there is

gap that hampers mastery without intervention of an expert. Magnetic measurements are

an excellent example of this type of technique. Insightful analysis requires careful sample

preparation, judicious choice of experimental parameters, and thoughtful presentation of

data. The results are impactful across disciplines. When done correctly, magnetometry

can be used to identify the charge state of battery materials, characterize magnetic ground

states, elucidate the extent of magnetic order, and classify superconductors. We consider

this contribution as an ettempt to demystify magnetic characterization, particularly for

those whose research is not centrally based around characterizing magnetic materials.
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