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Dimensions and mechanisms of memory organization

André F. de Sousa1, Ananya Chowdhury1, Alcino J. Silva1,*

1Departments of Neurobiology, Psychiatry & Biobehavioral Sciences and Psychology, Integrative 
Center for Learning and Memory, Brain Research Institute, University of California, Los Angeles, 
California 90095, USA

Summary

Memory formation is dynamic in nature and acquisition of new information is often influenced by 

previous experiences. Memories sharing certain attributes are known to interact such that retrieval 

of one increases the likelihood of retrieving the other, raising the possibility that related memories 

are organized into associative mnemonic structures of interconnected representations. While the 

formation and retrieval of single memories have been extensively studied, very little is known 

about the brain mechanisms that organize and link related memories. Here, we review studies that 

suggest the existence of mnemonic structures in humans and animal models. These studies suggest 

three main dimensions of experience that can serve to organize related memories: time, space, 

and perceptual/conceptual similarities. We propose potential molecular, cellular and systems 

mechanisms that might support the organization of memories according to these dimensions.

In Brief

The biological mechanisms underlying memory organization remain largely unexplored. In this 

perspective, de Sousa et al. review some of the literature on memory organization in different 

species and propose circuit, cellular, and molecular mechanisms that might support the formation 

of mnemonic structures.

Keywords

Memory organization; Mnemonic structures; Inferential reasoning; Memory allocation; Memory 
Linking; Engram overlap

Introduction

Most memories are not acquired in isolation, but rather in a particular context (e.g., within 

a temporal window or a spatial context) that is often related to previous experiences and 
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affects further memory formation. Such interconnectedness of life experiences has been 

proposed to facilitate the organization of memories into associative mnemonic structures 

(reviewed in (Eichenbaum, 2017a)) according to different dimensions of experience, 

including space, time, and concepts (Morton et al., 2017). Nevertheless, the molecular, 

cellular and circuit mechanisms underlying the linking and organization of memories into 

these associative structures remain relatively unexplored (Rogerson et al., 2014; Silva et al., 

2009).

Mnemonic structures are evoked to explain the organization of multiple related events 

and, in our opinion, are considerably different from the concept of memory schemas 

previously introduced (Bartlett and Kintsch, 1932; Piaget, 1928). While some authors have 

resorted to memory schemas to explain different forms of memory organization (Preston 

and Eichenbaum, 2013), schemas are usually conceived as abstract, semantic structures of 

knowledge that result from the extraction of common elements present in multiple episodes 

(Ghosh and Gilboa, 2014). In contrast, mnemonic structures are associative networks that 

can be formed within just a few episodes and link related memories through a common 

representation while maintaining the details of each memory (Eichenbaum, 2017a; Rogerson 

et al., 2014; Silva et al., 2009). We share the view of Ghosh and Gilboa (Ghosh and Gilboa, 

2014) who propose four necessary and sufficient features that define memory schemas: 

“(1) an associative network structure, (2) basis on multiple episodes, (3) lack of unit detail, 

and (4) adaptability” (Ghosh and Gilboa, 2014). Accordingly, mnemonic structures cannot 

be considered memory schemas and might actually support different cognitive processes 

(Table 1). For example, one of the primary functions of mnemonic structures might be 

to facilitate organized encoding of related information via memory allocation mechanisms 

(Silva et al., 2009) in order to maximize storage capacity and allow for the inference of 

indirect relations between specific events not experienced together (Eichenbaum, 2017a; 

Rogerson et al., 2014; Silva et al., 2009; Zeithamova et al., 2012a). In contrast, memory 

schemas are thought to influence perception, memory encoding, and action selection based 

on the cumulative regularities extracted from multiple episodes (Ghosh and Gilboa, 2014; 

Gilboa and Marlatte, 2017). Notwithstanding, mnemonic structures are likely to rely on 

previous memory schemas and might themselves influence the formation of memory 

schemas (discussed in next sections). Mnemonic structures operate at an inter-event level, 

becoming important when subjects try to relate information separated by event boundaries, 

such as when two memories are linked across time (Cai et al., 2016; Silva, 2017). 

These boundaries can be defined not only by significant changes in the spatial-temporal 

framework, but also by more subtle transitions including, but not limited to, changes in 

the relative relationship between the entities of an event, variations in task demands, and 

changes in goal-directed actions (Radvansky and Zacks, 2011). There is no clear consensus 

as to whether mnemonic structures are formed during learning (Eichenbaum et al., 1999; 

Rogerson et al., 2014; Shohamy and Wagner, 2008; Silva et al., 2009; Zeithamova et 

al., 2012a), or just become apparent during memory retrieval due to “memory search” 

strategies (Koster et al., 2018; Kumaran and McClelland, 2012; Polyn et al., 2009a). 

While both scenarios are not mutually exclusive, the work reviewed here suggests that 

either common elements between different experiences or a shared temporal window can 

lead to the formation of memory networks during encoding that can subsequently shape 
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behavioral responses during memory retrieval. Although the study of mnemonic structures 

has been primarily the purview of cognitive psychology, recent studies in humans and other 

animals have started to reveal their underlying physiological mechanisms (Eichenbaum, 

2017a; Rogerson et al., 2014; Schlichting and Frankland, 2017; Silva et al., 2009). These 

studies suggest that the formation of mnemonic structures in different species relies on 

the co-allocation and integration of different memories into shared neuronal ensembles 

(Rogerson et al., 2014; Schlichting and Frankland, 2017; Silva et al., 2009), indicating that 

memory engrams are an integral part of these structures, which may involve individual 

memory representations in multiple brain regions. These exciting findings suggest that these 

structures are evolutionarily ancient, and that there is a shared core of mechanisms that could 

be studied in different model systems.

Here, we will first review different studies that suggest the existence of mnemonic structures 

in humans and other animals, with a special focus on the factors that might affect their 

formation. We will review examples from both episodic and semantic mnemonic structures 

but will focus on the biological mechanisms underlying the formation of structures with 

episodic and episodic-like memories that can be studied in animal models (i.e., memories 

that rely on what, where, when information (Clayton et al., 2001)). We will suggest potential 

molecular, cellular and systems mechanisms underlying the organization and linking of 

multiple memories, as well as review strategies that have been used to study memory 

organization in different species. We will focus mostly on rodent models, where recent 

ground-breaking methodological advances allow the observation and manipulation of neural 

activity with unprecedented temporal and spatial resolution. We propose that the framework 

and approaches described here could be used in studies designed to unravel the molecular, 

cellular, systems and cognitive mechanisms that the brain uses to organize, link, and relate 

individual memories into architectures that shape behavior and optimize evolutionary fitness.

Memory organization in humans and other animals

The key component of a mnemonic structure is the common element or feature that serves 

as a link between the individual memories of that particular structure. This common element 

can be, for example, a shared percept or concept, a temporal window, a spatial context, or 

even a shared causal relationship (Figure 1b) (Mace and Clevinger, 2019; Morton et al., 

2017). The nature of the common element determines the nature of the mnemonic structure 

into which memories are integrated (see below). In general, the more elements two different 

representations share or the closer they are in any of the shared dimensions, the more likely 

it is that they will be recruited into the same mnemonic structure (Figure 1c). However, it 

should be noted that there are several examples where more similarities between two events 

actually lead to a stronger separation between 2 memories (e.g. of reviews (Brunec et al., 

2020; Ritvo et al., 2019). It is currently not clear what are the conditions that determine 

whether two memories will be integrated in the same structure or not but some authors 

have proposed that motivational goals during the experimental task (Brunec et al., 2020), 

temporal proximity (Zeithamova and Preston, 2017), memory strength (Schlichting et al., 

2015), or level of memory reactivation during encoding of related memories (Molitor et al., 

2021; Ritvo et al., 2019) may play a role. This topic is currently under intense investigation 

and it is of great importance for a complete understanding of the processes involved in the 
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formation of mnemonic structures. However, in order to elucidate the biological mechanisms 

underlying the formation of mnemonic structures, here we will mainly focus on examples 

that reveal the successful formation of these structures.

In humans, the relative organization of different memories can be directly inferred from 

retrieval studies, whereas evidence for the existence of mnemonic structures in animal 

models is primarily obtained by the observation of functional relations between memories, 

such that manipulations of one memory lead to modifications in the other (Cai et al., 2016; 

Rashid et al., 2016; Rogerson et al., 2014; Schlichting and Frankland, 2017; Silva et al., 

2009; Zeithamova et al., 2012a). These modifications can be directly assessed by behavioral 

studies or indirectly probed by imaging, electrophysiology and other methods for observing 

neural activity.

Finally, even though the classification of mnemonic structures according to different 

dimensions of experience (percept, concept, time, and space) outlined here is useful to 

establish a framework that can help one to interpret and guide experimental research, the 

formation of any mnemonic structure is likely influenced by different combinations of all 

dimensions.

Percept- or concept-based mnemonic structures

One of the most commonly studied type of mnemonic structures are those based on a 

perceptual or conceptual element (e.g., an item, a person, an abstract concept, a causal 

relation) that is common among a group of memories. This type of memory organization 

has been studied in humans and rodents in the context of different cognitive/behavioral 

tasks including, but not restricted to, retrieval-mediated learning (Hall, 1996; Holland, 

1981; Iordanova et al., 2011; Zeithamova et al., 2012b), inferential reasoning (Bunsey 

and Eichenbaum, 1996; Zeithamova et al., 2012a), and free recall clustering (Brown 

and Schopflocher, 1998; Shuell, 1969). These studies suggest that the encoding of novel 

information can be affected by prior related memories, such that independently generated 

memories can become integrated into a mnemonic structure through a common element.

In humans, the ability to recognize connections between indirectly related events or items 

has been proposed as evidence for the existence of mnemonic structures (Morton et al., 

2017; Zeithamova et al., 2012a). For example, witnessing two different people on separate 

occasions walking home with the same child would lead most people to infer that the two 

individuals are related in some way. A mnemonic structure that includes the two memories 

of the two separate individuals walking with the same child, and the fact that both memories 

have the same child in common may be key for the inference that the two individuals 

might be related. Even if the two memories were encoded on different days and in different 

locations, the common element (i.e., the child) would serve as the node that relates and 

organizes them into an associative structure. Note that the formation of this particular 

mnemonic structure might be highly dependent on the existence of a previous memory 

schema representing a “traditional” family structure (Figure 1a) since the ability to suppose 

the existence of this family arrangement in this situation depends on a memory schema 

that is formed following multiple contacts with such family arrangements. Thus, memory 
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schemas might guide the formation of mnemonic structures by providing a general layout of 

expected relationships on each situation. In turn, mnemonic structures can influence schema 

formation/update by providing the backbone of common relationships that occur across 

multiple mnemonic structures of the same type.

Percept-based memory organization has been studied using inferential reasoning tasks 

(reviewed in (Zeithamova et al., 2012a) in which human participants first learn a given 

pair of items, such as the image of a face paired with the image of a house (Face1-House A), 

and then learn a second pair involving a common element (House A-Face2). During the test 

phase, subjects are probed for their ability to infer the existence of an indirect relationship 

between the first and second faces (Preston et al., 2004). Similar to the case of the couple 

mentioned above, the same house in both memories functions as a node in a memory 

structure relating the first and second faces. Functional magnetic resonance imaging (fMRI) 

studies demonstrate that activity patterns associated with a given memory (e.g. Face1-House 

A) are reinstated during encoding of a related memory (House A-Face2), thus leading to 

an increase in the similarity of multivoxel patterns between the two memories (reviewed 

in (Schlichting and Preston, 2015; Zeithamova et al., 2012a)). This increase in pattern 

similarity observed during learning was further demonstrated to correlate with the strength 

of inference during the test phase, suggesting that links between related memories are 

formed during memory encoding, which might be essential for the formation of mnemonic 

structures (Zeithamova et al., 2012b). Reciprocal interactions between the hippocampus 

(HPC) and the medial prefrontal cortex (PFC) seem to be critical for establishing this 

pattern similarity, where the PFC is thought to guide the reactivation of relevant neural 

representations in the HPC during encoding and retrieval of related memories (Backus et 

al., 2016; Preston and Eichenbaum, 2013; Schlichting and Preston, 2016; Zeithamova et al., 

2012b). Similar inferential tasks involving discrimination of different odors had previously 

been used in rodent studies and both rats and mice were shown to successfully infer relations 

between indirectly related odors (Bunsey and Eichenbaum, 1996; DeVito et al., 2010). 

Interestingly, HPC and PFC lesions in these studies impaired correct inferences without 

affecting memory for direct associations, possibly suggesting an evolutionary conserved role 

for these brain regions in organizing information into percept-based structures.

In addition to mnemonic structures formed by tangible common elements, information can 

also be organized according to common concepts, task rules, or even subjective hedonic 

value (Honey and Watt, 1998; Long et al., 2015; Polyn et al., 2009b). For example, 

semantic clustering is a well-known phenomenon in the human memory literature where 

conceptually-related items that were learned in the same list tend to be co-retrieved during 

testing (Shuell, 1969). Moreover, human studies show that both directed and spontaneous 

recall of certain episodic memories increases the likelihood that other conceptually-related 

events are also retrieved, suggesting that these types of memories are highly organized 

by conceptual similarity (Mace, 2014; Mace et al., 2010). Both humans and rodents were 

shown to link information from separate events that share common task rules (Honey and 

Watt, 1998; Polyn et al., 2009b), and in rodents this was dependent on intact HPC and 

PFC, suggesting a general role of these brain regions in organizing information according to 

different dimensions of experience (Coutureau et al., 2002; Iordanova et al., 2007).
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Overall, the studies reviewed in this section suggest that events sharing either perceptual 

elements, common events, or abstract concepts, tend to become associated, possibly 

contributing to the formation of integrated mnemonic structures that support different 

cognitive processes. In addition, both the HPC and the PFC appear to be critically involved 

in the formation of these mnemonic structures in both humans and rodents.

Time-based mnemonic structures

Time may be the most natural way to organize distinct memories, since events experienced 

close in time are more likely to be meaningfully related than events experienced far apart in 

time (Cai et al., 2016; Rogerson et al., 2014; Silva, 2017; Silva et al., 2009). While it is often 

difficult to clearly disentangle time and space in ongoing experience (Buzsáki and Llinás, 

2017), time can been treated as an independent entity that affects the different aspects of 

learning and memory (Eichenbaum, 2017b; Howard and Eichenbaum, 2015). Evidence from 

human studies suggests that even unrelated items encoded within close temporal proximity 

tend to become associated, such that retrieving one increases the likelihood of retrieving 

the other (Kahana, 1996). One theoretical model, known as the Temporal Context Model 

(TCM), attempts to explain this phenomenon by proposing that the brain integrates changing 

sensory inputs as a sequence of occurrences through time and attributes different “time 

tags” to each sequential change (Howard and Kahana, 2002). This model predicts that 

there is a slowly-changing representation of a “temporal context” that is co-encoded with 

different items, and that allows for items encountered in close temporal proximity to share 

similar time tags. During memory retrieval, the time tag associated with a particular element 

increases the likelihood that other elements associated with the same temporal context are 

also retrieved. While the time scale proposed in this model is suited for tracking changes 

occurring within events (seconds to minutes apart), one can imagine that a similar process 

may track and label sequences of events across longer time scales (Brunec et al., 2015; 

Eichenbaum, 2017b). In this view, different events that unfold in close temporal proximity 

(hours apart) would share a more similar temporal context and could therefore become 

integrated into a time-based mnemonic structure. Thus, temporal context could serve as 

a common node connecting or biasing the encoding of multiple events in this mnemonic 

structure, not unlike the examples of common items described for percept-based mnemonic 

structures. This framework could explain the well-known temporal clustering of reported 

events observed during retrieval of autobiographical memories in humans, where retrieval 

of one event often increases the likelihood of retrieving other events experienced in close 

temporal proximity (generally within the same day) (Mace and Clevinger, 2019).

In addition, the same framework could explain recent results obtained in human and rodent 

studies that explore the linking of two different memories acquired hours apart. Rodent 

studies demonstrated that related events (e.g., explorations of novel contexts) experienced 

within a day become functionally linked such that updating the memory of one event (e.g., 

with an unconditioned stimulus) directly affects the memory for the other. In contrast, 

if the same events are experienced days apart, memories appear to become independent 

with no evidence of functional linking (Cai et al., 2016). Similar experiments in humans 

showed that subjects were more likely to link two memories when they were encoded 

hours versus days apart (Yetton et al., 2019). Rodent studies further demonstrated that the 
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two functionally linked memories shared a higher number of encoding cells in the HPC 

(Cai et al., 2016), suggesting that time-based structures rely on cellular mechanisms similar 

to the ones described in the previous section for percept-based structures. Human studies 

have also demonstrated that events experienced in close temporal proximity (seconds to 

minutes), while participants navigate a virtual town, tend to be retrieved together, and 

have a higher similarity of voxel patterns in the HPC than events or items experienced 

further apart (Deuker et al., 2016). Remarkably, this relationship between similarity of voxel 

patterns and temporal distance was also observed in a study where participants were cued 

to retrieve memories encoded during daily life over a span of 30 days, possibly indicating 

that in humans the HPC also organizes experiences over extended time periods through 

encoding mechanisms that result in increased pattern similarity between memories within 

the same extended temporal context (Nielson et al., 2015). Given the potential parallels 

observed between the neural mechanisms operating during time-based memory linking and 

the inferential reasoning experiments described in the previous section, it is tempting to 

hypothesize that an increase in the number of shared neurons encoding both memories 

might be a general mechanism to integrate information from different events into a given 

mnemonic structure (Morton et al., 2017; Schlichting and Frankland, 2017). It remains to 

be tested whether time-based structures also allow for the inference of indirect relationships 

between multiple events experienced within the same temporal context, in a way similar to 

percept-based structures.

Space-based mnemonic structures

Another major dimension that can affect memory organization is the presence of a common 

spatial context. Much like a temporal context, a spatial context can have a predictive impact 

in the life of any organism capable of exploration. Not surprisingly, neural mechanisms 

dedicated to encoding spatial information have been described in multiple species (Moser et 

al., 2017), and the spatial context is well known to affect learning and memory processes 

(Metzger, 2014). In humans, spatial contexts are often used as mental landmarks for 

clustering episodic memories and determine temporal sequences of events (Barsalou, 1988), 

suggesting that they serve as a common element that integrates different memories into 

mnemonic structures. However, the formation of space-based mnemonic structures might 

partially depend on different mechanisms than the percept-based mnemonic structures 

described above since it is difficult to see how the same context could continue to serve 

as a strong cue that links novel memories together as one spends more time in it (Hupbach et 

al., 2011). Perhaps, spatial contexts operate in a similar way as temporal contexts, providing 

a slowly changing representational framework that is co-encoded or bias the encoding of 

events unfolding over time. Accordingly, there is now compelling evidence that aspects of 

the spatial context are co-encoded with different items during a learning episode in both 

humans and rodents (Komorowski et al., 2009; Miller et al., 2013a; Staresina and Davachi, 

2008). Furthermore, studies from both species demonstrated that spatial context modulates 

the way different items/events are represented in the HPC, with items/events experienced in 

close spatial proximity or in the same context sharing more similar activity patterns (Deuker 

et al., 2016; McKenzie et al., 2014; Miller et al., 2013b).
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These effects of the spatial context on memory encoding have been shown to directly affect 

memory organization. For example, human studies demonstrate that items encountered in 

close spatial proximity tend to be retrieved together during free recall tests, mirroring 

the effects observed for items acquired in close temporal proximity (Miller et al., 

2013b; Pacheco and Verschure, 2018). Studies in both humans and rodents have further 

demonstrated that two perceptually different cues come to be treated as equivalent during 

a test phase if they were presented in the same context during learning (Molet et al., 

2011, 2012). In one of these studies, rats were trained in a flavor conditioning task by 

providing water containing two distinct novel flavors either in the same spatial context or 

in different contexts. Following this learning phase, one of the flavors was mixed with 

sucrose to update its valence. On the testing day, the rats consumed significantly more 

water mixed with the flavor that had been presented in the same context with the updated 

flavor during learning, than the one presented in a different context (Molet et al., 2012). 

These results indicate that following changes in the valence of one flavor, rats change their 

relative preference for flavors that had been presented in the same context, suggesting the 

existence of an organizational relation that affects independent memories in a similar way as 

time-based mnemonic structures described in the previous section. In summary, the studies 

reviewed in this section suggest that, similarly to the temporal context, the spatial context of 

memories allows for the attribution of “spatial tags” that enable the organization of multiple 

memories according to common places or contexts where they are encoded. Moreover, 

these studies suggest that space-based mnemonic structures might involve an increase in the 

similarity of representation patterns between memories encoded in the same spatial context, 

similar to percept- and time-based structures. However, spatial contexts might exert their 

organizational role in ways that differ from simple items (physical or abstract), in part due to 

differences in the circuits used to encode each of these dimensions, as proposed in the next 

sections.

Biological mechanisms of memory organization

The studies reviewed in the previous sections suggest the HPC and the PFC are important 

for the formation of different mnemonic structures during learning. Moreover, several 

studies demonstrate that hippocampal neuronal ensembles of related memories are more 

similar than those of unrelated memories, suggesting that overlap between memory 

ensembles could be an essential mechanism for the formation of mnemonic structures 

(Morton et al., 2017; Rogerson et al., 2014; Silva et al., 2009). A better understanding 

of the mechanisms regulating neuronal memory allocation and overlap during the tasks 

mentioned above would be crucial to elucidate the general mechanisms underlying memory 

organization in the mammalian brain. In the next sections, we will first review the 

participation of the HPC and PFC in memory processes that might be relevant for the 

formation of mnemonic structures. We will then propose how biological mechanisms 

operating at different levels (circuit, cellular and molecular levels) in these brain regions 

might contribute to the formation of organized mnemonic structures.
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The role of HPC in memory

The HPC and surrounding medial temporal lobe (MTL) have long been implicated in 

the formation, consolidation, and retrieval of episodic memory in different species (e.g. 

of review (Squire et al., 1993)). Multiple studies in humans and animal models have 

determined that the HPC plays a critical role in combining different types of information 

(what, where, and when information) (Sugar and Moser, 2019) characteristic of episodic 

memory. One influential theory proposes that these types of information are conveyed to the 

HPC by different neural circuits involving surrounding parahippocampal regions (reviewed 

in (Eichenbaum, 2017b; Eichenbaum et al., 2012), but see (Save and Sargolini, 2017) for a 

review on recent studies challenging a clearcut view of this hypothesis). The what pathway 

involves the perirhinal cortex that projects directly to the lateral entorhinal cortex (LEC), 

which in turn has reciprocal connections with the HPC. In contrast, where information 

involves activity in the parahippocampus cortex (known as postrhinal cortex in rodents) 

that projects to the medial entorhinal cortex (MEC), which has reciprocal connections 

with the HPC. Information about when an event is experienced has been detected in the 

HPC, MEC and LEC, and is thought to involve additional brain regions (reviewed in 

(Eichenbaum, 2017b)). The what, where, when information remain largely segregated by 

these two pathways until combined by entorhinal projections in the HPC (Witter et al., 

2000). Hippocampal neural activity is thought to encode, amongst other things, the identity 

of items and stimuli (Wood et al., 1999a), the position of the animal in space (place cells) 

(O’Keefe, 1976), and the time elapsed in task-relevant intervals (time cells) (Pastalkova et 

al., 2008), suggesting that the HPC processes all these different types of information.

Traditionally, the HPC has been viewed as a brain region essential for the encoding and 

retrieval of unique episodes via pattern separation and pattern completion mechanisms 

supported by different subfields (Marr, 1971; McClelland et al., 1995; O’Reilly and 

McClelland, 1994). However, several studies have demonstrated that this brain region is 

also able to represent common features between different episodes (e.g. (Cai et al., 2016; 

McKenzie et al., 2014; Schlichting et al., 2015; Shohamy and Wagner, 2008; Wood et al., 

1999a; Zeithamova et al., 2012b)). In rats, responses of individual cells in the dorsal HPC 

have been found to correlate with both unique events and multiple related events, suggesting 

that cells in this brain region might encode both specific events and common features present 

different events (McKenzie et al., 2014; Wood et al., 1999b). In addition, some authors have 

suggested that there is a functional distinction along the longitudinal axis of the HPC such 

that the dorsal HPC (posterior HPC in humans) encodes details about an episode whereas 

the ventral HPC (anterior HPC in humans) encodes more general information that might be 

common across events (Poppenk et al., 2013). Recent studies (Dimsdale-Zucker et al., 2018; 

Molitor et al., 2021) and some computational models (Schapiro et al., 2017) further suggest 

that different subfields of the HPC can separately encode specific instances or common 

regularities across related episodes. Together, these properties of the HPC indicate that this 

brain region is able to simultaneously represent commonalities and differences between 

related experiences, which might support the formation of mnemonic structures discussed 

here.
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Overall, the HPC and associated parahippocampal regions, are involved in encoding 

different aspects of episodic memory, with an apparent segregation of streams of 

information representing what, where and when components, which might be crucial to 

separately organize information into percept-, space-, and time-based mnemonic structures, 

respectively.

The role of PFC in memory

The contribution of the PFC to declarative memory has been shown to be crucial when 

learned information needs to be distinguished, organized, or reconciled with previous 

memories (Szczepanski and Knight, 2014). Patients with PFC damage do not present strong 

memory deficits but are impaired in their ability to correctly identify the context where 

information was acquired (source memory), to correctly remember the temporal order of 

multiple events, and suffer from constant interference from previous memories during new 

learning (Eichenbaum, 2017c). While there is currently no general agreement regarding the 

similarities between human and rodent PFC, functional studies in rodents suggest parallels 

with the human findings. For example, as in humans, lesions in PFC produce deficits in 

source memory, increases in memory interference, and decreases in behavioral flexibility in 

rule-alternation tasks (Eichenbaum, 2017c). Electrophysiological studies in rodents suggest 

a bidirectional communication between PFC and HPC during memory retrieval, where 

PFC appears to dictate which memories are activated in the HPC (Depue, 2012; Place 

et al., 2016). More recently, several studies have demonstrated the contribution of this 

brain region to the acquisition of HPC-dependent memories, indicating that the PFC might 

be involved in controlling both acquisition and retrieval of these memories (reviewed in 

(Takehara-Nishiuchi, 2020)). Of particular importance for the topic discussed here is the 

reported involvement of the PFC in updating HPC-dependent memories. For example, in 

rodents, PFC activity is crucial for updating the valence of a spatial context (Heroux et al., 

2017), for memory reconsolidation (Stern et al., 2014), and memory extinction (Giustino and 

Maren, 2015). Moreover, the PFC has been implicated in the formation of memory schemas, 

and this suggests that this brain region is able to represent and track commonalities between 

different memories (Tse et al., 2007, 2011).

In both humans and rodents, the PFC can be divided into different areas, defined by the 

pattern of connectivity with medio dorsal thalamic nucleus (Dalley et al., 2004; Miller and 

Cohen, 2001). While different areas have been shown to play a different role in memory, 

most studies reviewed here suggest that formation of mnemonic structures preferentially 

involves the medial PFC in both species. The PFC receives direct projections from the 

ventral part of the HPC (anterior in humans) that are necessary for the development of 

site-specific representations in the PFC (Hok et al., 2013) and for spatial memory (Barker et 

al., 2017). Recently, rodent studies demonstrated that the dorsal cornu Ammonis (CA) 1 of 

the HPC also projects to PFC, and these projections are important for retrieval-mediated 

enhancement of contextual fear conditioning (CFC) (Ye et al., 2016), as well as for 

correctly encoding the temporal sequence of events (Barker et al., 2017). In turn, the PFC 

is thought to indirectly influence HPC activity via projections to parahippocampal regions 

(Jayachandran et al., 2019) and nucleus reuniens, a thalamic nucleus that has reciprocal 

connections with both the HPC and the PFC (Dalley et al., 2004; Eichenbaum, 2017c). A 
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recent study in mice found a direct projection from the anterior cingulate cortex (one area 

of the PFC) to the dCA1/CA3 that bidirectionally modulated retrieval of a CFC memory, 

representing yet another route of control from the PFC to the HPC (Rajasethupathy et al., 

2015).

One generally accepted view is that the PFC exerts strategic or cognitive control over 

hippocampal function during memory processes and is crucial to organize and update 

hippocampal representations (Eichenbaum, 2017a, 2017c; Miller and Cohen, 2001). In 

addition to its involvement in the formation of memory schemas mentioned above (Gilboa 

and Marlatte, 2017; Tse et al., 2007, 2011), the PFC has also been implicated in the retrieval/

storage of remote memories (Frankland and Bontempi, 2005; Kitamura et al., 2017). This 

raises the possibility that its role in the formation and maintenance of mnemonic structures 

might by two-fold: On one hand, this brain region can directly influence HPC function 

during the formation of mnemonic structures and support the retrieval of appropriate 

memories at the time of integration (Depue, 2012; Miller and Cohen, 2001; Schlichting 

and Preston, 2015) while preventing interference between related memories (Guise and 

Shapiro, 2017; Shimamura et al., 1995). On the other hand, the PFC might itself store 

abstract relationships between memories (Schlichting and Preston, 2015; Schlichting et al., 

2015) that might be important to support inferences at remote time points and to allow 

for the formation of memory schemas through extraction of regularities between multiple 

events involving mnemonic structures. Thus, through its interactions with the HPC, the PFC 

emerges as a crucial brain region for the development and maintenance of the mnemonic 

structures described here.

Systems-level regulation of memory organization

How might the properties of the PFC and HPC modulate the formation and use of mnemonic 

structures? In the case of percept-based mnemonic structures, the presence of a common 

perceptual element during encoding of the second memory may serve as a cue to retrieve 

related memories that can be integrated with new information during acquisition of a 

second memory (Zeithamova et al., 2012a). This process requires precise control over which 

memory ensembles are reactivated to avoid memory interference (Poll et al., 2020). One 

possibility is that during encoding of related information, the PFC exerts control over which 

HPC representations are reactivated by directly modulating the perirhinal cortex, the “what” 

pathway (Eichenbaum, 2017c; Preston and Eichenbaum, 2013). In line with this idea, a 

recent study in rodents used a sensory preconditioning paradigm to demonstrate that the 

perirhinal cortex is essential for the formation of indirect associations during learning of 

a second memory. In this study, rats first learned a sound-light association followed by a 

light-shock association on a subsequent day. Inactivation of the perirhinal cortex during 

learning of the light-shock association impaired freezing levels to the sound (indirectly 

associated with shock), but not to the light (directly associated with shock) during a memory 

test, suggesting that this brain region is essential for the retrieval-mediated formation of a 

mnemonic structure containing sound-light-shock elements (Wong et al., 2019). It remains 

to be tested if this effect is dependent on specific PFC inputs to the perirhinal cortex 

that were recently shown to modulate the correct retrieval of a sequence of odors in rats 

(Jayachandran et al., 2019). Retrieval-mediated learning has also been demonstrated to 
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depend on hippocampal synaptic plasticity at the time of encoding, suggesting that HPC 

representations are directly updated during encoding of related information (Iordanova et 

al., 2011). The exact mechanisms underlying the concomitant retrieval and encoding of 

information in this type of learning are not well understood, but recent studies suggest 

that the mammalian brain uses partially different circuits for memory retrieval and memory 

encoding (Eldridge et al., 2005; Roy et al., 2017).

In one rodent study, the authors demonstrated that projections from dorsal CA1 to the 

layer 5 of MEC are necessary for encoding a CFC memory, whereas a circuit involving 

projections from dorsal CA1 to dorsal subiculum, and from there to layer 5 of MEC, 

was necessary for memory retrieval (Roy et al., 2017). Using optogenetics and a context 

preexposure facilitation protocol, the authors further demonstrated that the two circuits are 

involved in real-time updating of the valence of a spatial context: the activity in the retrieval 

circuit was necessary during context re-exposure (i.e. cue-elicited retrieval), whereas activity 

in the encoding circuit was required during context-shock pairing (i.e. memory update). 

The existence of partially different circuits preferentially recruited for memory retrieval and 

memory encoding in the MTL might facilitate the formation of percept-based mnemonic 

structures by accommodating retrieval and learning mechanisms that work in parallel 

to promote memory integration while minimizing memory interference. The PFC could 

regulate both encoding and retrieval processes via direct projections to different areas of the 

parahippocampal regions (Jayachandran et al., 2019; Preston and Eichenbaum, 2013).

Different circuits might be involved in the formation of time-based mnemonic structures, 

since in this case there is no obvious common element to trigger memory retrieval during 

learning of the second event. The representation of time during memory processes is not 

completely understood, and is thought to involve multiple brain regions, including the 

HPC, the striatum, the parietal cortex parahippocampal region, and the PFC (reviewed in 

(Eichenbaum, 2017b)). In rodents, both the HPC and PFC have been shown to be necessary 

for encoding temporal order (DeVito and Eichenbaum, 2011), and interval duration between 

events (Jacobs et al., 2013; Kim et al., 2009). In addition to the presence of time cells in the 

HPC and MEC, recent studies in rodents demonstrated the existence of similar cells in the 

PFC (Tiganj et al., 2017). The activity of time cells is thought to be involved in tracking time 

in the scale of seconds to minutes within the context of a specific task or event. In contrast, 

the encoding of time across larger temporal scales (hours-days), has been hypothesized to be 

carried out by a slow drift in the population of cells encoding different events. In line with 

this hypothesis, several studies have identified a constant change in the identity of dorsal 

CA1 pyramidal cells encoding the same stimulus over time. This has been observed for 

neural cells encoding spatial contexts (Rubin et al., 2015), for place cells (Ziv et al., 2013), 

and for time cells (Mau et al., 2018). Another study demonstrated that the LEC also encodes 

time during experience at both the level of single neuron activity and at the population level 

(Tsao et al., 2018). Temporal encoding at the population level was observed at multiple time 

scales raging from seconds to hours, raising the possibility that the LEC might contribute to 

the general attribution of time tags observed in dorsal CA1(Rolls and Mills, 2019). Overall, 

these studies demonstrate that the pattern of neural activity representing similar experiences 

slowly changes over extended periods of time in different brain regions, perhaps providing a 
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temporal tag for an extended temporal context that could directly influence the organization 

of memories acquired over long time periods, as proposed in previous sections.

Finally, memory organization according to a spatial dimension might be different from 

arranging information into percept-based structures, in part due to the processing of this 

type of information by different circuits (the where pathway mentioned above). During 

memory encoding, information about the spatial context activates the parahippocampus, 

which feeds information to the MEC, and this in turn projects to the HPC, where the 

spatial environment is partially encoded (i.e., the where). At the same time, information 

about the content of an event involves the perirhinal cortex-LEC-HPC circuit (what and 

possibly when). These two pathways converge into the same cells in the DG and CA3, 

allowing for a combination of the what, where, and where information into conjunctive 

representations (Witter et al., 2000). In contrast, different CA1 neurons receive inputs from 

each pathway, allowing for segregation between spatial and non-spatial information (Witter 

et al., 2000). Parallel processing would allow the encoding of the spatial context and items/

events encountered in that space into different cells, with multiple events being co-encoded 

with the same contextual representation. Such parallel encoding could be essential for 

organizing multiple memories according to a common spatial context while allowing for 

the flexible use of information in other contexts, an essential characteristic of information 

acquired during episodic memory. Interestingly, a recent rodent study (Tanaka et al., 2018) 

demonstrated that neurons potentially encoding episodic memories in the dorsal CA1 of the 

HPC, the so called engram cells (Josselyn and Tonegawa, 2020), are a distinct population of 

neurons that displays low spatial information and are activated in parallel with place cells 

during memory encoding and retrieval, perhaps representing two distinct neural populations 

receiving information from the two different pathways mentioned above.

It is worth noting that multiple studies have now demonstrated that the spatial encoding of 

a given context _is not as stable as originally thought, but changes with task requirements, 

motivational states (Moser et al., 2017), and gradually drifts over time, with different place 

cells in the dorsal CA1 being recruited on different visits to the same environment (Ziv et al., 

2013). The behavioral- and temporal-induced drifts of spatial information observed in CA1 

might reflect the influence of time and event features that allow animals to distinguish each 

visit to the same environment as a unique event. This could allow for the organization of 

information not only according to spatial similarity but also according to other dimensions, 

potentially leading to an interaction between space-, percept- and time-based mnemonic 

structures. Interestingly, the PFC receives information about temporal order of events and 

the position of items in space from different HPC inputs, with the dorsal CA1 transmitting 

information about temporal order and the intermediate CA1 transmitting information about 

the position of objects in space (Barker et al., 2017). Such segregation could allow the PFC 

to weight the relative contribution of these two dimensions for memory organization, thus 

influencing the formation of appropriate mnemonic structures.

Cellular mechanisms of memory organization

Human and rodent studies reviewed here suggest that mnemonic structures depend on shared 

memory ensembles. For example, rodent studies imaging neural representations of two 
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contexts integrated in a potential time-based mnemonic structure demonstrated that linked 

contexts shared higher overlapping neuronal representations than independent contexts in 

the dorsal CA1 (Cai et al., 2016). Importantly, by exploring memory linking in aged-adult 

mice, this study provided the first evidence that neuronal overlap might be essential for 

the functional linking of two memories. Aged-adult mice (15-18 months old) presented 

deficits in memory linking and neuronal overlap with no deficits in single memory. Using 

a chemogenetic approach, the authors demonstrated that increasing neuronal excitability 

in the same group of dorsal CA1 cells during exposure to both contexts, so that the 

memories of both contexts were allocated to overlapping populations of cells, was sufficient 

to rescue memory linking deficits in these mice, a result consist with the allocate-to-link 

hypothesis (Rogerson et al., 2014; Silva et al., 2009). Similar results were obtained in 

a study investigating the overlap of neuronal representations and functional association 

between two amygdala-dependent memories acquired 5 hours versus 1 day apart, suggesting 

that overlapping representations are also essential for linking related memories processed 

in other brain regions (Rashid et al., 2016). In a related study, other authors demonstrated 

that the overlapping cells between two memory ensembles in the amygdala were necessary 

for linking those two memories, but they were not essential for the retrieval of each 

individual memory, suggesting a specific role for this population of cells in supporting links 

between memories of a mnemonic structure (Yokose et al., 2017). These studies indicate 

that although the overlapping cells might not directly encode individual memories, they 

are an integral part of the “memory engram” (in these studies defined as learning-related 

active cells that express immediate early genes and presumably undergo synaptic plasticity 

to store a memory (Josselyn and Tonegawa, 2020)). This raises the possibility that during 

memory encoding there is a specific population of engram cells that is “tuned” to encode 

general features of an event or even potential relationships between different memories. It 

will be important to explore the nature of these overlapping cells in terms of their circuit 

connectivity and genetic profile. An intriguing possibility is that these overlapping cells 

could be a functionally distinct population of engram cells that encode or allow the retrieval 

of different aspects of an experience, as recently suggested in a rodent study investigating 

the heterogeneity of engram cells in the dentate gyrus of the hippocampus (Sun et al., 2020).

The allocate-to-link hypothesis proposes that mechanisms that regulate which cells and 

synapses of a given ensemble store a memory have a key role in linking that memory to 

other memories within a given temporal context (Rogerson et al., 2014; Silva, 2017; Silva et 

al., 2009). This hypothesis proposed that the increased overlap of neuronal representations 

of linked memories reviewed above is due to increases in intrinsic neuronal excitability 

triggered by activation of the transcription factor CREB following encoding on the first 

memory (see next section) (Rogerson et al., 2014; Silva, 2017; Silva et al., 2009). This 

increase in neuronal excitability observed following the encoding of the first memory (Cai 

et al., 2016) increases the probability that the second memory is allocated to some of 

the same cells encoding the first memory. Over time (a day or more) this increase in 

neuronal excitability is thought to dissipate, and therefore subsequent memories are no 

longer allocated to the neuronal ensembles that encoded the first memory. This hypothesis 

proposes that time-dependent changes in excitability are an efficient way to tag neuronal 

ensembles and prepare them for recruitment into time-based mnemonic structures, since 
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these excitability changes are sufficient to modulate the co-allocation of related memories 

without the need for more complex mechanisms, such as the sequential activity of time cells 

over hours or even days. Moreover, the increases in neuronal excitability observed following 

encoding could also be an integral part of the formation of mnemonic structures involving 

retrieval-mediated mechanisms that are independent of a common temporal context. For 

example, during the formation of percept-based mnemonic structures, encoding of a novel 

association “B-C” can trigger the retrieval of a related association “A-B” that shares the 

common element “B”. This may lead to a situation where neural populations encoding the 

newly acquired association (B-C) and the previous retrieved association (A-B) both have 

relatively higher excitability after learning (Pignatelli et al., 2019). Consequently, these 

two populations would have a higher likelihood of being co-activated during subsequent 

hippocampal sharp-wave ripples that have been implicated in consolidation of long-term 

memories (e.g. of review (Skelin et al., 2019)) and formation of links between related events 

not observed together (Barron et al., 2020). The co-activation of both memories during this 

consolidation period could therefore potentiate the emergence of an overlapping population 

of cells that is necessary to link both memories. In fact, it has been shown that co-retrieval 

of independent memories can lead to memory linking via overlapping ensembles (Yokose et 

al., 2017) and that post learning optogenetic-reactivation of the memory ensembles of two 

different memories in the HPC is sufficient to induce memory linking (Oishi et al., 2019). 

Thus, increases in neural excitability could be an effective way to ensure the formation of 

links between two memories that share common features but are encoded in a different 

temporal/spatial context.

Other studies suggest that independently of their identity, items sharing a common spatial 

context also share more of the same encoding neurons than items encountered in different 

contexts. In a rodent study, single unit activity was recorded in CA1 and CA3 while rats 

learned a behavioral task involving a conditional discrimination between 2 contexts and 2 

objects (object A or B) (McKenzie et al., 2014). In one context, object A was rewarded, 

and object B was not, while in the other context this contingency was reversed. The 

authors found individual neural responses that were specific to different aspects of the task, 

including the identity of the context, the spatial location of the objects, their identity and 

valence on each trial. An analysis of representational similarity of the entire population of 

recorded neurons demonstrated that the spatial context seems to function as a primary cue 

to determine how each of the other features is encoded, with different items encountered in 

the same context sharing higher representational similarity than the same item encountered 

in different contexts. These results suggest that spatial contexts can have a direct impact 

on memory encoding and allocation, and this might be essential for the formation of space

based mnemonic structures.

When two or more memories share a larger than normal overlapping population of neurons, 

these neurons may serve as a bridge between memories, so that reactivation of one 

memory leads to the reactivation of other memories with overlapping neuronal ensembles 

(Figure 2b) (Rogerson et al., 2014; Silva, 2017; Silva et al., 2009). This process might 

employ pattern completion mechanisms similar to the ones reported for memories involving 

the visual cortex, where artificial reactivation of as few as two neurons belonging to a 

behavioral-related neural ensemble in this brain region was sufficient to reactivate the 
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entire ensemble and trigger memory retrieval (Carrillo-Reid et al., 2019). This effect might 

also induce the simultaneous reactivation of multiple brain regions relevant for memory 

processes, as recently demonstrated when engram cells in the HPC or PFC were artificially 

reactivated using chemogenetic methods (Chowdhury and Caroni, 2018). Thus, it is likely 

that mnemonic structures involve overlapping populations of neurons in multiple brain 

regions, and that activation of one memory in one or more of these regions can lead to 

system-wide reactivation of memories in the same mnemonic structure.

One outstanding question is how these overlapping populations in mnemonic structures 

might influence the long-term consolidation of memories across multiple brain regions. 

Memory consolidation is thought to involve the spontaneous reactivation of encoding neural 

ensembles across the brain following learning (reviewed in (Skelin et al., 2019)), and recent 

studies have shown that engram cells in different brain regions are directly involved in the 

process (Kitamura et al., 2017; de Sousa et al., 2019). It is possible that memories sharing a 

high number of overlapping cells are co-reactivated during the consolidation process, which 

might be essential for the formation of links between indirectly related events within the 

same mnemonic structure, as recently proposed in a study in mice (Barron et al., 2020). 

Given the known participation of the HPC and PFC in memory consolidation (Skelin et al., 

2019) and in the formation of mnemonic structures reviewed here, it is likely that crosstalk 

between these two brain regions will be important for the consolidation and long-term 

maintenance of mnemonic structures. By ensuring the simultaneous reactivation of related 

memories in the HPC during memory consolidation, overlapping ensembles might facilitate 

the extraction of regularities by the PFC for long-term memory storage and formation of 

memory schemas (Tompary and Davachi, 2017). In addition, this dialogue between the 

two structures during “offline” periods, might provide an opportunity to further increase 

or decrease the strength of associations present in a given structure based on previous 

information stored in neocortical areas.

It is reasonable to assume that mechanisms underlying the formation of mnemonic 

structures must involve multiple levels of regulation since a simple association of memories 

sharing common elements might not always be beneficial (Carpenter and Schacter, 2017; 

Chowdhury and Caroni, 2018; Rogerson et al., 2014; Silva, 2017; Silva et al., 2009). 

Neurogenesis (Aimone et al., 2006) as well as cellular and synaptic allocation mechanisms 

in the HPC (and other encoding regions) (Rogerson et al., 2014; Silva et al., 2009), are 

likely to be a crucial component of organizational processes that allow the maintenance of 

the detailed information in each memory despite overlapping neurons with other memories 

(Abdou et al., 2018; Lisman et al., 2018). Future studies will explore the nature of 

overlapping ensembles and clarify whether the cellular mechanisms leading to increased 

overlap in memory representations are similar for all types of mnemonic structures (e.g. 

increases in neural excitability), or if organization of information according to different 

dimensions of experience results in the same cellular phenotype albeit through different 

biological mechanisms.
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Molecular mechanisms of memory organization

Very few studies have specifically investigated the molecular mechanisms involved in the 

organization of multiple memories; however, some insights can be drawn from studies that 

explored the encoding of two experiences related by either temporal proximity or conceptual 

similarity.

Following learning, neuronal circuits undergo a cellular consolidation period that is 

necessary for the formation of long-term memories (in this context, memories that last 

more than 24 hours). This initial consolidation phase lasts around 2-3 hours and requires 

the synthesis of new proteins involved in stabilizing synaptic changes that took place 

during learning (Davis and Squire, 1984). Acquisition of a second memory during this 

consolidation period can lead to interference (Robertson, 2012). However, in some cases 

a “weak memory” (i.e. a learning event that would not generate a long-term memory) 

can be strengthened if a second “strong memory” is acquired within the consolidation 

period. These results have been interpreted in light of the behavioral/synaptic tagging 

and capture hypothesis, which postulates that weak learning that does not initiate new 

protein synthesis can be strengthen if another learning event occurring shortly before or 

after (usually no longer than 2 hours apart) is co-allocated to the same cells and induces 

new protein-synthesis that can be used to stabilize the weak memory (Frey and Morris, 

1997; Moncada et al., 2015; Nomoto et al., 2016; Redondo and Morris, 2011; Rogerson 

et al., 2014). The idea is that weak learning leaves a “tag” on activated synapses that 

then can capture plasticity-related proteins induced by the other learning event. Multiple 

molecular events, such as dopaminergic modulation, protein synthesis and activity, have 

been shown to be necessary for this process (Moncada et al., 2015; Navakkode et al., 2010), 

demonstrating that there are specific molecular mechanisms necessary to modulate and 

stabilize information co-allocated to the same neurons. It is possible that these mechanisms 

are involved in the creation of mnemonic structures composed of strong and weak memories 

acquired over multiple time scales.

Additionally, rodent studies of memory linking across time proposed that the transcription 

factor CREB is essential for this process (Cai et al., 2016; Rashid et al., 2016). CREB 

is thought to play a key role in triggering changes in neural excitability underlying the 

co-allocation of memories to neuronal ensembles with an overlapping population of neurons 

(Rogerson et al., 2014; Silva et al., 2009). Interestingly, the effects of synaptic tagging 

and capture mechanisms described above are limited to memories acquired within an 

interval of approximately two hours, while the mechanisms of memory linking seem to 

apply to memories acquired within 5-24 hours. Coordination of both mechanisms might be 

essential to organize memories related by different time scales and contribute not only for 

the encoding of the order of sequential events but also for encoding the relative temporal 

distance between memories of the same mnemonic structure.

Studies investigating the encoding of two or more memories in sequence, found that the 

molecular mechanisms required for the acquisition of the first memory can be different from 

those engaged during the acquisition of subsequent memories in that sequence. For example, 

several studies have demonstrated that although HPC NMDA receptors are required for the 
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acquisition of CFC memories, acquisition of a second CFC memory in a sequence does 

not require the activation of HPC NMDA receptors [e.g. (Crestani et al., 2019; Tayler et 

al., 2011)]. Instead, formation of the second memory involves many of the same neurons 

that were engaged by the first memory, and requires activity of metabotropic glutamate 

receptors in the HPC at the time of learning (Crestani et al., 2019). Interestingly, this effect 

was shown to be dependent on the contingencies of the task and not on temporal, spatial, 

or valence components (Crestani et al., 2019; Finnie et al., 2018; Tayler et al., 2011), 

suggesting the formation of a concept-based mnemonic structure. Together, these studies 

suggest that learning of conceptually-related information might engage unique molecular 

mechanisms that are usually not used to encode and consolidate single memories. By relying 

on different molecular mechanisms, the HPC might be able to encode related memories 

into the same neurons without risking memory interference or reconsolidation of previous 

memories. This process might be essential for the formation of mnemonic structures that 

allow for the establishment of functional relations amongst memories while maintaining the 

details of each individual memory.

Conclusion

Here, we reviewed multiple studies of mnemonic structures in humans and rodents. These 

structures are an essential feature of the mammalian brain that allow for the establishment 

of indirect associations between items or events not experienced together. The formation 

of mnemonic structures involves biological mechanisms operating at multiple levels and in 

different brain regions. These structures are organized according to different dimensions of 

experience involving, for example, a common percept/concept, or a common temporal or 

spatial context, and we propose that neuronal allocation mechanisms, including the ones 

reviewed here, are key for linking memories within these structures. The study of the 

biological mechanisms of mnemonic structures at multiple levels of analyses, including 

studies in animal models, will be crucial to advance our knowledge of how cognitive 

processes optimize the storage and usage of large amounts of information in changing 

environments.
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Figure 1. Dimensions of mnemonic structures.
A) Relative organization of Single memories, Mnemonic Structures and Memory Schemas. 

Memory Schemas are high-level cognitive structures that represent the abstract relation 

between different memories and can serve as a scaffold for the formation of other structures. 

Mnemonic structures represent specific relations between specific memories. Schemas and 

Mnemonic structures may interact. B) Example of a mnemonic structure composed of 3 

elements. Common element “A” serves as a link to element “B and C”. The linking element 

can belong to different dimensions of experience. C) Theoretical representational space 

where temporal, spatial and perceptual/conceptual dimensions interact to determine linking 

and integration of memories into the same mnemonic structure. Note that Time and Space 

are not necessarily orthogonal.
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Figure 2. Systems and cellular mechanisms of mnemonic structures.
A) Schematic representation of the potential circuits involved in the formation of mnemonic 

structures. Different pathways convey information about what, where, and when to the 

hippocampus. These different pathways are involved in the formation of item-, space-, and 

time-bases mnemonic structures, respectively. The PFC, together with additional factors, 

determine how memories are co-allocated in the HPC and integrated into mnemonic 

structures. B) Cellular mechanisms of HPC mnemonic structures. Cells encoding a common 

element A (▴) restrict which cells are available for memory allocation (▵) and are co

encoded with different elements B (▴) and C (▴). This leads to the overlap between some 

cells representing B and C ( ). Upon retrieval of B, overlapping cells can indirectly 

reactivate memory C. The same effect is not observed when the two memories B and C 

do not share a common element (bottom panel). Grey triangles (▴) represent cells that are 

not available for encoding.
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Table 1.

Comparison between Memory Schemas and Mnemonic Structures

Memory Schemas Mnemonic Structures

Associative network ✓ ✓

Multiple episodes ✓ ✗

Detailed units ✗ ✓

Adaptability ✓ ?
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