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ABSTRACT OF THE DISSERTATION

Mixed-Signal Circuit Design Driven by Analysis: ADCs, Comparators, and PLLs

by

Hao Xu

Doctor of Philosophy in Electrical Engineering

University of California, Los Angeles, 2018

Professor Asad Abidi, Chair

Mixed signal circuit design often involves circuits that are time-varying or highly non-linear,

which further results in systems that are difficult to characterize using established method-

ologies for linear time-invariant systems, thus designers are more than often forced to rely

on intensive simulations for design. This dissertation explores design optimization for com-

parators, phase locked loops and ADC from three different perspectives.

First, a complete analysis for regenerative comparators is presented including noise, off-

sets and speed for the first time. Despite the fact that the comparators are time-varying

and regenerative with infinite gain, simple equivalent circuits still accurately capture their

operation. Design guideline are provided for different comparator architectures.

Second, a linearized analysis for phase locked loops using bang-bang phase detectors is

presented. The high non-linear bang-bang phase detector is ascribed to an effective gain,

whose physical meaning is interpreted in signal space. Closed form expressions for loop gain,

output jitter and phase noise profile are obtained using transfer functions for the first time.

Design guidelines are also provided.

Last, a 2.5GS/s 10bit 65mW ADC in 28nm CMOS FD-SOI without active amplifier

and intensive digital calibration is presented. This highlights the potential of circuit design

based on complete understandings. The fabricated ADC with considerably less complexity

achieves comparable performance with state-of-arts. Different imperfections are quantita-

tively studied and compared with measurement.
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CHAPTER 1

Introduction

Mixed-signal circuit design, including ADCs and PLLs for example, is arguably the field

that has the most ‘unknowns’. Since it is where analog circuits and digital circuits inter-

sect, it often involves circuits that are time-varying with hard non-linearity, resulting in

barriers for systematic designs as circuit designers are usually trained to deal with linear

time-invariant(LTI) systems. The design space might seem overwhelmingly broad because

of lack of theoretical tools. The motivation of this dissertation is to tackle the exact problems

related to the time-varying nature and hard non-linearity in mixed-signal circuit design. The

goal is to develop certain analytical frameworks so that designing these circuits are no longer

iterations of trial and error, but rather linear processes where directions of optimization are

well defined. Such frames have been built for regenerative comparators and the bang-bang

PLLs, both of which are time-varying and highly non-linear. The study on comparators

presented in this dissertation is the first complete study that answers all questions related to

comparators. The study on bang-bang PLLs in this dissertation is the first design-oriented

analysis that provides straightforward expressions and guidelines. The approach of design

by understanding is finally applied to a prototype ADC design where design trade-offs are

all quantitatively explored.

Chapter two studies regenerative comparators. Despite the hard non-linearity and time-

varying nature of these circuits, simple equivalent circuits have been developed to accurately

characterize offsets, noise and speed. The long standing question related to dynamic offsets,

caused by common mode to differential mode conversion due to circuit mismatches, is vi-

sualized using phase plane plots and explained with simple circuits. Different comparator

architectures are quantitatively compared and design guidelines are provided.
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Chapter three presents a frequency domain analysis for phase locked loops using bang-

bang phase detectors. The hard nonlinearity of bang-bang phase detectors complicates loop

design as unlike linear phase detector that has a well defined gain, the concept of linear

gain cannot be readily ascribed to bang-bang phase detectors. Previous published works

either apply time domain analysis using difference equations or rely on numerical iterative

solvers to analyze the loop behavior, neither of which offers straightforward design insights. A

linearized analysis has been proposed in this dissertation that is complete and self-consistent.

It enables the manual design of frequency synthesis PLLs for loop bandwidth, output phase

noise and minimum jitter.

Chapter four demonstrates a 2.5GS/s 10bit 65mW ADC design without active amplifi-

er and intensive calibration. While most state-of-arts with similar sampling frequency and

resolution apply rather sophisticated digital calibration, this design is driven by complete

circuit understandings and involves minimum calibration. It is shown that a fully optimized

design, with considerably less design complexity and design efforts, is able to achieve com-

parable performance with designs with more intensive calibration. Various imperfections are

quantitatively studied and characterized. Digital calibration is a powerful tool to improve

performance of optimized designs when analog circuits hit certain limits, but is not a uni-

versal solution for any design that is not fully optimized. The analytical frame presented in

this dissertation enables designers to make design choices early on.

Chapter five summarizes the key contributions and proposes future improvements.
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CHAPTER 2

Understanding Regenerative Comparators

The regenerative comparator circuit which lies at the heart of A/D conversion, slicer circuits,

and memory sensing, is unstable, time-varying, nonlinear, and with multiple equilibria. That

does not mean, as this paper shows, that it cannot be understood with simple equivalent

circuits that reveal its dynamics completely, and enable it to be designed to specifications

on static and dynamic offset and noise. The analysis is applied to the StrongArm latch.

2.1 Introduction

Flip-flops used as regenerative amplifiers are found everywhere in electronic circuits. It is

well-understood that they have two stable states, and that given sufficient time, the circuit,

which involves positive feedback, will regenerate an input voltage unbalance to reach one of

these states.

The latched comparator must be symmetric by its very nature, since its binary states are

symmetrical. Practical unbalances in the circuit arising from transistor and load mismatch

lead to uncertainty in the regenerated binary output when a small analog input is applied.

This problem of offset is well-known to circuit designers, and since the observed offsets can be

much larger than in simple linear amplifiers, a certain mystery attends to “dynamic offsets”

that appear only in a latched comparator [12, Sec. 4.14].

Despite vast amount of publications, offsets, especially dynamic offsets, are not well

understood. The underlying difficulties come from two aspects. First, offsets arise from

circuit imbalances, which disturb the symmetry of circuits. This incurs significant challenge

to characterizing circuit behavior. Based on ‘half circuit theory’, a fully symmetric circuit,
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whether linear or non-linear, can be decomposed into the ‘common mode’ half and the

‘differential mode’ half circuits. These two modes are independent of each other. This

decomposition usually reduces the number of variables involved in calculation and greatly

simplifies circuit analysis. However, this decomposition cannot be directly applied to circuit

with imbalances. Second, in almost all cases, latched comparators are time-varying circuits

that experience large voltage or current excursions. This further increases the complexity of

calculation and analysis.

Since circuit with imbalances were considered not applicable for ‘half circuit’ decompo-

sitions, solving full-blown differential equation including all state variables seemed to the

only viable choice. Although this approach renders correct results, with overwhelmingly

complicated equations, they fall short of offering design insights. The complexity involved

in equation solving has further restricted this approach to only static latches [13, 14, 15],

which can be represented with time invariant equivalent circuits. But most regenerative

comparators are time-varying circuits with multiple phases. A single equivalent circuit is

insufficient to capture all circuit operations. With a series of multiple equivalent circuits

corresponding to each phase, the differential equations quickly becomes too mathematically

intensive to provide any insight.

StrongARM latch, first proposed by [16], is one of the most widely used regenerative

comparators. Because of the combined challenges from circuit imbalances and time-varying

circuit operations, it is still not well understood. [17, Eq. (7)] treats a strongARM latch

the same as a linear differential amplifier and thus fails to distinguish between static and

dynamic offsets. [18] only considers a certain window of the strongARM operation and

ignores its time-varying nature. The time-varying nature of regenerative comparators was

firstly appreciated in publications investigating noises [19, 20]. [21] expands the frame to

include dynamic offsets caused by capacitor loading imbalances, yet the results are only

partially correct because of lack of theoretical tool dealing with circuit imbalances.

In this paper we present a systematic design-oriented analysis for regenerative compara-

tors. This dissertation is based on our previous work [22] and we contribute the following

beyond already published work:
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1. Realize the common-mode to differential-mode coupling in an asymmetric circuit. This

enables us to convert an asymmetric circuit to a symmetric circuit with extra common-

mode to differential-mode disturbance. And then the well established half circuit analysis

can be applied. Simple and accurate results are then obtained.

2. Phase plane is used to visualize regeneration. By using one trajectory as a frame of

reference, circuit unbalances can in most cases be modelled by a sequence of linear, time-

varying equivalent circuits that capture, piecewise, the variation of the circuit with time.

3. Specify the phases involved in a strongARM latch and quantify the preamplification

brought by its circuit operation. Along with common-mode to differential-mode coupling,

this enables us to calculate and understand both static and dynamic offsets without

overcomplicated mathematical derivations.

4. Extend the analysis to noises in strongARM latch. We present a simple analysis using

the concept of equivalent noise bandwidth (NBW).

5. The analysis leads to design guidelines for strongARM latches including offset, noise and

speed. We quantitatively present the benefits of correctly choosing common-mode and

the degradations when it is not well designed.

6. Analysis is verified against both simulations and measurements.

Regenerative comparators have various forms of configurations. StrongARM is chosen

for analysis in this dissertation because of two reasons. First, it has a delicate circuit opera-

tion with substantial embedded preamplification, which further suppresses noise and offset.

Second, because of its delicate configuration, it is arguably more challenging to characterize.

Although in this dissertation we focus our discussion to static latches and strongARM latches

due to space limit, the adopted theoretical approach extends to all other comparator architec-

tures, including the nowadays popular two-stage or double tail comparators [23, 24, 25, 26].

2.2 The Static Latch

Any discussion of a regenerative amplifier must start with the CMOS static latch (Fig. 2.1).

This is a classic circuit: simple, uncluttered, and therefore easily understood. The only choice
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Figure 2.1: (a) Schematic of a static latch; (b) Voltage waveforms in a static latch.

lies in the method whereby a small analog input is coupled into the latch without disturbing

regeneration. Here, the two load capacitors CL are pre-charged to a common voltage, on

which is superposed a small differential voltage. That is, the voltage VO1 is slightly larger

than VO2, while their average voltage, in this example, is chosen slightly lower than VDD.

The pre-charged capacitors are switched into the latch (it will be seen that there are only

two nodes in the circuit), and the circuit regenerates this difference to the voltage rails. The

regeneration waveform (Fig. 2.1) is familiar to almost everyone who designs circuits.

The existing literature does not give a satisfactory explanation for the one striking feature

of every regenerative waveform: Why do VO1 and VO2 fall together, and then at some critical

time, they peel away and separate? To find the answer we create a phase portrait of this

circuit [27, Ch. 11]. The independent capacitors define two state variables, but using the

capacitor voltages as state variables can obscure the essential properties. Instead, we take

the average of the capacitor voltages as one state variable, the common-mode voltage VOC ,

and their difference VOD as the other. These are orthogonal quantities, in the sense that

one can change while the other remains constant. The phase plane has been used before to

investigate latch dynamics [28, 29, 30], but not defined by the circuit modes. As will soon

be clear, this choice makes all the difference.
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2.2.1 Phase Plane

The phase plane is defined by axes VOC vs.VOD (Fig. 2.3). It is covered by a vector field

that is signified at every point (VOD, VOC) on the plane by an arrow with the magnitude and

direction of the ratio (dVOC/dt) ÷ (dVOD/dt), where each time derivative at that point is

obtained from the circuit equations. Starting from any initial condition in the plane, there

develops by connecting the vector field a unique integral curve which depicts graphically how

the state variables will change with time.

The vector field that fills the phase plane can equally well describe a nonlinear differential

equation, or a linear one. Sometimes linearity will apply in a limited region of the plane. In

that region any integral curve can be decomposed into a superposition of two eigenvectors. In

turn, each eigenvector can be associated with the natural response of some linear circuit. For

the static latch, as it turns out, linearity is a very good assumption over much of the excursion

of VO1, VO2, particularly over the one integral curve that will interest us. If βN = βP where

β , µC ′oxW/L for the CMOS inverters, then the overall Gm of the inverter remains almost

constant except near ½VDD. At low VDD this appears a small local deviation. The equivalent

circuit that is produced by replacing each CMOS inverter with a constant Gm voltage-

controlled current source Fig. 2.2 resembles a differential amplifier, but the cross-coupled

controlling voltages identify it as a flip-flop. Cp is a net cross-coupling capacitor between

the two nodes arising from FET capacitance. We have deliberately left out the output

conductance gds of the FETs since it makes little difference to the analysis that now follows.

2.2.2 Equivalent Circuits for Modes

A decomposition into common-mode and differential mode will also guide the search for

meaningful equivalent circuits. Since these modes are independent, any response of this

linear circuit can be decomposed into a superposition of the two modes. If the symmetric

equivalent circuit (Fig. 2.2) is operating purely in common mode, then VO1(t) = VO2(t).

Since by symmetry no currents will flow through Cp, the circuit can be bisected into two
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Figure 2.2: (a) Equivalent circuit of a static latch; (b) Common-mode equivalent circuit; (c)

Differential mode equivalent circuit.

half circuits. It is clear that the natural response of the two halves of the circuit in common

mode is stable, with a pole located at

sc = −Gm/CL. (2.1)

On the other hand, if the symmetric circuit is operating purely in differential mode, then

VO1(t) = −VO2(t). Symmetry now dictates that the mid-plate potential in the capacitor CP

remains zero. After bisection into half circuits, each half consists of a capacitance CL + 2CP

across a negative conductance −Gm. Now the natural response of the two halves is unstable,

defined by a pole located at

sd = +Gm/(CL + 2CP ). (2.2)

Each mode will be stimulated by its own initial condition. Therefore the time response

to any initial condition V (0) = VOC(0) + VOD(0) may be expressed as a superposition of the
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Figure 2.3: Phase plane plot of a static latch. VDD=1.1 V.

common and differential modes that are stimulated:

VO1,2(t) = VOC(0) exp

(
−Gmt

CL

)
±1

2
VOD(0) exp

(
+

Gmt

CL + 2CP

)
(2.3)

This expression lends understanding to the example integral curves plotted on the phase

plane. The vertical trajectories start from an initial condition VO1 = VO2 that does not

stimulate the differential mode. The trajectories lead into an equilibrium point at the co-

ordinates (0, ½VDD). On the other hand if the output nodes are initialized so that VOD 6= 0

but VOC = ½VDD, that is, the circuit is released from an initial condition that is in purely

differential mode, the horizontal trajectory in the phase plane accelerates away from this

equilibrium point. If the circuit were truly linear this trajectory head towards VOD → ±∞.

But in the actual circuit the node voltages cannot exceed the supply or ground, so as these

trajectories approach the coordinates (+VDD, ½VDD) and (−VDD, ½VDD) they slow down to

come to rest at one of these two equilibrium points. These last two equilibria are stable.

However, the equilibrium at (0, ½VDD) is metastable: only if the circuit is initialized along

the common-mode axis will it approach the equilibrium; otherwise, for any other initial con-

dition, it will be deflected away from it towards one of the two stable equilibria. In phase

plane terminology, the metastable equilibrium defines a saddle point.
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Using the phase plane, we are able to understand the characteristic time-domain wave-

forms of a static latch. In a typical use, the latch is initialized with both nodes connected to,

or biased close in voltage to, the power supply. This defines a large initial common mode.

A small differential voltage is superimposed to direct the latch regeneration. On the phase

plane this may correspond to the initial condition of the trajectory on the upper right. The

large initial common mode will decay towards the metastable point, but the small differen-

tial mode will grow exponentially. The resulting trajectory is a superposition of the stable

eigenvector which lies on the vertical axis, and the unstable eigenvector on the horizontal

axis. Because of the large initial condition, the stable eigenvector dominates at first causing

VO1 and VO2 to decay together. Then, as the unstable eigenvector grows, the differential

voltage becomes dominant, causing the two voltages to split apart until the circuit reaches

a stable equilibrium point. The turnaround point in the VO1(t) waveform, defined by its

minimum value, corresponds to that point on the phase plane trajectory where the slope of

the vector field is 0.5 in magnitude.

2.2.3 Circuit Imbalances

Offsets are important when the latched comparator is used in analog-to-digital conversion.

Indeed, even in memory sense applications, offsets in the sense amplifier can be so large as

to pose a threat to reliable readout. In a nominally symmetric circuit, offsets arise from

parameter mismatch in corresponding pairs of elements, such as in the threshold voltage

Vt of the NMOS pair, or in the capacitance of the loads CL. All unbalances appear as an

input-referred offset voltage, which we now seek to estimate by simple analysis.

The effects of unbalances in the comparator are most neatly analyzed with half circuits.

Middlebrook shows how to treat parameter unbalances in static symmetric circuits [31] as

equivalent half circuits; we generalize this to dynamic circuits.

10



(a)

(b)

(c)

Figure 2.4: (a) Equivalent circuit of a static latch with ∆VT ; (b) Common-mode equivalent

circuit; (c) Differential mode equivalent circuit.

2.2.3.1 Mismatched Trip Points

Let us denote the nominal trip point of each inverter as VT . This is the point on its static

I/O characteristic at which the input and output voltages are equal. In a well-designed

inverter, VT = ½VDD. Suppose that due to random spreads in threshold voltages, the trip

points of the two inverters are unequal. Without loss of generality, we ascribe a deviation

+∆VT to the trip point of one inverter and −∆VT to the other. The metastable point of

the latch comprising these mismatched inverters lies at the coordinates in the phase plane

VOC = ½VDD, |VOD| = 2∆VT . That is, the metastable point is translated from its nominal

position.
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Figure 2.5: Phase plane of a static latch with VT mismatch

Next we show how this mismatch will affect the vector field on the entire phase plane.

First we identify the separatrix trajectory that leads into the metastable point. This we can

do with the aid of equivalent circuits. To the first order the transconductance Gm of the

two inverters remains matched for small ∆VT . Now the linear equivalent circuit is as shown

in Fig. 2.4. When the outputs are separated into modes, this circuit is equivalent to two

circuits, one for the common mode and the other for the differential mode. The main point

is that 2∆VT appears only in the circuit for the differential mode an independent current

source. By definition, the separatrix is that trajectory on the phase plane along which the

unstable mode is not stimulated. When the unstable mode is stimulated and results in a

growing exponent, in this circuit equivalent circuit the negative resistor (−1/Gm) exchanges

energy, or interacts, with a capacitor. But suppose the capacitors CL were precharged (with

the appropriate sign) to 2∆VT . Then the independent current source would find a return

path through the two controlled sources, and no current flows through the capacitors. The

unstable mode is not excited. Therefore, if the circuit is released from an initial condition

with any common-mode voltage but with a differential voltage of 2∆VT , the common mode

will decay into the metastable point and the differential voltage will remain constant for all

time. In short, the separatrix that in the balanced circuit was vertical and coincident with
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the axis VOD = 0 is now, in the presence of mismatched trip points, translated by 2∆VT . An

offset of this amount has appeared in the circuit Fig.2.5.

2.2.3.2 Mismatch in Gm

Random spreads in FET β will cause mismatch in the transconductance of the two inverters.

Writing the transconductances as Gm ± ∆½Gm, we use equivalent circuits to examine the

effects of this mismatch. We will assume that the trip points are matched, which means that

the metastable point remains at the same location on the phase plane as for the balanced

circuit.

In the equivalent circuit (Fig. 2.6(a)), this mismatch introduces an error current ∆½GmVOC(t)

connected in a way that is itself clearly not in common-mode. The error current source be-

longs in the differential mode circuit. Removing this current source restores symmetry to

the common-mode circuit, and it is readily seen that if the circuit is initialized with some

common mode voltage VOC(0), this will decay into the metastable equilibrium value with a

time constant set by the real pole sC = −Gm/CL.

The current owing to the mismatch ∆Gm appears in the differential mode equivalent

circuit as an independent source because it is not affected by any of the variables in this

circuit. It acts to cross-couple the modes [31]. This source’s waveform must follow the decay

of the common mode. We ignore the small perturbation of ∆Gm on −Gm. The differential

mode’s natural response is unstable, caused by a negative conductance charging the shunt

capacitance CL + 2CP . However if at every instant the independent current source carries

exactly the sum of the currents through the resistor and capacitor, then they will not interact

and the unstable mode will not be excited. The states of the circuit will follow the separatrix

into the metastable point. This requires that the differential voltage is initialized to a VOD(0)

such that

[−Gm + sC(CL + 2CP )]VOD(0)e+sct = ∆GmVOC(0)e+sct. (2.4)

Assuming 2Cp � CL, this condition relates the initial conditions:

VOD(0)

VOC(0)
' ∆Gm

2Gm

⇒ VOD(0) ' ∆Gm

2Gm

VOC(0) (2.5)
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(a)

(b)

(c)

Figure 2.6: (a) Equivalent circuit of a static latch with ∆Gm; (b) Common-mode equivalent

circuit; (c) Differential mode equivalent circuit with coupled source from common mode

circuit.

If the output nodes are initially pulled up to the supply voltage, then VOC(0) = VDD. For

the latch not to regenerate to ‘1’ or ‘0’, an initial differential voltage given by (2.5) must be

applied at the same time. This is the offset voltage caused by mismatch in Gm. It is called a

dynamic offset because it changes with the initial common mode VOC0 forced at reset, which

here depends on the supply voltage. On the phase plane, this means that the separatrix is

rotated from a vertical line (Fig. 2.7).
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Figure 2.7: Phase plane of a static latch with Gm mismatch

2.2.3.3 Mismatch in Capacitors

Suppose all corresponding pairs of FETs are matched, but the load capacitors are mis-

matched. This is modelled by unequal capacitors CL± ½∆CL connected to the two outputs.

Again, this capacitor unbalance will introduce a current source that cross-couples the

common mode waveform into the differential mode with a magnitude of s∆CLVOC(s). Its

effect, just like for Gm unbalance, is to rotate the separatrix, and to introduce an offset which

depends on the initial value of the common-mode voltage as determined by the reset action:

VOD(0)

VOC(0)
' ∆CL

2CL + 2CP
⇒ VOD(0) ' ∆CL

2CL + 2CP
VOC(0) (2.6)

This is another dynamic offset. (2.6) is consistent with [15], but here this result is arrived

at much more straightforwardly.

2.2.4 Offset Compensation

For small unbalances, the static offset and the two dynamic offsets may be treated indepen-

dently, and the net offset due to all three is the algebraic sum of the independent offset.

This raises the question of whether it is possible, using some method of adjustment, for this
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sum to be forced to zero. The easiest offset to adjust would be that caused by ∆CL, since it

is routine practice in CMOS circuits to use arrays of small binary weighted capacitors that

are digitally switched for calibration. So, as shown in Fig. 2.10, when trip point unbalance

translates the metastable point and Gm mismatch rotates the separatrix, then there exists

some ∆CL of appropriate magnitude and sign that will also rotate the separatrix so that

it passes through the coordinate (0, VDD) on the phase plane. This means that if the latch

nodes are reset to VDD, then with zero differential input the latch will arrive at its metastable

point. That is, by introduction of the correct capacitor unbalance with a digitally controlled

array, the latch will sense and regenerate a differential input free of all offset.

This is very useful, but in the static latch we are analyzing Fig.2.1 it suffers from a

practical flaw. As the supply voltage changes in a mixed-signal circuit during operation,

the calibrated offset will depart from zero and no calibration loop will be able to track fast

changes in VDD. Another latched comparator circuit is needed whose offset is inherently

resistant to changes in the supply voltage. It would be a bonus if its offset is mainly deter-

mined by one pair of FETs, to simplify calibration and lead to reliable offset-free operation.

The so-called StrongArm latch, introduced in the next section, is such a circuit.

2.3 Dynamic Amplifiers

To analyze the class of comparators in widespread use today we must first understand the

properties of a dynamic amplifier. All comparators use implicit dynamic preamplification

before they regenerate, except for the memory sense circuit which for reasons of extreme

compactness employs the simple cross-coupled CMOS latch.

A dynamic amplifier is a low-power circuit that amplifies a static input voltage by con-

verting it into a current, then integrating that current on a capacitor over a well-defined

time window [32, Sec. 5]. Since a comparator detects only the sign of a (small) input voltage,

the preamplifier need not be linear, only that it should preserve the sign of the input—this

means that its own offset and noise should be small—and that it should scale up the input

voltage sufficiently to overcome noise and offsets contributed by the transistors that realize
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(a)

(b)

(c)

Figure 2.8: (a) Equivalent circuit of a static latch with ∆CL; (b) Common-mode equivalent

circuit; (c) Differential mode equivalent circuit with coupled source from common mode

circuit.

the regenerative latch that follows. If offsets and noise in the regenerative latch are to be

analyzed, [22] gives a framework to do so.

2.3.1 Gain

For our purposes, the simplest model of a balanced dynamic amplifier is a differential pair

biased with current I0, with equal grounded capacitors C attached to the drains. Two

switches pre-charge the capacitors to the supply voltage VDD. While a static differential

voltage vid = VG1 − VG2 is applied, the switches are opened and amplification starts. This
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Figure 2.9: Phase plane of a static latch with CL mismatch

Figure 2.10: Phase plane of a static latch with offset calibration.

phase lasts for a time window tW defined by the time required for the average (common-

mode) voltage 1
2
(VO1 + VO2) at the two drains to fall by some predetermined voltage Vt.

Thus,

tw =
CVt
1/2I0

. (2.7)

Suppose each FET is sized so that it needs a minimum voltage VDSAT to operate in

saturation. Then gm/I0 = 1/VDSAT , where gm is associated with a single FET. Over tw, the
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Figure 2.11: Conceptual dynamic amplifier.

Figure 2.12: Modeling mismatch pair of FETs as balanced circuit with internal differential

current.

differential current 1
2
gmvid integrates on the differential capacitance 1

2
C to create a differential

output voltage [32, (40)]

vod =
gm1/2vidtw

1/2C
=

2Vt
VDSAT

vid (2.8)

This is true when the FETs operate in saturation throughout. This simple model assumes

that by some means, I0 will cease to flow for t > tW when the amplification phase is complete.

Then the gain of the dynamic amplifier is therefore the ratio of two voltages, one of which,

VDSAT , may be designed.
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2.3.2 Circuit Unbalances

We will show that in a well-designed comparator, transistor mismatches in the input stage

of the dynamic preamplifier determine the overall offset. To calculate these offsets, we must

develop models of small mismatches between the symmetric pairs of circuit elements compris-

ing the balanced topology of a dynamic amplifier. Each source of mismatch can be analyzed

separately and, as long as they are small, their effects on the output added algebraically;

in other words, superposition applies. We follow Middlebrook [31] in modelling mismatches

with differential-mode currents that would flow in an otherwise perfectly balanced circuit

free of mismatch, the currents being controlled by common-mode quantities. The threshold

voltage and current scaling factor of each MOSFET are random variables, with mean value

Vt0 and β and standard deviations σV t and σβ. Let the threshold voltages of M1, M2 be Vt1,

Vt2. Then 1/2(Vt1 + Vt2) ' Vt0, and

Vt1 = Vt0 + 1/2∆Vt; Vt2 = Vt0 − 1/2∆Vt; ∆Vt = Vt1 − Vt2 (2.9)

Given the MOSFET square-law characteristics,

I = β
2

(VG − Vt0 − VS)2 = β
2
V 2
DSAT (2.10)

⇒ gm = β (VG − Vt0 − VS) (2.11)

it follows that when equal VG is being applied to the FET pair M1,M2, then after including

mismatch in Vt,

I(M1) = 1/2(I0 − gm∆Vt) (2.12)

I(M2) = 1/2(I0 + gm∆Vt) (2.13)

These expressions are captured by an equivalent circuit (Fig. 2.12(b)) consisting of a perfectly

matched differential pair with VG applied to both gate terminals, each FET conducting 1/2I0

and a current source of −1/2gm∆Vt attached between the two drain terminals. In this way,

mismatch is modelled by a perfectly balanced circuit with no differential stimulus applied

to its input, that is, driven in common mode only, but with an independent differential

current interpolated into the circuit that is proportional to mismatch ∆Vt. In other words,
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Figure 2.13: Modelling capacitor mismatch in a balanced circuit.

Figure 2.14: Noise in a balanced differential pair.

in a balanced circuit topology that is biased purely in common mode, unbalance due to

component mismatch can be thought of as “cross-coupling” [31] the common-mode input

into a differential-mode stimulus internal to the circuit. This coupling will become very

clear when we consider capacitor mismatch later.

Along the same lines, the mismatch ∆β = β1 − β2 induces another component in the

differential current above, whose value is +1/2(∆β/β)I0 (Fig. 2.12(b)).

Now suppose that the FETs are perfectly matched, but only the load capacitors are

mismatched as C ± 1
2
∆C. When the differential pair is biased with equal VG, the two FETs

will carry equal currents 1/2I0; but these two currents flowing through mismatched load

capacitors will create voltage ramps of unequal rates and thus a differential voltage that

grows with time. This is the same as if the capacitors are perfectly matched, and are being

charged by a differential current source −1/2(∆C/C)I0 between the drains of the FETs. This

shows most clearly how component mismatch is equivalent to the common-mode current I0
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cross-coupling into a proportional differential-mode current that appears in the appropriate

location within a perfectly matched, balanced circuit.

The three contributions to the differential current, all assumed small, will superpose as

−1
2
gm∆Vt + 1

2
(∆β/β)I0 − 1

2
(∆C/C)I0 (2.14)

(2.14) shows that offset is compensated by a fractional unbalance in capacitance. Does

this mean that C can take on any value? As we will show, C sets the noise in the dynamic

amplifier. Thus the circuit can be designed for specifications on offset and noise indepen-

dently.

2.3.3 Noise in Dynamic Amplifier

Noise in the balanced dynamic amplifier originates in the two FETs. We will ignore flicker

noise for now, which can be modelled as a small but slowly time-varying offset that cannot

always be calibrated.

White noise occupying a very wide bandwidth may be modelled as an independent current

source in between the source and drain of a noiseless FET, with spectral density Sin =

4kTγgm. With two FETs connected as a differential pair, noise appears as a differential

current ind = 1
2
(in1−in2) inserted into the same circuit branch as the differential current that

models mismatch. Noting that in1,2 are independent, the spectral density of this differential

current is Sin,d = 2kTγgm.

The dynamic amplifier operates over a time window tW , when its amplified output is

passed to the next circuit stage. While the signal current is being integrated, so is wideband

white noise. But the signal is static over the window tW , whereas the noise current can

fluctuate rapidly. This is the classic integrate-and-dump receiver. At the end of one window,

the noise will have integrated on the capacitor to some random voltage. The integrated noise

voltage sampled at the end of many such windows will follow a distribution whose variance,

or mean square value, is given by [33, p. 331]

〈v2
0〉 = Sin,d

tw
C2

(V2) (2.15)
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In answer to the question posed at the end of the last section, the nominal C determines

mean-square noise voltage.

2.4 StrongArm Latch

This widely used latching comparator circuit in Fig. 2.15 was originally presented as part of a

suite of low-power digital circuits [16]. It offers a convenient method to introduce a voltage to

be regenerated into a pair of cross-coupled inverters—the main weakness of the CMOS static

latch—while guaranteeing zero static power consumption when regeneration is complete. It

gained widespread attention after it was used in the StrongARM microprocessor.

A survey of the literature suggests that in spite of widespread use, the detailed action

of the StrongARM latch is, even now, poorly understood. Without a full understanding it

cannot be used properly as a low offset comparator. Therefore, we will first explain how, in

correct operation, the circuit traverses two phases over which the applied voltage is amplified

before regeneration starts. When poorly designed, an internal regeneration can be triggered

as early as in the second phase, but with the undesired consequence of a worse offset.

2.4.1 Overall Operation

The difference between two input voltages, each measured with respect to ground, is coupled

into the latch through the NMOS pair M1-M2. The pair is activated by the tail FET, MCLK ,

which is assumed to act like a switch. The input voltage common-mode (VIC) must lie above

the threshold voltage of M1,M2 and sets the initial bias current.

This bias current also flows through the cross-coupled inverters, M3-M5 and M4-M6, that

are stacked in series. Differential current produced by M1-M2 “unbalances” the inverter,

causing it to regenerate on this unbalance. Regeneration forces one FET in each inverter to

turn OFF, thus choking off a current flow path through both M1 and M2. Thus M1, M2,

and the tail current FET are all forced into deep triode with VDS = 0 where they no longer

conduct current. The comparator consumes no static power in its regenerated state.
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Figure 2.15: Schematic of the StrongARM latch.

This description is sufficient to see why the StrongARM latch is popular. A closer analysis

is needed to understand aspects such as the circuit’s inherent latency before it regenerates,

and how unbalances in the circuit elements will cause static and dynamic offsets.

2.4.2 Operational Phases

The circuit’s operation should be divided into three discrete phases Fig.2.16, with regener-

ation understandably taking place in the last phase. In the first two phases, sampling and

propagation, the circuit amplifies the applied differential voltage on to internal nodes, as we

now explain.

2.4.2.1 Reset State

The phases are most clearly identified when the comparator is released from a well-defined

state. The circuit is defined by four state variables, the voltages on two grounded capacitors

CC and on two load capacitors CL. But it is a time-varying circuit, and when in the second

and third phases the capacitors exchange charge, the number of states collapses to two. Be

that as it may, the circuit must be initialized with all four states at a predetermined and

fixed value so as to erase memory of the previous regeneration. A convenient initialization
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is to precharge all four capacitor voltages through FET switches to the supply voltage VDD.

This initializes the source and drain terminals of M3-M6 all to the same potential.

2.4.2.2 Sampling Phase

The input voltages Vin1 and Vin2 are applied when the tail current transistor MCLK is ini-

tialized. The average input voltage sets the bias current (I0) through M1 and M2. This

common-mode current can initially only discharge CC1 and CC2. M3 and M4 will remain

OFF, until the capacitors have discharged by an amount equal to the threshold voltage VtN .

This period of time defines the sampling phase,

Ts =
CC · VtN

I0

(2.16)

Over this period the difference in the input voltages vID, which creates a differential current

iID = gm1,2vID, integrates a differential voltage across the capacitors CC . This is best seen

in a differential half circuit as shown in Fig.2.16(b)

VCD,s =
iID · Ts
CC

(2.17)

This differential voltage serves as the initial condition for the next phase, propagation.

2.4.2.3 Propagation Phase

In propagation phase, M3 and M4 will turn ON, and by the end of this phase the common

mode (bias) current flowing through them will have discharged both output voltages VO1

and VO2 by |VtP | to turn on the cross-coupled PMOS pair M5, M6. During the propagation

phase M1,M2 and M3,M4 are ON. The voltages on capacitors CC and CL will ramp down

together, separated by the constant difference of VGS3(= VGS4). Thus,

Tp =
(CL + CC)|VtP |

I0

(2.18)

Although the gates of M3,M4 are cross-coupled to the drains, in common mode the pair

of gates follows the same voltage waveform as the pair of drains, as if each FET was diode

connected. The cross-coupling only becomes evident in differential mode. A cross-coupled
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(b)

(c)

(d)

(a)

Figure 2.16: Differential half circuit of the StrongARM latch during (a) reset phase; (b)

sampling phase; (c) propagation phase; (d) regeneration phase.

pair of transistors will regenerate if the loop gain is greater than one. This is not always so

when, as we have assumed, M1,M2 remain in saturation through the propagation phase, and

CC < CL. This is contrary to [34], which claims a guaranteed right half plane pole as long

as M3,M4 conduct. This is readily proved by replacing M3,M4 with a transconductance gm3

in the linearized equivalent circuit of Fig. 2.16(b), and representing M1,M2 with a constant

current source. The cross-coupling shows in the control variable of gm3, which instead of being

the familiar difference of two voltages, each measured with respect to ground, is now their

sum. The voltages VC and VO are the differential voltages across CC and CL, respectively.
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The two capacitors in this equivalent circuit are in series and the circuit has a single pole at

sp = −gm3,4(CL − CC)

CLCC
(2.19)

where gm3,4 is defined by the common mode current through M3,M4

gm3,4 =
2I0

VP3,4

· CL + CC
CL

(2.20)

Depending on the relationship between CC and CL, the pole in the differential equivalent

circuit can be in either left or right half plane. In most practical cases, CL comes from the

loading capacitors and CC comes from drain capacitors of MOSFETs. Usually CL > 2CC

applies. This condition keeps the pole in the left half plane and the differential circuit

acts as a stable amplifier. The differential current from M1,M2 is amplified by the cross-

coupled NMOS M3,M4 into CL. Sometimes CC is programmed as a calibration capacitor

arrays to correct offset, when CC can approach CL or become even the dominant capacitor.

When CC > CL, the pole in the differential circuit crosses into right half plane, indicating

regeneration. However, regeneration only occurs over the time window before cross-coupled

PMOS pair begins to conduct. It still behaves as an amplifier, with a gain determined by

regeneration within this window [35]. Irrespective of ratio between CC and CL, we need to

characterize the output voltage on CL and the preamplification from the input to the output.

The differential voltage on CC during sampling phase propagates to CL through charge

sharing, resulting in a differential voltage on CL of

VOD1 =
iID · Ts
CC

CC
CL − CC

(
1− e+spTp

)
(2.21)

Meanwhile, provided M1,M2 remain in saturation, the differential current between M1,M2

integrates on CC and CL, with the differential current onto CL boosted by the cross-coupled

NMOS pair M3,M4. The differential current charging CL through propagation phase is

iOD(t) = iID ·
CL

CL − CC

(
1− e+spt

)
(2.22)

The differential voltage due to current integration (TP ) over the duration of the propagation
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phase is then calculated by

VOD2 =

∫ Tp

0

iOD(t)

CL
dt

=

∫ Tp

0

iID
CL − CC

(
1− e+spt

)
dt (2.23)

Both charge sharing and current integration contribute to the differential voltage on CL,

thus the net differential voltage is the superposition of the two

VOD = VOD1 + VOD2

= iID

(
Ts + Tp − τp
CL − CC︸ ︷︷ ︸

linear integration

+
τp − Ts
CL − CC

· e+spTp︸ ︷︷ ︸
exponential

)
(2.24)

where τp = −1/sp represents the time constant of the differential circuit during propagation

phase. When τp < 0 with large CC , the differential circuit becomes regenerative. Because

the exponential component varies significantly depending on the ratio between CC and CL,

it is necessary to quantify the ratio of Tp/τp,

spTp = −Tp
τp

= − 2Vt
VP3,4

· CL − CC
CC

(2.25)

When CC < CL/2, exp(+spTp)� 1 and the exponential term can be ignored. The circuit is

simply a linear integrator. When CC ≈ CL and exp(+spTp) ' 1, Taylor expansion ex ≈ 1+x

is used for simplification . When CC > 2CL, the regenerative exponential term exp(+spTp)

is much larger than 1 and dominates over the linear integration. With these simplifications,

simple forms of (2.24) are obtained for physically more intuitive estimations,

VOD = iID ×



Ts + Tp
CL − CC

if CC < CL/2

Ts + 1
2
Tp

CL − CC
· Tp
τp

if CC ≈ CL

τp − Ts
CL − CC

· e+spTp if CC > 2CL

(2.26)

When CC−CL < 0, τp is also negative, still rendering positive output voltage VOD. The tran-

simpedance gain AG through sampling and propagation phase is defined as AG = VOD/iID
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2.4.2.4 Regeneration Phase

At the end of the propagation phase, the cross-coupled PMOS pair, M5,M6, turns ON and,

since its source terminals are shorted, it will regenerate the differential voltage present at

the output nodes Fig.2.16(c). This voltage is, to a very good estimate, given by (2.26). The

pole for PMOS pair is must lie in the right-half s-plane, and is given by

sreg = +
gm5

CL
(2.27)

The regenerated output voltages will grow to control all the FETs in the entire latch. At

one of the two stable equilibria, one output voltage will reach VDD and the other ground. No

static current will flow on either side of the circuit. If the PMOS pair were to dwell at the

metastable equilibrium and the supply voltage was large enough, then the output voltages

would be equal, VO1 = VO2 = VDD − VGS(M5, 6).

2.4.2.5 StrongARM Latch in Summary

This detailed analysis shows that the StrongARM latch, with all internal nodes initialized to

VDD, undergoes two phases of common-mode discharge before it regenerates. These phases

amount to a delay of (Ts + Tp) before the circuit regenerates with the time constant given

by the inverse of the pole frequency (2.27). Others have noticed that the StrongARM latch

regenerates after some latency, or waiting period [1] and consider this a weakness. But our

analysis shows that over this period of latency a useful internal amplification takes place.

For the applied input voltage vID, the gain to instant of regeneration is

AV =
VOD
vID

=



CL + 2CC
CL − CC

· 2Vt
VP1,2

if CC < CL/2

CL + 3CC
CC

· V 2
t

VP1,2VP3,4

if CC ≈ CL

2Vt + VP3,4

VP1,2

· exp

(
2Vt
VP3,4

)
if CC > 2CL

(2.28)

where VP1,2 is the pinchoff, or overdrive, gate voltage on M1,M2. By substituting typical

values into the two terms above, this gain is about 5 ∼ 15. [36] correctly identifies the phases
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(a)

(b)

Figure 2.17: Equivalent differential circuit model of strongARM latch with mismatch sources

during (a) sampling phase and (b) propagation phase.

of the strongARM latch, but fails to recognize the effect of cross-coupled NMOS pair and

underestimates the preamplfication gain.

2.4.3 FET Mismatch

Estimating impacts of different FET mismatches requires understanding transfer functions

from each mismatch source to the comparator output. Shown in Fig.2.17 are the equivalent

differential mode circuits with potential mismatches during sampling and propagation phases.

Since mismatch sources are assumed to be small perturbations on the operation of a balanced

circuit, superposition applies and each FET mismatch can be studied independently.

Both Vt and β mismatch in the input pair M1,M2 appear at the comparator input as an

effective differential offset voltage.

VOS|M1,2 = ∆Vt1,2 +
∆β1,2

β1,2

· VP1,2

2
(2.29)

The input common-mode ‘kickback’ caused by the pulse of gate charge when CLK turns

on MCLK will be converted to a differential offset voltage by β mismatch [37]. This offset

needs to be reduced or calibrated in all applications. Another ‘kickback’ comes when the

latching of M5,M6 causes one of M1,M2 to turn off and the other to be forced into triode.
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Gate charge is expelled by FET turning on, and a small amount of charge flows into the

other FET. This is different from the common-mode kickback in both origin and impact.

The differential ‘kickback’ only happens after the strongARM latch finishes regeneration

and does not interfere the decision itself. In flash ADCs which use resistor reference ladders,

this kickback must be reduced [38] as the ladders’ voltages will ring due to this coupling

[39, CH. (8)]. But in charge redistribution SAR ADCs with only one comparator making a

decision every cycle, the differential-mode kickback is not important [40].

Mismatch in the PMOS cross-coupled pair M5,6 contributes negligibly to the input re-

ferred offset because when M5,6 conduct, the internal preamplification has typically amplified

the input signal enough to overcome mismatch in M5,6.

Threshold mismatch between M3,4 introduces a constant current ∆IM3,4 parallel to the

controlled source during propagation phase as in Fig.2.17(b). This current does not change

the total charge on CC and CL, and does not contribute significantly to the output voltage.

As currents through M3,4 are set by M1,2, β mismatch between M3,4 does not result in

differential current between M3,4. Thus, the contribution from M3,4 to the input referred

offset is negligible.

We have proved that the internal gain amplifies the imbalances in the input differential

pair most, usually to the point that they will dominate all other FET imbalances in the

circuit. This identifies the principal source of offset, and design can focus on its mitigation.

In a well designed strongARM comparator, input referred offset is dominated by M1,2 alone;

sizing M3-6 changes it little.

2.4.4 Capacitor Mismatch

CC and CL, both grounded capacitors, are vulnerable to mismatch. To model their contri-

bution to dynamic offset in the simplest way, we follow the method shown in the static latch

analysis where capacitor mismatch induces a coupling from common-mode to differential-

mode Fig.2.17. Since the StrongARM latch operates by discharging both CC from their

reset condition by VtN over the sampling mode, and then, by discharging CL and CC by |VtP |
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Figure 2.18: Comparison between theoretical calculation and simulation: (a) CL = 200fF,

CC = 20fF, VP1,2 = 250mV, vary ∆CL from 10fF to 100fF; (b) CL = 200fF, ∆CL = 50fF,

VP1,2 = 250mV, vary CC from 20fF to 200fF; (c) CL = 200fF, CC = 20fF, ∆CL = 50fF,

vary VP1,2 from 260mV to 350mV; (d) ∆CL = 50fF, CC = 20fF, CL = 100fF and 200fF

respectively, vary VDD from 1V to 1.8V.

over the propagation phase, we expect small mismatch between corresponding pairs of these

capacitors to induce significant (differential) mismatch over the large excursions of common

mode.

Through sampling and propagation phase, the common-mode to differential-mode cou-

pling current due to CC mismatch integrates charge onto CC and CL. The total charge

induced by CC mismatch is ∆CC(VtN + |VtP |). To prevent the circuit from regeneration

when the PMOS pair become active, an differential offset voltage must be applied to the

input so that differential voltage at the end of propagation phase is zero. This requires the

32



0.08 0.1 0.12 0.14 0.16
5

10

15

20

20 40 60 80

40

60

80

100

120

140

260 280 300 320 340
0

20

40

60

80

1 1.2 1.4 1.6 1.8
0

20

40

60
(a) (b)

(c) (d)

Figure 2.19: Comparison between theoretical calculation and simulation: (a) CL = 200fF,

CC = 40fF, VP1,2 = 250mV, vary ∆CC from 20fF to 80fF; (b) CL = 200fF, ∆CC = 50fF,

VP1,2 = 250mV, vary CC from 20fF to 160fF; (c) CL = 200fF, CC = 20fF, ∆CC = 20fF, vary

VP1,2 from 250mV to 340mV; (d) ∆CC = 20fF, CC = 20fF, CL = 200fF, vary VDD from 1V

to 1.8V.

offset voltage contributing the same amount of charge onto CC and CL, thus from (2.16) and

(2.18)

gm1,2VOS(Ts + Tp) = ∆CC(VtN + |VtP |)

⇒ VOS =
2∆CC

CL + 2CC
· VP1,2

2
(2.30)

Contrary to [21], (2.31) shows that the offset introduced by ∆CL is independent of VDD.

While the common mode to differential-mode coupling induced by CC mismatch lasts through

both sampling and propagation phase, CL mismatch induces a similar coupling only during
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propagation phase, at the output port parallel to CL. Similarly, estimating offset requires

applying an input differential voltage to counter balance the common-mode to differential-

mode coupling charge injected by ∆CL into CC and CL.

gm1,2VOS(Ts + Tp) = ∆CL|VtP |

⇒ VOS =
∆CL

CL + 2CC
· VP1,2

2
(2.31)

CC imbalance induces twice the offset of CL imbalance because CC undergoes a common-

mode voltage excursion of VtN + |VtP |, almost twice the excursion of the voltage on CL.

Fig.2.19 and Fig.2.18 demonstrates the simulated dynamic offsets against estimated offsets

in a strongARM latch in 90nm CMOS process. This circuit rejects typical bounce in supply

voltage, so its regeneration time, static offset, and dynamic offset all remain independent of

VDD.

2.4.5 Offset Compensation

With this background, we can explain comprehensively, how the offset calibration strategies

first proposed in [41] for latched comparators will work. We have established that with zero

differential input, mismatch in the threshold voltage and β of the pair M1,M2 will usually

create the offset voltage at the output nodes according to (2.28), dominating contributions

from mismatch in all other FETs. Now if the capacitances CC and CL are fine tuned in closed

loop under digital control to create an almost equal offset but opposite in sign according to

(2.30)(2.31), the algebraic sum of the two offsets will cancel. So by introducing a deliberate

and measured mismatch in the capacitors, the comparator may be made to appear offset-free

even with random mismatch in the FETs .

The process is readily automated by applying a common-mode voltage to the two inputs

of the comparator (zero differential input), which, due to inherent mismatches will cause

the comparator to repeatedly produce a ‘0’ or a ‘1’. The binary-weighted arrays of small

capacitors attached to CC and CL are searched until the output of the latch changes state.

That setting can be held in a register dedicated to each latch.

The expression (2.30) also shows a benefit of resetting the initial voltages across CC to
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Figure 2.20: Equivalent differential circuit during propagation phase when M1 & 2 transit

from saturation to triode region.

VDD. When the internal nodes at the drains of M1,M2 are not reset, they are pulled up to

VDD−VtN when the output nodes are reset. Indeed, resetting the CC nodes to VDD prolongs

the latency period by Ts (see (2.16)), which seems undesirable. But (2.30) reveals that as a

result of this delay ∆CC is twice as effective in compensating offset. Thus, at the expense

of a larger latency, offset is compensated with a lighter capacitor loading.

But doesn’t the greater latency annul the benefit of a lighter capacitor loading? To answer

this question, we examine the critical comparator in an A/D converter. A comparator is in

critical condition when it is resolving an input so close to a threshold that regeneration may

not complete in the allotted clock phase; that is, the converter would make a metastability

error. This is limited by the regeneration time constant, seldom latency. In the StrongARM

latch it is the PMOS pair M5,M6 that regenerates, and in the initial part of the regeneration

transient it is loaded only by CL. When CC shoulders the larger burden of compensating

latch offset, the latch regeneration time constant is essentially unchanged. When the offsets

are large, a better balance between latency and regeneration may require that the calibration

arrays are more evenly distributed between the CC and CL nodes.
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Figure 2.21: Phase plane plot of a strongARM latch with CL mismatch, VDD being swep-

t from 0.8V to 1.5V, (a) M1, M2 remain in saturation; (b) M1, M2 enter triode during

propagation phase.

2.4.6 Range of Input Common Mode

Poorly chosen input common mode can degrade offset and noise considerably for the reasons

that we will now explain. This was observed experimentally in an early use of the latch as
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an SRAM sense amplifier [1] and subsequently recognized by [2][36].

Over the sampling and propagation phases, the input common-mode voltage (VIC) sets

the bias current through M1-M4, but also determines whether or not these FETs operate

in saturation. This is best understood in a perfectly balanced, offset-free latch with zero

differential input, which upon release from reset should travel into its metastable state. It

is sufficient to examine the state of the circuit when the regenerative pair M5,M6 starts to

conduct, i.e. when VO1 = VO2 falls from VDD to VDD − |VtP |. Since this excursion is purely

in common mode, M3,M4 will behave as if they are diode connected and therefore they will

operate in their saturation region. But for the input pair M1,M2 to operate in saturation,

VIC must not exceed an upper limit

VtN < VIC < VDD − VGS(M3,M4) (2.32)

The StrongArm latch dissipates zero static power because the analog input is coupled

into the cross-connected inverters via a differential pair in series. But at low supply voltages,

this stack of three FETs in series is easily driven into a poor operating region.

When the internal nodes are precharged to VDD, the input pair will remain in saturation

over the entire sampling phase for any VIC , even if it is as large as VDD. This ensures full

dynamic amplification of the input voltage vid on to the capacitors CC over the interval Ts.

Problems arise in the propagation phase, when M1,2 can be pushed into the triode region.

There are two consequences to this: 1. M1,2 can discharge the amplified voltage on CC :

indeed, we will assume that they do so rapidly, and 2. The deeper in triode region that

M1,2 operate, the lower their transconductance during the propagation phase, worsening

the comparator’s input-referred offset and noise. Possible erasure of the amplified voltage

afflicts all comparators with dynamic pre-amplification and, as we will show, new comparator

topologies announced in the literature offer, in effect, remedies to this problem.

Analysis of a StrongArm latch is messy and cumbersome when the input FETs operate

in the triode region. But it is possible to simplify analysis for the special case when the

gates of the input NFETs are biased at VIC = VDD. This is the highest voltage that can be

applied to the gates, and it is certain to force the input FETs into triode during propagation.
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This bias condition has been investigated experimentally for an SRAM sense amplifier, and

measured offsets for different VIC are reported [1].

The analysis to follow uses approximations which we now make explicit. The latch circuit

is enabled with a small input vid. The sampling phase proceeds normally as the precharged

drain voltages Vc1, Vc2 discharge by VtN , the input FETs operate in saturation, and the

dynamically amplified voltage appears on CC . As the propagation phase commences, the

input FETs are pushed into triode. Now we assume that 1. CC is discharged immediately by

the on conductance of the FETs in triode (this is an oversimplification); 2. an equal current

flows through M1 and M3 in series (and through M2 and M4); and 3. the current through the

FETs at the start of propagation can be used to predict how the circuit behaves throughout

propagation.

Initially the gates and drains of M3,M4 are precharged to VDD, that is, the gates of

M1~M4 are all at the same potential. It can be shown by using the square-law model of the

FET I-V characteristic that if two NFETs with the same β are in series, their gates are tied

together at voltage VG, and the upper NFET (M3) operates in saturation, then the lower

NFET (M1) must be in triode and its drain voltage is (1− 1/
√

2)(VG−Vt0) ' 0.3(VG−Vt0).

To measure the deterioration due to improper bias, we use as a reference the properly

operating StrongArm latch. Because of dynamic amplification in a circuit with a well-chosen

input bias VIC , only the mismatches in Vt and β of the input pair contribute to offset (vos,0),

vos,0 = ∆Vt,12 +
∆β12

β

ID
gm

= ∆Vt,12 +
∆β12

β

VIC − Vt0
2

. (2.33)

If, on the other hand, VIC = VDD, then using the expression given above for the drain voltage

in triode region, the differential current due to mismatch in β of M1,M2 changes to

ID1 − ID2 = 1/2∆β12 (0.3(VDD − Vt0)(2VIC − 0.3VDD − 1.7Vt0))

= 1/2∆β12(0.3× 1.7)(VDD − Vt0)2. (2.34)

We have assumed that the preamplified differential voltage on CC has been erased, so thresh-

old mismatch in M3,M4 (∆Vt,34) will now unbalance the drain voltages of M1,M2 in triode,
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causing

ID1 − ID2 = β(VG − 0.3VDD − 0.7Vt0)∆Vt,34

= 0.7β(VDD − Vt0)∆Vt,34. (2.35)

To refer all these unbalances to the latch input, we assume that the FET pairs are matched

and a differential offset voltage vos is applied to the input on a bias of VIC = VDD. Then

from the same expressions

ID1 − ID2 = 0.3β(VDD − Vt0)vos. (2.36)

By combining in magnitude (2.34) and (2.35), we use (2.36) to find the equivalent input

offset

vos = ∆Vt,12 +
1.7

2
(VDD − Vt0)

∆β12

β12

+
7

3
∆Vt,34. (2.37)

Comparing with (2.33), the contribution of β mismatch in the input pair scales up by a

factor of 1.7×. So if VDD =1.5 V and Vt0 =0.3 V, this offset is almost 3× higher. The offset

due to Vt mismatch in M3,M4, which was previously negligible, is now almost 2× larger than

the offset due to Vt mismatch in M1,M2.

This analysis is meant to give insight, and is simplistic in places. For example, the

amplified signal charge on CC is not erased instantly, but a portion of it is transferred to

CL. As a result, (2.37) overestimates offset. Appendix 2.13 gives a more accurate analysis,

which is used to calculate the entries in Table 2.2 that appears later in the paper.

2.5 Thermal Noise

Comparators are mainly limited by random or systematic offsets. Long-standing methods to

circumvent offsets such as overranging and digital error correction in multi-step A/D convert-

ers are now up against limits posed by low supply voltages. In ADCs with resolution above

10bits, thermal noise from comparator usually dominates over the kT/C noise in track/hold

circuit. Moreover, the input referred root-mean-squared (RMS) noise of a strongARM latch
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Figure 2.22: Equivalent differential circuit model for noise calculation.

may vary 2.5 times across PVT corners [42]. Before resorting to sophisticated techniques

such as noise shaping [43, 44] or statistical estimation [42] to reduce this noise, we must

understand its origin and answer the fundamental question: how serious is it in limiting the

comparator?

There is some published work to model noise in the StrongARM latch [19, 20]. [19]

identifies the operational phases of this circuit correctly, but it uses a method of noise

analysis that is too indirect to yield key insights: for instance, the finding that the input

common mode must be chosen correctly (see Section 2.4.6 above) in order to minimize noise.

On the other hand, our analysis of offset in the StrongARM latch extends straightfor-

wardly to thermal noise Fig.2.22. But first we must describe how noise will randomly trigger

regeneration around the metastable point. In a perfectly balanced comparator with zero

input applied, the noise current in the input pair M1,M2 will integrate on CC during the

sampling phase, and continue to integrate and amplify on CL during the propagation phase.

The random voltage integrated on CL will trigger regeneration to ‘0’ or ‘1’. Other noise

sources from M3-M6 do not contribute significantly as described in Section 2.4.2. Here we

limit our discussion to strongARM latch for its wide usage, [45] discusses noise in a static

latch alone.

The output noise can be obtained either using integration on frequency domain or time

domain. Suppose a linear transfer function has the transfer function H(jω) and a corre-

sponding impulse response h(t), a white noise Sin at its input port results in an output noise
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power of

〈v2
n,out〉 = Sin

∫ +∞

0

|H(jω)|2dω = Sin

∫ +∞

0

h2(t)dt (2.38)

This conclusion is proved by Parseval’s theorem. In this dissertation, we choose to calculate

noise using time domain integrations as it provides more concise and compact solutions. It

is not necessarily so in many other cases, especially when the shape of PSDs is of concern

[46].

The noise current from M1,M2 integrates on CL during sampling phase, resulting a noise

voltage on CC which then propagates to CL during propagation. The integrated noise voltage

on CC is the outcome of a noise current integrating a single capacitor CC

〈v2
n,c〉 = Sin

∫ Ts

0

(
1

CC

)2

dt = Sin ·
Ts
C2
C

(2.39)

This can be also obtained by integrating |H(jω)|2 on frequency domain. For a windowed

integrator

H(jω) =
1

jωCC
(1− e−jωTs)→ |H(jω)|2 =

Ts
C2
C

(
sin ωTs

2
ωTs

2

)2

(2.40)

The same output noise power is obtained using frequency domain integration

〈v2
n,c〉 = Sin

∫ +∞

0

Ts
C2
C

(
sin ωTs

2
ωTs

2

)2

dt = Sin ·
Ts
C2
C

(2.41)

Sin = 4kTγgm1,2 represents the noise current PSD in M1,M2, where k is the Boltzmann

constant, T is the temperature and γ is a process technology dependent constant, usually

between 2/3 ∼ 1. At the end of propagation phase, the noise power on CL due to charge

sharing from 〈v2
n,c〉 is found by

〈v2
n,out1〉 = Sin ·

Ts
2C2

C

[
CC

CL − CC

(
1− e+spTp

)]2

(2.42)

As described in Sec.2.4.2.3, the noise current from M1,M2 also integrates on CL during

propagation phase. The transfer function, without considering the windowing operation,

from input current to the output voltage is given by

H0(s) =
VOD(s)

IID(s)
=

gm3,4

CCCL
· 1

s− sp
(2.43)
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Its corresponding impulse response is

h0(t) =
1

CL − CC

(
1− e+spt

)
(2.44)

With propagation phase truncating the effective integration time, the impulse response is

finally

h(t) =
1

CL − CC

(
1− e+spt

)
[u(t)− u(t− Tp)] (2.45)

Applying inverse Laplace transform to (2.45), the transfer function including the windowing

operation is then found by

H(s) =
gm3,4

CCCL
· 1

s− sp
+

1

CL − CC
· 1

s
· e−sTp

− 1

CL − CC
· 1

s− sp
· e+sTp (2.46)

|H(jω)|2 is further obtained by replacing s with jω in (2.43). Comparing (2.46) and (2.45),

h(t) is a natural choice for calculation because the integration window is readily embedded.

The contribution to the output voltage noise power is then found by

〈v2
n,out2〉 = Sin

∫ Tp

0

[
1

CL − CC

(
1− e+spt

)]2

dt (2.47)

The input referred current noise power is calculated by dividing the total output noise

power 〈v2
n,out〉 = 〈v2

n,out1〉+ 〈v2
n,out2〉 with A2

G as calculated in (2.26),

〈i2n,in〉 =
〈v2
n,out〉
A2
G

= Sin ×



1

Ts + Tp
if CC < CL/2

Ts + 1
3
Tp

(Ts + 1
2
Tp)2

if CC ≈ CL

1

Ts − τp
if CC > 2CL

(2.48)

The equivalent noise bandwidth (NBW) is defined as the bandwidth of a brickwall filter that

filters a wideband white noise to produce the same integrated input/output noise. Thus,
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windowed integrator slicer

Figure 2.23: The most simplified equivalent circuit model for a strongARM latch including

both noise, preamplification gain and speed.

NBW for a strongARM latch is found by inspecting (2.48),

NBW =



1

Ts + Tp
if CC < CL/2

1

Ts + 1
2
Tp

if CC ≈ CL

1

Ts − τp
if CC > 2CL

(2.49)

It indicates that when CC is smaller than CL/2, the equivalent NBW is entirely determined by

the duration of sampling and propagation phase, which are then dictated by the discharging

speed in the common-mode circuit and independent of the differential-mode circuit pole sp

itself. On the other hand, when CC becomes substantially larger than CL, which might

happen in some cases where CC is configured as calibration capacitor arrays, the equivalent

NBW will be determined by both the sampling phase duration and the time constant in the

differential-mode circuit.

Comparing the voltage gain and the NBW in a strongARM latch with a standard capac-

itor alone integrator, the most simplified equivalent circuit model for a strongARM latch is
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then constructed as shown in Fig.2.23, consisting an capacitor-only integrator followed by

an ideal slicer for regeneration. This simple circuit model captures both the voltage pream-

plification and the equivalent NBW of a strongARM latch. Since sampling phase provides

efficient amplification that helps reduce both offset and noise Fig.2.23, the benefit of resetting

internal nodes prevails the cost of the extra latency.

As the input referred noise voltage is of final interest for design, it is obtained with

〈v2
n,in〉 = 〈i2n,in〉/g2

m1,2

〈v2
n,in〉 = 4kTγ · VP1,2

Vt
×



1

2
· 1

CL + 2CC
if CC < CL/2

1

CL + 3CC
if CC ≈ CL

1

CC(2 + VP3,4/Vt)
if CC > 2CL

(2.50)

Unlike dynamic offset that depends on the ratio of capacitor imbalance, the input referred

noise can be reduced only by increasing the total capacitor size or reducing the bias volt-

age VP1,2. This is a direct trade-off between noise and speed as CC increases the latency

before final regeneration and CL impacts the regeneration time constant. As (2.50) reveals,

increasing CC is more effective in reducing noise than CL. However, it is most efficient to

keep CC around CL/2 as its efficiency in reducing noise decreases as CC grows. Though

a low common mode also reduces noise by lowering VP1,2, it is limited by PVT variations.

Unlike capacitors that have relatively stable values, even implemented as MOS capacitors

[47, Eq. (15)], threshold variations across PVT corners varies VP1,2 significantly. This results

in large variations in noise as reported in [42], which is undesirable and poses additional

design complexity.

(2.50) offers straightforward estimation for noise at the design stage so that designers can

decide if it is indeed necessary to apply more sophisticated techniques to reduce noise. Fur-

thermore, it helps designers make the practical design choice whether to apply an auxiliary

differential pair for offset calibration or to utilize calibration capacitor arrays for the same

purpose. In low-to-moderate resolution ADCs, when strongARM comparators satisfy noise

requirements with intrinsic capacitance from transistors, auxiliary differential pairs correct
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offsets without penalty in speed [2]. Yet, it should be noticed that the auxiliary differential

pair itself introduces extra noise to the input. While in high resolution ADCs where noise

budget is stringent, using capacitor arrays is preferred over auxiliary differential pairs be-

cause the calibration capacitors are able to correct offsets and reduce noise simultaneously.

The calibration capacitors do not pose extra penalty as they are absorbed into capacitors

indispensable to lower the thermal noise.

2.6 Speed

The net delay of a StrongArm latch consists of two parts: 1. the latency of the sampling and

propagation phases, which is determined by the common mode bias current, and 2. the delay

in regeneration, which is mainly set by the acceptable metastabilty error rate. We explain

what the latter means. In any regenerative waveform, the final value at the end of a clock

phase is proportional to the initial voltage. Since the input to a comparator is a random

voltage uniformly distributed over a well-defined interval, there is a sub-interval around zero

where the drive is too small for the comparator output to regenerate to a logic threshold

within the clock window. The bit-error rate is given by the ratio of this sub-interval to the

full interval [39, Sec. 8.1.3]. This dictates the minimum clock period as a multiple (n) of the

regeneration time constant, plus latency. The latency is independent of the input differential

signal, whereas the regeneration delay is affected by both the applied input voltage and the

output voltage after amplification.

tdelay = (Ts + Tp) + nτreg (2.51)

While both CL and CC will determine the latency for common-mode discharge, the regenera-

tion time constant τreg ≈ CL/Gm, where Gm is the net transconductance of the cross-coupled

inverters. In the initial part of the regeneration phase, cross-coupled pair M5,M6 drives CL

only while M3,M4 in saturation isolate it from CC . Later, when M1 and M2 are pushed into

triode, M3,M4 will add to Gm their own transconductance degenerated by M1,M2. CC will

be shorted by M1,M2. Thus, Gm grows over the regeneration phase. Expressions (2.30),

(2.31), (2.50) and (2.51) together offer a quantitative guide to the optimum design of a
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StrongArm latch for offset, noise and speed.

2.6.1 Kickback

With zero differential input, the gates of M1,M2 absorb a pulse of current to support inver-

sion layers when MCLK turns them on. In the critical comparator with near-zero differential

input, this is essentially a common-mode current pulse extracted from the circuit connected

to the comparator input; but β mismatch [37] in M1,M2 will convert it into a small differ-

ential current. Since the driving circuit is not a perfect voltage source, this converts into a

differential offset voltage. The impedances driving the two inputs are often unequal, which

convert the common-mode current into a differential offset voltage. In flash ADCs where

one input may be connected to a resistor reference ladder, a distributed RC circuit, this

kickback must be lowered [38] since the current impulse will induce ringing on tap voltages

[39, Ch. 8] and cause reference errors, and if settling is slow, interference with the next deci-

sion. Another ‘kickback’ appears during regeneration, when the latching of the cross-coupled

inverters M3~M6 causes one of M1,M2 to turn off and the other to be forced into triode.

Gate charge is expelled by the FET that turns off, and a small amount of additional charge

flows into the other FET. This is different from the common-mode kickback in both origin

and impact. The differential ‘kickback’ only happens after the StrongArm latch completes

regeneration and therefore does not interfere with the decision itself. Charge-redistribution

SAR ADCs, where one comparator makes every decision, are a special case. [40, Appendix

D-D] shows that differential-mode kickback causes no harm as long as the comparator is

reset before every decision.

2.7 Double Tail Comparator

The “double tail” comparator preserves the benefits of internal dynamic amplification in

the StrongArm circuit at low supply voltages, or when the input common-mode bias is

unsuitable. Originally developed to buffer the input circuit from charge kickback during

regeneration [3], its circuit structure (Fig. 2.24(a)) also forces the static power to zero. A
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(a)

(b)

Figure 2.24: (a) The original double-tail latch proposed from [3]; (b) The improved double-

tail latch proposed from [4].

dynamic preamplifier precedes a latch. When CLK goes high, the amplified differential input

appears superposed on the output common-mode (bias) voltage that in this circuit ramps

down from an initial voltage of VDD to 0. This changing common-mode voltage will ultimate-
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Figure 2.25: gm1,2(t) as a time dependent parameter in a double-tail comparator.

ly force the preamplifier differential pair MP1,MP2 into triode, which will then discharge

the amplified differential voltage stored on the output capacitors, Thus the preamplifier will

shut off its own bias current. In other words, signal amplification is available over the time

window between when the clock turns on the amplifier, and before it shuts itself off, and

erases the amplified voltage stored on the capacitors Cpre.

The FETs M1a,M2a that couple the dynamic preamplifier to a static latch are key to

correct operation. Initially these FETs are biased into deep triode by the large voltage

VP1, VP2 applied to their gates. Their β is designed much larger than of M3,M4 to lower

the loop gain of the cross-connected pair M5,M6, suppressing regeneration. While VP1, VP2

ramp down, MP1,MP2 continue to amplify the differential input; at some point M1a,M2a

release their clamp on M3,M4, enabling the latch M3~M6 to regenerate. Ideally the sign of

the amplified differential voltage coupled into the latch through M1a,M2a, will determine

the regenerated binary output. Only the preamplifier is clocked in this circuit; it actuates

the latch circuit.

[25] points out with simulations that this arrangement performs poorly. We will explain

why. Consider the dynamics of the coupling FETs M1a,M2a. They turn on in deep triode

with a large VG = VDD and VD ≈ 0. As VG ramps down, their VD rises, until VG crosses

below Vt0 when they turn off. This describes a time trajectory on the FET ID-VDS plane

which starts in deep triode when the FETs’ gm is low; then the FET enters saturation, when

VD rises to 1/2VDD but at that point VG → Vt0, so again their gm will be low. This means

that over this trajectory the transconductance is weak most of the time, so M1a,M2a are

ineffective in coupling the preamplified voltage into the latch. In fact they worsen input-
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(c)
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Figure 2.26: Equivalent differential circuits of a double-tail comparator during (a) reset

phase; (b) first integration from dynamic preamplifier; (c) double integration from the dy-

namic amplifier and the second stage strongARM latch; (d) regeneration phase.

referred offset and noise.

2.7.1 Details of Operation

[25] offers a better circuit (Fig. 2.24(b)), recognizable as a dynamic amplifier MP1,MP2

driving a StrongArm latch in tandem. Why does this not suffer the same fate? It has to

do with the direction of the ramping bias that the complementary (folded) amplifier applies

to the StrongArm latch. The preamplifier drives the input pair M1a,M2a of the StrongArm

latch with a positive-going ramp, on which is superposed the continuously growing differential

signal. This ramp turns on the input pair of the StrongArm latch and gradually releases

the reset switches M1b,M2b,M1c,M2c. The input pair’s transconductance rises with the
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ramp because the pair is in saturation, while its differential input grows continuously. The

StrongArm goes through its self-timed phases of sampling, propagation, and regeneration.

Since everything operates as expected, the comparator’s input-referred offset and noise will

now be determined almost entirely by the differential pair of the preamplifier.

The dynamic preamplifier will work correctly over a large range of input bias, so long

as the FETs MP1,MP2 in its input pair remain in saturation. However, once triggered, it

will always drive itself into the off condition. Its ramping output voltage gradually releases

the reset switches and activates the tail current of the StrongArm. In sampling phase,

the StrongArm itself will dynamically amplify the differential input further on C ′C . But

if the ramping gate voltage of M1a,M2a becomes too large (or the supply voltage is low),

they can discharge the amplified voltage stored on C ′C . As we have shown previously, the

StrongArm will now display a large offset and noise. The preamplification is of little value

if M1a and M2a, which are now the coupling FETs, enter triode and effectively disconnect

the preamplifier before the StrongArm latch can regenerate.

This reveals that there exists within this cascade of two dynamic amplifiers [32, Sec. 5.2]

a race condition that can undermine offset and noise. The dynamic preamplifier offers gain

over a certain time window while its FET pair MP1,MP2 is in saturation. But when this

FET pair enters triode, it effectively wipes out the amplified voltage stored on Cpre. The

window is

Tw,pre = Cpre
VIC + |Vt0|

1
2
Ipre

(2.52)

where, in Fig. 2.24(b), the voltages are measured with respect to ground. The StrongArm

has its own window, Ts +Tp determined by a changing bias current and the capacitances C ′C

and C ′L.

The amplifier cascade will work well as long as Tw,pre > (Ts + Tp). But if this inequality

is reversed, the preamp will have erased its amplified voltage before the StrongArm starts

to regenerate, resulting in a significant rise in input-referred offset. In reality the erasure is,

of course, gradual. This is seen in simulations of the input-referred offset (Fig.2.27), with

the offsets due to MP1,MP2 forming the baseline for comparison. The race condition, when
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Figure 2.27: Offset degradation when MB is removed and Cpre is reduced in Fig.2.24(b).

not accounted for in design by proper choice of Cpre/Ipre, is clearly damaging to the desired

operation.

Comparator offset can be no lower than the input-referred offset of its input stage. The

simplest method to calibrate this offset is with a digitally controlled array of capacitors

inserted at the output of the dynamic preamp, as explained in Sec. 2.3. When realized

correctly, this compensation will not be affected by changes in the supply voltage.

2.7.2 Noise in Double Tail

The classic StrongArm or the double tail latch will likely display comparable (uncompen-

sated) offset, limited by mismatch in the preamplifying input pair; but one might believe

that noise in the double tail should be lower because of the cascaded integration: that is, if

windowed integrator bandlimits white noise, then a cascade of two such integrators should

limit it even more. Analysis leads to the surprising result that this is not so: all else being

the same, the noise in a double tail comparator is higher than it is in the StrongArm alone.

Suppose that the output of one windowed integrator drives, in tandem, another windowed

integrator. After the first integrator has been active for a period Tpre, the second integrator

is enabled with zero initial condition and driven by the output of the first; meanwhile the

first continues to integrate (Fig. 2.26). The output of this second integrator is sampled after
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an interval Ts. Then it can be shown (Appendix 2.14) that the net effect is that of sampling

a white noise current bandlimited to 1/(Tpre + 1
2
Ts) Hz. This means that over a given time

window Tw = (Tpre+Ts), a single integration bandlimits the input noise more effectively than

two integrations in tandem, where the second integration takes place over the sub-window

Ts.

This calculation assumes time-invariant integrators, whose time constants are fixed. For

proper autonomous (self-timed) operation in a double-tail (Fig. 2.24(b)), the sources of the

input FET pair of the StrongArm latch should be grounded. This means that as the preamp’s

output bias voltage ramps up, the current through the StrongArm input stage rises quadrat-

ically with time and thus its transconductance linearly (Fig. 2.25). Therefore, its integration

time constant also grows linearly with time. Since this time-varying circuit remains linear

for small signals such as noise and offset, its time-dependent impulse response [48, p. 79] is a

useful tool for analysis. A complete analysis (Appendix 2.15) shows that the input-referred

mean square noise is set by the preamplifier’s constant input spectral density (either voltage

or current) limited to a NBW of 1/ (Tpre + 2/3(Ts + Tp)) Hz.

〈v2
ID〉 =

8kTγ

gmp1,2
· 1

Tpre + 2
3
(Ts + Tp)

(2.53)

Prior to the onset of regeneration, the total latency of the double tail is Tpre + (Ts +Tp). If a

simple StrongArm is designed for the same latency, it will bandlimit the input pair’s noise to

1/(Ts + Tp) Hz, numerically equal to the inverse of the latency above but without the factor

of 2
3

in (2.53); its noise, therefore, will be slightly lower. This is because in the StrongArm,

the charge integrated over Ts is transferred from CC to CL, so the process resembles a single,

uninterrupted integration. On the other hand in a double tail cascade, the charge integrated

by the preamplifier is not transferred to the integrator in the cascaded stage.

A good comparator design might trade off the slightly higher noise in the double tail

against its robustness at low supply voltages or large spans of input common-mode levels.

In view of the analysis so far, it is difficult to see what advantage in noise and offset that a

third integrator in the cascade might offer, such as the triple tail described in [49].
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2.8 Discussion: StrongArm vs. Double Tail

For the optimum trade-off among noise, offset and speed in the StrongArm latch, the input

common mode must lie in a specified voltage interval. If too high, the input differential pair

enters triode region prematurely, erasing the amplified input voltage during propagation

phase; if too low, it stretches out latency and regeneration both. In practical designs, the

input common mode is set by the output of the previous circuit and may not lie in the

voltage range of preferred bias. For example, in certain successive approximation ADCs

the input common-mode level changes at every conversion step [50]. There the double-tail

comparator is more suitable [51] because its dynamic amplifier input can operate well across

a wider range of input common mode. Ultimately this range is limited by the race condition

described above.

The expected noise filtering can only be obtained with careful design. The first stage

should provide sufficient amplification so that noise currents from M1a-c, M2a-c (Fig.2.24(b))

do not contribute significantly. Switches M1b,M1c when softly actuated by a ramp will inject

noise of their own. The bias to the second stage latch is time-varying: M1a-c,M2a-c must

be correctly sized to avoid the race condition—this may be the most important design step,

and it requires proper choice of the constant current supplied by MB and of Cpre [52]. On

the other hand, FET sizing is much easier in the classic StrongArm latch: a simple 1:1:1 size

ratio of input differential pair, cross-coupled NMOS and PMOS pair is usually good enough.

Fig.2.28 and Fig.2.29 compare the input-referred noise, power consumption and delay of

a StrongArm latch and a double-tail comparator. The two comparators are sized to give the

same delay (at 1 mV differential input) and consume equal power at nominal 0.9V supply with

Vin,CM = 300mV in the StrongArm latch and VIC = 100 mV in the double-tail comparator.

As confirmation of its smaller NBW, the StrongArm latch displays 15% lower input-referred

noise than a double-tail comparator; that is, until VDD falls below 550 mV. At that point

the input differential pair of the StrongArm latch is pushed into triode during propagation,

resulting in erasure of dynamic amplification and rapid rise in noise. Although the double-

tail’s input-referred noise is somewhat higher, it is supply-independent. At VIC = 400 mV,
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Figure 2.28: Input referred RMS noise of a strongARM latch and a double-tail comparator

under different power supply levels.

noise in the StrongArm latch worsens even earlier at VDD = 700 mV, when the double-tail

comparator offers lower noise.

The design trade-off is clear. We have proved that the StrongArm latch is the most

compact yet efficient form of a regenerative comparator. Conceptually, it is a single-windowed

integrator and a regenerative unit. Departure from this structure, such as extra integration

or cascading multiple stages of dynamic amplifiers, tends to worsen noise. When the bias

conditions allow, the StrongArm latch is to be preferred. But at low supplies or when the

input biasing conditions are not suitable, the double-tail comparator is better. Its folded

complementary preamplifier offers a useful level shift.

The double tail also offers a shorter regeneration time. We have described above how

in the StrongArm regeneration starts with the transconductance of the common source pair

M5,M6. As regeneration proceeds, the cross-connected pair M3,M4 gradually adds its own

transconductance, which however is limited by the series resistance of M1,M2 in triode.

Whereas in the classic StrongArm this resistance is determined by the fixed gate bias at

M1,M2, in the double tail that bias voltage is ramping up which continuously lowers the

degeneration resistance. This raises the time-dependent effective Gm and speeds up regen-

eration. In practice, this can lower regeneration time by ∼20%.
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Figure 2.29: Power and delay of a strongARM latch and a double-tail comparator under

different power supply levels. Clock frequency fCLK = 2GHz and delay tdelay is simulated

with 2mV differential input.
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Figure 2.30: Test circuit in [1]. All dimensions in µm, VDD=1.5 V.

2.9 Comparison with Measured Data

2.9.1 Input referred offsets of StrongARM Latch

All the expressions relating to static and dynamic offsets closely match the offset derived from

transient simulations of the StrongARM latch as its input is swept. On the other hand, it is

surprisingly difficult to find measured data in the many publications on this comparator in a
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StrongARM Double-tail

Latency Ts + Tp =
(CL + CC)Vt

I0

Tpre + T ′s + T ′p =
CpreVt
I0

+
(C ′L + 2C ′C)Vt

I ′0

NBW
1

2(Ts + Tp)

1

2[Tpre + 2
3
(T ′s + T ′p)]

Input referred noise 〈v2
n,stm〉 = 4kTγ · 1

gm1,2

· 1

Ts + Tp
〈v2
n,D−T 〉 = 4kTγ · 1

gmp1,2
· 1

Tpre + 2
3
(T ′s + T ′p)

Power fCLK(CC + CL)V 2
DD fCLK(Cpre + C ′C + C ′L)V 2

DD

Scaling supply Limited Yes

Changing input common mode Limited Yes

Table 2.1: Comparison between a strongARM latch and a double-tail comparator.

VIC = 1.05V VIC = 1.5V

Measured Offset 8.5 mV 19.0 mV

Calculated Offset 9.5 mV 19.1 mV

Due to ∆Vt1,2 5.8 mV 5.8 mV

Due to ∆β1,2 7.4 mV 14.0 mV

Due to ∆Vt3,4 2.0 mV 11.6 mV

Table 2.2: Measured RMS offset vs. calculated. FET mismatch parameters: AV t =

3.5mV·µm, Aβ = 2.5%·µm.

form that could be used to validate the analysis developed in this paper: [1] is the exception,

because it provides histograms measured across 45 samples of a latch realized in 130-nm

CMOS. Notably the measured offset grows by more than 2× when the input common-mode

exceeds the limit specified by (2.32). The circuit in question is shown in Fig. 2.30.
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Figure 2.31: (a) A strongARM latch preceded by a differential preamp and loaded by a

cross-coupled NAND latch, VDD = 1.05V ; (b) Measured input referred offset distribution;

(c) Unbalanced capacitive load to strongARM latch from cross-coupled NAND gates.

Table 2.2 shows that the measured RMS offset at two common-mode levels agrees very

well with predictions from our analysis. This is more than a matter of making the numbers

come out close; our predictions were made to verify certain hypotheses. Although Infineon

fabricated the circuit being measured, we use publicly available mismatch coefficients taken

from the TSMC 130 nm process.

For VIC = 0.7VDD which lies within the range in (2.32), we assume that offset arises

only from Vt mismatch and β mismatch in M1,M2. Since our prediction is very close (for

this size of population) to the total measured offset, it verifies the hypothesis that due to

internal amplification, M3-M6 will not contribute appreciably to mismatch. For VIC = VDD

the analysis is more complicated because the gain VO1,2/VID changes over the two sub-

phases described in Section 2.4.6. The detailed calculation is in Section 2.13.1 including the

offset from Vt mismatch in M3,M4 (β mismatch doesn’t matter because these FETs are in

series with M1,M2). The prediction in this case is accurate. In spite of the lower internal

amplification, mismatch in M5,M6 still does not contribute. However, it is clear that too

large a VIC will worsen the comparator’s offset considerably.
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Mismatch source Original Improved

Systematic offset due to hysteresis ±3.6mV ±0.7mV

Voltage gain of preamp AV,pre 2 4⇑

Internal gain of the strongARM latch AV,latch 1.5 10⇑

∆β of diff. pair in preamp 6.5mV 4mV

∆Vt of diff. pair in preamp 5.7mV 4mV

∆Vt of M3,M4 in strongARM latch 3.2mV 0.3mV

∆Vt in diff. pair in strongARM latch 2.8mV 1.4mV

∆β in diff. pair in strongARM latch 1.4mV 0.7mV

Total random input-referred offset 10mV 6mV⇓

Table 2.3: Measured RMS offset vs. calculated. FET mismatch parameters: AV t =

2.3mV·µm, Aβ = 1.5%·µm.

2.9.2 StrongARM Latch with Preceding Static Preamplifier and Loading NAND

Latch

Shown in Fig.2.31(a) is a fabricated comparator from a commercial product in 90nm CMOS

technology under 1.05V supply. It consists of three blocks, a preamplifier biased with a

constant tail current source, a clocked strongARM latch and two cross-coupled NAND gates.

The preamplifier preceding the strongARM latch shields the input differential pair from the

strongARM latch and its associated dynamic offset due to clocking action. The preamplifier

is meant to provide a voltage gain so that the strongARM latch does not contribute offset

or noise to the input of preamplifier. The strongARM latch has the same configuration as in

Fig.2.15. The cross-coupled NAND latch speeds up the regeneration and provides a stable

output that remains steady while the strongARM latch resets. Thus, the only dominating

offset source was supposed to be the mismatch between MP1,MP2.
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However, the actual offset measurement in Fig.2.31(b) shows two unexpected problems.

First, the mean of the measured offsets is a non-zero value, suggesting that this comparator

has a systematic offset. Second, σ of the measured offset is much larger than expected,

implying significant mismatch contributions other than MP1, MP2. Although the designers

had difficulties explaining these phenomena, our analysis can accurately calculate the mea-

surements, isolate sources of mismatch and furthermore, provide remedies to reduce offset

without incurring penalty of extra power.

Each output of the strongARM latch is loaded by two NMOS transistors and two PMOS

transistors from the NAND latch. Since the NAND latch stores ’0’ and ’1’ at its outputs that

do not reset with the clock, when VO1,VO2 are reset to VDD, one of the NMOS transistors

(MN1A driven by VOUT1(VDD) for example) will be in strong inversion whereas the other (M-

N1B driven by VOUT2(GND) for example) in cut-off region as shown in Fig.2.31(c). Because

of the extra electrons from the inverse layer in MN1A, VO1 experiences slower discharg-

ing than VO2. This is equivalent to unbalanced capacitive loading ∆CL to the strongARM

latch, which further introduces a dynamic offset also known as the hysteresis effect. Under

VDD = 1.05V and Vin,CM = 900mV, output of the preamplifier has a common mode voltage

of 900mV. This high common mode voltage pushes M1,M2 in the strongARM latch into

triode during propagation phase. It degrades the internal voltage amplification within the

strongARM latch to only about 1.5. With a voltage gain of 2 from the preamplifier, the

whole comparator is calculated to have an offset hysteresis of ±3.6mV, depending on the

state of previous comparison cycle. In measurement, because the comparator is driven by

a ramping voltage of the same slope to measure its trip point, the repeating unbalanced

capacitive loading creates a systematic negative offset at the comparator’s input.

Except threshold mismatch and β mismatch between MP1,MP2, threshold mismatch be-

tween M3,M4 also contributes significantly to the comparator input. Again, this is caused

by the high common input voltage to the strongARM latch. Calculated breakdown of mis-

match sources is shown in Table.2.3. The calculated net input referred offset matches well

with measurement.

Our analysis provides a simple remedy to this comparator circuit without altering the
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Figure 2.32: Test circuit in [2]. All dimensions in µm, VDD=1 V.

circuitry or consuming more power. First, increasing sizes of M1,M2 by 2 times directly

reduces the most dominating sources of mismatch. The second, yet more importantly, is to

increase RP in the preamplifier from 3kΩ to 8kΩ. This not only increases the preamplifi-

er gain, but also reduces the preamplifier’s output common mode voltage from 900mV to

650mV. The proper common mode input voltage to the strongARM latch raises its internal

voltage amplification from 1.5 to 10, suppressing the mismatch contribution from M3,M4

to a negligible level. The raised voltage gain also shields the strongARM latch from the

hysteresis effect. The predicted improvement with this simple remedy is shown in Table.2.3.

2.9.3 Input referred noise of StrongARM Latch

The input referred RMS noise of a strongARM latch is simulated versus the input common

mode voltage in [2]. Using (2.50) predicts the simulated input referred RMS noise accu-

rately as in Fig.2.33. When the input common mode voltage exceeds 600mV, the predicted

results deviate from the simulated results, showing a smaller input referred RMS noise.

This is because noises from M3,M4 begin to contribute when the high input common mode

voltage pushes M1,M2 into triode. Calculation including impact from M3,M4 is shown in
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Figure 2.33: Calculated input referred noise versus measurement results in [2], parameter

used in calculation: γ = 2/3, T = 300°, VT = 300mV, VP1,2 = VIC − VT ; CL = 2.6fF and

CC = 1.1fF are estimated using tOX = 1.5nm, COX = 23fF/µm2.

Section2.13.2. Again, this underscores the importance of choosing the correct common mode

voltage to achieve a high internal amplification.

2.10 Conclusion

We have developed a simple, physically-based analysis for the internal workings of a re-

generative comparator. It recognizes the symmetry of the circuit, by identifying common

mode and differential mode. The large-signal behaviour is readily understood by plotting

equilibria and trajectories in the phase plane defined by these modes. It is most fruitful to

consider comparator offset and noise as perturbations on the separatrix, the phase plane

trajectory that leads from the initial reset condition into the metastable equilibrium. This

brings clarity to long-debated distinctions between static and dynamic offsets in regenerative

comparators. Simple equivalent circuits are shown to capture all time-varying aspects. For

small offsets, nonlinearity in FET gm does not change the shapes of the trajectories.p

These insights guide design of the widely used StrongARM comparator. Following reset,

61



three phases of operation are identified, with the role of pairs of FETs. An internal ampli-

fication is revealed, and from it follows the need to choose the input common-mode voltage

correctly, for uses where the offset and noise should be kept very small. Most importantly, it

is shown how by using a small array of switched capacitors, a dynamic offset can be made to

cancel the static offset with little penalty on speed. This calibration is robust against supply

fluctuations.

Predictions from the analysis are validated against measurements taken on a prototype

StrongArm comparator. The measurements illustrate the major design considerations to

emerge from the analysis. Our analysis of offset and its implications on design is much more

direct than previous work on the topic, such as [21].

We are grateful to Professor Bernhard Wicht of Reutlingen University, Germany, who

shared sizes of the FETs in the SRAM sense amplifier that he had reported in a perceptive

early work.

2.11 Appendix

2.12 Output noise power in a strongARM latch

The complete expression of total output noise power at the end of propagation phase is the

summation of (2.42) and (2.47), thus

〈v2
n,out〉= 〈v2

n,out1〉+ 〈v2
n,out2〉

= Sin

[
Ts + Tp − τp
(CL − CC)2

− 2(Ts − τp)
(CL − CC)2

· e+spTp

+
Ts − τp

(CL − CC)2
· e+2spTp

]
(2.54)

With CC < CL/2, Tp � τp and exp(spTp) � 1, the total output noise power can be

approximated as

〈v2
n,out〉 = Sin ·

Ts + Tp
(CL − CC)2

if CC <
CL
2

(2.55)
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Figure 2.34: Equivalent differential circuit during propagation phase when M1 & 2 transit

from saturation to triode region.

With CC ≈ CL, τ →∞ and exp(spTp)→ 1, using ex ≈ 1 + x+ x2/2, the total output noise

power is approximated as

〈v2
n,out〉 = Sin ·

Ts + 1
3
Tp

(CL − CC)2

(
Tp
τp

)2

if CC ≈ CL (2.56)

When CC > 2CL, exp(spTp)� 1 and the total output noise power is found by

〈v2
n,out〉 = Sin ·

Ts − τp
(CL − CC)2

· e+2spTp if CC > 2CL (2.57)

2.13 M1,M2 in triode during propagation phase

Instead of traditional square law device, here we choose EKV model to characterize the stron-

gARM latch for its accurate and continuous representation of FET characteristics spanning

saturation to triode regions. By decomposing the drain current into a forward current IF

that is independent of drain voltage, and reverse current IR independent of source voltage.

IF =
β

2
(VG − Vt − VS)2 (2.57a)

IR =
β

2
(VG − Vt − VD)2 (2.57b)
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The corresponding differential current is then also decomposed into a forward current and

reverse current,

∆IF = β(VG − Vt − VS)∆vG (2.57c)

∆IR = β(VG − Vt − VD)∆vG − β(VG − Vt − VD)∆vD (2.57d)

The net differential current between M1,M2 is calculated by subtracting ∆IR from ∆IF

∆IM1,2 = ∆IF −∆IR

= β1,2(VD − VS)vID︸ ︷︷ ︸
Diff. current

+ β(VIC − Vt − VD)VCD︸ ︷︷ ︸
CM coupled res.

(2.58)

In the differential equivalent circuit during propagation phase as shown in Fig.2.34, this

differential current can be further decomposed into two linear circuit elements, a constant

current source i′ID and a linear resistor RD. However, It should be noticed that although i′ID

and RD appear as linear circuit elements in the differential equivalent circuit, they are both

cross coupled with the common voltage and their values change along with common mode

voltage excursions.

The duration while M1,M2 remain in saturation, if there exists, is found by

Tp,sat =
(CL + CC)[(VDD − Vt − VP3,4)− (VIC − Vt)]

I0

=
(CL + CC)(VDD − VIC − VP3,4)

I0

(2.59)

Through this period of time, the circuit behaves the same as described in Sec.2.4.2.3, yet the

equivalent integration window is shortened. Replacing Tr with Tr,sat in (2.26), AG,sat and

the preamplification voltage gain AV,sat can be then calculated.

When the drain voltages of M1,M2 become too low, M1,M2 are pushed into triode. The

duration while M1,M2 remain in saturation before M5,M6 become active can be quantified

as

Tp,trd =
(CL + CC)(Vt − VDD + VIC + VP3,4)

I0

(2.60)
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The differential equivalent circuit in Fig.2.34(b) has two real poles, one in left half plane and

the other in right half plane. 
spl = − 1

(RD||g−1
m3,4)CC

spr =
1

(RD + g−1
m3,4)CL

(2.61)

The output voltage is mainly dominated by the right half plane pole and can be approximated

with two terms, first, the output voltage from integration during Tr,sat will be regenerated

by the right half plane pole sp2, second, iID flows through RD, establishing a voltage across

RD that is also regenerated by sp2. Thus, the differential voltage on CL for M5,M6 to finally

regenerate in regeneration phase is the superposition of the two,

V ′OD = (vID · AV,sat + i′ID ·RD)e+sprTp,trd (2.62)

The voltage amplification gain before PMOS begin to conduct is calculated with A′V =

V ′OD/vID.

2.13.1 Offset due to mismatch between M3,M4 in [1]

With RD present, the output voltage established by i′ID is given by

VOD(t) = (i′ID ·RD)e+sprTp,trd

= vID ·
VD − VS

VIC − Vt − VD
· e+sprTp,trd (2.63)

Threshold mismatch between M3,M4 results in a differential current flowing through the

controlled source, which is also regenerated by the right half plane pole

VOD(t) = gm3,4∆Vt3,4

(
1

gm3,4

)
e+sprTp,trd (2.64)

The input referred offset due to ∆Vt3,4 is then calculated by counter balancing the contribu-

tion from ∆Vt3,4

VOS = ∆Vt3,4 ·
VIC − Vt − VD
VD − VS

(2.65)

It is readily shown by (2.65) how input referred offset increases with high input common

mode voltage.
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2.13.2 Extra noise from M3,M4 in [2]

Noise calculation is performed on time domain using the same method in [53]. The noise

current from M3,M4 begins to integrate on CL after M1,M2 are pushed into triode. The

transfer function from noise current of M3,M4 to the output is

H(s) =
g−1
m3,4

RD + g−1
m3,4

· 1

CL
· 1

s− spr

(
1− e−sTp,trd

)
(2.66)

Its corresponding impulse response is

h(t) =
g−1
m3,4

RD + g−1
m3,4

· 1

CL

(
1− e+sprt

)
[u(t)− u(t− Tp,trd)] (2.67)

Its contribution to the output noise power can be calculated

〈v2
n,out〉 = SM3,4

∫ Tp,trd

0

[
g−1
m3,4

RD + g−1
m3,4

1

CL

(
1− e+sprt

)]2

dt

≈ SM3,4

(
g−1
m3,4

RD + g−1
m3,4

)2

· τpr
C2
L

· e+2sprTp,trd

= SM3,4

g−2
m3,4

(RD + g−1
m3,4)CL

· e+2sprTp,trd (2.68)

The total input referred noise is the net result of both M1,M2 and M3,M4.

〈v2
n,in〉 ≈

SM1,2 · g−2
m1,2

Ts + Tp,sat
+

SM3,4 · g−2
m3,4

(RD + g−1
m3,4)CL

· e+2sprTp,trd

A′V 2
(2.69)

Compared to the scenario where M1,M2 remain in saturation, the total input referred noise

increase for two reasons, first, the integration time is reduced, second, M3,M4 begin to

contribute significantly.

2.14 NBW of a cascade of two integrators

The impulse response of a single-stage windowed integrator Fig.2.35(a) is

h(t) =
1

C
[u(t)− u(t− T )] (2.70)

Its input referred noise and NBW are then calculated as

〈i2ID〉 =
Sin
2

∫ +∞
0

h2(t)dt(∫ +∞
0

h(t)dt
)2 =

Sin
T
⇒ NBW =

1

T
(2.71)
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(b)(a)

Figure 2.35: (a) Single integrator; (b) Cascading integrator.

In a two-stage cascading windowed integrator Fig.2.35(b), its impulse response is

h′(t) =
1

C1

· gmt
C2

[u(t)− u(t− T )] (2.72)

Its input referred noise and NBW are then calculated as

〈i′2ID〉 =
Sin
2

∫ +∞
0

h′2(t)dt(∫ +∞
0

h′(t)dt
)2 =

Sin(
3
4
T
) ⇒ NBW =

4

3
· 1

T
(2.73)

Indeed, cascading more integrators widens the NBW, which is undesirable. We offer a simple

explanation. First, these are circuits with finite impulse response, where it is best to derive

their frequency response with the Fourier transform. In a single windowed integrator, the

rectangle impulse response transforms into the well-known sinc() function in frequency with

nulls at the inverse of the integration time window and its multiples. But the impulse

response of the integrator cascade is a single sawtooth triangle, whose more complicated

transform [54, Fig. 10-16] is lowpass but with no nulls. It therefore transmits a larger mean-

square noise.

2.15 LTV Noise Analysis of Double-tail Comparator

Impulse response h(t, τ) of a time-varying system describes the system response at time t to

an impulse arriving at time τ . Since superposition still applies in a linear system, the output

response

y(t) =

∫ +∞

−∞
h(t, τ) · x(τ)dτ (2.74)

Output noise variance 〈v2
n,out〉 sampled at time t0 of the system is calculated by

〈v2
n,out〉 = Sn

∫ +∞

−∞
h2(t0, τ)dτ (2.75)
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where h(t0, τ) is the impulse response at time t0 to an impulse arriving at time τ , Sn is power

spectral density if the input.

Now we calculate the overall gain of the double-tail comparator. The differential voltage

integrated on Cpre during the first integration is given by

Vpre = iID ×
Tpre
Cpre

(2.76)

where Tpre is the duration of time when only the dynamic differential preamplifier integrates.

After the second-stage becomes active, cascading integrators begin to integrate on CW and

the output differential voltage before regeneration is calculated by

VOD =

∫ TW

0

gm2

(
iID

Tpre
Cpre

+ iID
t

Cpre

)
1

CW
dt

=
gm2iID
CpreCW

(
Tpre +

1

2
TW

)
TW (2.77)

The transconductance gain of the double-tail comparator can be obtained with AG =

VOD/iID.

Now we find the equivalent noise bandwidth of the double-tail comparator with the same

method applied to the strongARM latch. From the first integration, the noise current from

the input differential pair creates a noise voltage variance on CC1 of

〈v2
n,p〉 = Sin

∫ Tpre

0

(
1

Cpre

)2

dt = Sin ·
Tpre
C2
pre

(2.78)

The noise voltage on CC1 linearly scales to the output after the second stage becomes active,

〈v2
n,out1〉 = Sin

Tpre
C2
pre

(
gm2TW
CW

)2

(2.79)

Meanwhile, the noise current keeps integrating on CW ,

〈v2
n,out2〉 = Sin

∫ TW

0

(
1

Cpre

gm2t

CW

)2

dt (2.80)

The total output noise voltage variance before regeneration is summation of the two contri-

butions

〈v2
n,out〉 = 〈v2

n,out1〉+ 〈v2
n,out2〉

= Sin

(
gm2

CpreCW

)2(
Tpre +

TW
3

)
T 2
W (2.81)
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The input referred noise current variance can be then calculated

〈i2n,in〉 =
〈v2
n,out〉
A2
G

= Sin
Tpre + TW

3(
Tpre + TW

2

)2 (2.82)

The equivalent noise bandwidth NBW is now defined

NBW =
Tpre + TW

3(
Tpre + TW

2

)2 ≈
1

Tpre + TW
2

(2.83)
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CHAPTER 3

Design Methodology for Phase-Locked Loops using

Binary (Bang-Bang) Phase Detectors

We present a linearized analysis of bang-bang phase-locked loops (PLLs) in the frequency

domain that is complete and self-consistent. It enables the manual design of frequency

synthesis PLLs for loop bandwidth, output phase noise and minimum jitter. Tradeoffs

between various parameters of the loop become clear. The analysis is validated against

measurements on four very different loops, and helps to answer long-standing questions on

aspects of these circuits attributable a hard nonlinearity. A brief designer’s guide is included.

3.1 Introduction

The new generation of phase-locked loops (PLLs) on mixed-mode ICs is either partly digital

[7] or all-digital [55, 56, 57, 58, 59, 11, 60, 61, 62], uses a time-to-digital converter (TDC)

instead of a linear phase detector, and a digital filter in place of an the R-C filter network. The

underlying concept dates back to compact spaceborne communications systems in the early

1970s; see, for instance, [63]. In this paper we examine partly or fully digital PLLs that use a

bang-bang phase detector, a one-bit time-to-digital converter often realized by a regenerative

clocked comparator as shown in Fig. 3.1[64, 62, 56, 11, 7]. It is similar to a one-bit delta-sigma

A/D converter, which is preferred over a multibit converter when the conversion bandwidth

allows. This is because a one-bit, two-level quantizer is perfectly “linear” in the sense that a

straight line always passes through two points, whereas a multilevel quantizer can never be

perfectly so because of practical sources of non-uniformity among more than two threshold

levels.
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A PLL using a bang-bang phase detector should be able to achieve a wider bandwidth

than the TDC-based all-digital PLL, because a single comparator clocks at the maximum

possible rate offered by a given IC technology. Unlike TDCs which generate digital words that

can only be processed by digital filters, the ‘0’ and ‘1’ pulses from a bang-bang phase detector

can be interpreted either as a digital bitstream or as a two-level periodically switched analog

waveform. As an example of what is possible, [7] shows that despite the intrinsic quantization

noise, the output spectrum of a bang-bang PLL with an analog loop filter can satisfy the

stringent phase noise required of the GSM wireless receiver.

The design process of analog PLLs is mature, based on accurate analysis in the continuous-

time phase domain (see, for example, [65, Ch. 9]). In spite of a growing body of literature

on bang-bang PLLs, their design has not yet reached the same maturity. Often it will

start with an accurate but complicated analysis, that quickly devolves into intensive trial-

and-error simulations in the time-domain. What is needed is a method of analysis for this

nonlinear feedback loop that enables a useful first-cut design based on manual calculations.

Simulations are then relegated to functional verification and fine-tuning.

In this paper we will present a complete design-oriented analysis of the BB-PLL. We

restrict ourselves to the case when the PLL input is periodic, that is, when the loop is being

employed as a frequency synthesizer. We contribute the following beyond already published

work:

1. An analysis entirely in the frequency domain;

2. That leads to familiar expressions for noise transfer functions (NTFs).

3. Calculation of the output phase noise as the superposition of the square magnitude of

various NTFs.

4. Calculation of jitter using the noise bandwidth associated with each NTF. The dominant

contributors to jitter become evident.

5. A proof in the frequency domain of why adaptation of the loop filter coefficients towards

a certain autocorrelation of the binary sequence at the phase detector output leads to

least jitter; and then an argument that adaptation may not be necessary.

6. A wide ranging validation against measurements reported in the literature on several
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Loop Filter

N Divider

Figure 3.1: Phase-locked loop employing a binary bang-bang phase detector.

different BB-PLLs. This sheds light on various theoretical questions as they apply to

practical circuits, such as if limit cycles will be seen, whether a Gaussian distribution

adequately describes the jitter within the loop, and so on.

Two papers come close to certain aspects of what we will present, and we discuss them

now. [66] derives the gain of the binary phase detector correctly, in line with our treatment.

But it falls short of developing a closed-form expression for this gain in terms of loop param-

eters and noise levels. [67] goes further and provides closed-form expressions, but in terms of

time-domain jitter quantities. We maintain that jitter is inconvenient as a principal working

variable; instead it should be spectral density, the conventional form used to specify most

noise sources. Jitter is then the product of known spectral densities with noise bandwidths.

Counter to the recent trend of analysis in the time-domain that seems to follow upon

[68][69], we believe that design is a great deal simpler in the continuous frequency domain. It

will resemble the now familiar design of analog PLLs where our intuition is well-developed.

It holds up well until the loop bandwidth approaches half the reference frequency, when the

granularity of phase detection in discrete-time (once every reference clock cycle) becomes

prominent and the loop must be modelled more accurately in the z-domain [70].

Unlike a linear phase detector that generates a pulse width proportional to the time

difference between its two input signals Fig.3.2(a), the binary phase detector is a one-bit

time-to-digital quantizer with a discontinuous input/output characteristic, Fig.3.2(b). Its

gain is not defined at zero input phase (the dot at the origin indicates a metastable state
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[22]), and in all practical situations random noise will actuate the bang-bang phase detector

around zero, which we will show enables an effective gain to be defined. Then from linear

analysis, key quantities such as loop bandwidth are calculated.

An early work [64] models the bang-bang phase detector as a unit-gain element with

quantization noise added to its output. The assumption of unity gain is simplistic: re-

cent works turn to both nonlinear and linear analysis to deal with the phase detector’s

discontinuity. One approach [71, 72] linearizes the bang-bang phase detector by considering

probability density functions, but the ‘linearization’ is valid only when the input signal is

small [71]. Another characterizes the nonlinear loop with time-domain state equations but

the title [73] notwithstanding, it is too complicated in our view to serve the needs of most

circuit designers.

Time-domain and frequency-domain analysis are combined in [74], but the discussion

there is restricted to limit cycles and spurs, excluding thermal noise in the loop. Other

works first find the effective gain of the bang-bang phase detector by applying nonlinear time

domain analysis [68] and then transform the bang-bang PLL to a linear system for phase

noise analysis [75, 76, 77]. But as we will show, the effective gain of the bang-bang phase

detector cannot be decoupled from phase noise. To calculate the phase detector gain, the

total noise-induced time jitter at its input must be known in advance. This interdependence

was clearly identified in a pioneering work on noise in feedback loops involving an element

with a discontinuity [78].

The most accurate analysis published to date calculates the gain of the bang-bang phase

detector by analogy to a Σ-∆ A/D converter [66]. An equivalent model has also been

proposed in [72] based on the probability distribution function of the input phase error.

But they fall short for practical purposes because neither develops a closed form analytical

solution.

PLLs are used today for two distinct purposes: Frequency synthesizers, where output

spectral purity is important, and clock and data recovery loops (CDR) where the objective

is attenuation of input jitter.
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In this paper we develop simple explicit expressions that depend only on known inde-

pendent inputs to the loop and on values of design parameters, and we show how to use

them to design a Frequency Synthesis loop to specifications. The design of BB-CDR loops

involves other considerations because the inputs are random data waveforms, and special

phase detectors are used whose gain depends on data statistics: space constraints oblige us

into excluding their analysis here.

3.2 Effective Gain of the Bang-Bang Phase Detector

We start with a discussion of how to ascribe an effective gain to a phase detector (or for

that matter any element) with a discontinuous characteristic. Once this gain is known and

because all other elements are definable by transfer functions, linear system analysis can be

applied to the entire bang-bang PLL. We must acknowledge that others have arrived at the

same expression as ours for phase detector gain, but they do so either as an outcome of an

ad hoc detailed analysis [68], or without connecting it clearly to the underlying mature body

of knowledge [66].

Extracting the effective gain of a nonlinear device is a classic problem in system esti-

mation. When a signal x(t), either deterministic or random, is applied to a device with a

nonlinear input/output mapping, the output y(t) contains a component proportional to the

input, and distortion. The bang-bang phase detector is an extreme example. Price’s theo-

rem [79] first proved that for a memoryless device, the cross-correlation between the input

x(t) and the output y(t) will have the same shape as the autocorrelation of the input x(t).

An effective gain c may then be plausibly defined by the ratio between the two. This gain

captures signal tranmission through the device. [80] discusses the error term that accounts

for the distortion component arising from device nonlinearity. Thus, the bang-bang phase

detector may be represented by a linear scaling gain block with an error added to its output

[80],

y(t) = c·x(t) + q(t) (3.1)

where c is the linear scaling factor we call “gain” and q(t) is the error waveform.
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(a) (b)

Figure 3.2: (a) Transfer function of a linear phase detector; (b) Transfer function of a bang-

bang phase detector. Only the outputs ±π are stable.
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(scaling)

Residue errorOutput

Figure 3.3: Interpretation of the gain extraction in signal space.

We will interpret this expression in signal space, where any signal is represented by a

point in infinite dimensions that defines a vector from the origin [81, Sec. 6.10]. Since the

output ~y is caused by the input ~x, they must be correlated. But the discontinuity of the

bang-bang phase detector distorts the output ~y, forcing this correlation to be only partial.

Estimation theory teaches that the effective gain is the c that minimizes the distortion or the

residue error ~q. As shown in Fig.3.3, this c is defined when the residue error ~q is orthogonal

in signal space to c~x; since any other condition will result in a larger residue error ~q. Thus,

by multiplying both sides of (3.1) by ~x the effective gain c is the ratio of a cross-correlation
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to an auto-correlation [81, Sec. 6.10][82, Ch. 4&5]

c =
~y · ~x
|~x|2

(3.2)

and the mean square of the error q(t) is obviously

|~q|2 = |~y|2 − |c~x|2 (3.3)

With c as in (3.2), ~q becomes orthogonal to c~x, meaning cx(t) and q(t) are uncorrelated. This,

incidentally, is the opposite of [76][77] which imply that q(t) and x(t) must be correlated

because that produces a better fit to a certain curve.

Now we apply the concept of effective gain, KBPD , c, to the bang-bang phase detector.

In practical situations because there are many linear elements with memory present in the

loop, the central limit theorem [83, Sec. 7.3] suggests that the input φe to the bang-bang

phase detector, which is the phase difference between the reference clock and the divider

output, has a Gaussian distribution with a zero mean and a standard deviation σφe . This

assumption has been challenged [84] because the bang-bang loop is nonlinear. But in Section

3.7, by comparing the predictions of an analysis that assumes a Gaussian distribution against

measurements and simulations, we will show that for a BB-PLL in the locked condition, this

assumption holds up well for most practical purposes and greatly simplifies analysis. Perhaps

this is so because this nonlinear element is memoryless.

The cross-correlation between the input and the output waveforms is calculated read-

ily when input waveforms follow a Gaussian distribution. Since the output y(t) is ±1,

E{φe(t)y(t)} is the expected value of a full-wave rectified Gaussian waveform [54, Ch. 5].

E{φe(t)y(t)} =

∫ 0

−∞
(−1)· φe√

2πσφe
exp

(
− φ2

e

2σ2
φe

)
dφe

+

∫ +∞

0

(+1)· φe√
2πσφe

exp
(
− φ2

e

2σ2
φe

)
dφe

= 2

∫ +∞

0

(+1)· φe√
2πσφe

exp
(
− φ2

e

2σ2
φe

)
dφe

=

√
2

π
· σφe (3.4)
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Then the linear gain KBPD of the bang-bang phase detector is

KBPD =
E{φe(t)y(t)}
E{φ2

e(t)}
=

√
2

π
· 1

σφe
(3.5)

From (3.3), the variance of the residue error signal q(t) is

σ2
q = E{y2(t)} − E{[KBPDφe(t)]

2} = 1− 2

π
(3.6)

The comparator toggles once per cycle at the reference frequency fref , capturing at that

instant whether the PLL divider’s rising edge lags or leads the transition of the reference

clock. In other words, it samples and holds this binary phase comparison at a rate fref .

For random phase changes caused by noise in one or both PD inputs, the phase error φe

is confined to the interval (−π,+π] because of the modulo-2π property of phase, and is

uniformly distributed over it. The phase detector output toggles between ±1, that is, it

digitizes φe to 1 bit. Classic analysis of quantization noise (e.g. [83, Sec. 5.8]) tells us that

the expected mean-square quantization error is ((+1)− (−1))2 /12 = 1/3. This is very close

in magnitude to the right-hand side of (3.6).

Quantization noise—which resembles wideband white noise of the same mean-square

value—that is sampled-and-held at clock frequency fref defines a single-sided power spectral

density on a continuous frequency axis of [85, Appendix B]

Sq(f) =

(
1− 2

π

)
2

fref
sinc2

(
f

fref

)
, sinc(x) ,

sin(πx)

πx
(3.7)

As 0.8 < sinc2(x) ≤ 1 for 0 ≤ x < 0.25, we can say that for most practical purposes Sq(f) is

constant over the frequency band (0, fref /4), and may be modelled as white noise across it.

In spite of the periodic clocking, this spectrum is continuous without discrete spectral lines.

This spectral density of the total phase detector output is zero at fref . Compare this

with the output spectrum for a charge pump phase detector, which produces pulses whose

width is proportional to the phase error sampled at a rate of fref . Whereas a bang-bang

PD output is sampled-and-held, the charge pump’s output current is effectively impulse

sampled via pulse-width modulation. After conversion to a voltage in a loop filter which

contains a series resistor, images of the baseband phase error spectrum will appear at fref
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and its integer multiples [86]. Therefore, in frequency synthesizers using charge pumps where

output spectral purity is at a premium, a second pole is often added to the loop filter to

attenuate the image at fref with a second-order rolloff. By contrast, in BB-PLLs this second

pole is unnecessary because of the intrinsic spectral null at fref and multiples. This explains

the very low reference spurs (-72dBc/Hz) that have been reported, e.g. in [87, Fig. 16], for

loops with binary phase detectors and a minimal loop filter of the form (3.8).

The method of signal decomposition described above is completely general. Although

applied here to the bang-bang phase detector, it extends to all types of devices and to

random or deterministic waveforms1. A multi-bit quantizer, also a nonlinear device, presents

a well-defined gain with small RMS error q to an input signal that spans the whole input

quantization range; the gain is defined by the best fit straight line through its input/ouput

staircase characteristics: but when the input signal is so small that it toggles across only

one quantization step, then like a bang-bang phase detector the phase detector gain changes

with the RMS input (3.5).

(3.5) shows that an input signal φe with a larger RMS value will lower the effective gain

of the bang-bang phase detector. This degenerated gain is undesired in most situations

because it may result in higher in-band phase noise or smaller loop bandwidth. It can even

underdamp the loop’s transient response, because, depending on the order of the loop filter,

a Type-II PLL may be conditionally stable; that is, the loop has a good phase margin only

when the gain lies in a range with a well-defined minimum and a maximum. In the following

sections, we use these ideas to explain findings reported in [75, 76, 9].

1A sinewave of amplitude
√

2σφe at the input of the phase detector obeys a probability distribution
that is quite the contrary to a Gaussian [54, Fig. 5-14]. Applying our analysis from first principles leads
to KBPD = 2

√
2/(πσφe). This will be recognized as the describing function of a step-like nonlinearity [88,

p. 224][66], where now the error q(t) is the sum of the 2nd and all higher harmonics in the output square
wave. Since each harmonic is uncorrelated with every other one, so is their sum, satisfying the defining
requirement for ~q in signal space.
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3.3 Loop Noise Determines Gain of the Bang-Bang Phase Detec-

tor

To predict the phase locked loop dynamics, an effective gain KBPD must be associated with

the bang-bang phase detector. KBPD is a function of the RMS input phase error σφe as in

(3.5), but the various contributions to φe themselves depend on the loop dynamics (Fig.3.4).

This results in an implicit relationship between the effective phase detector gain KBPD and

the phase error at its input σφe .

We will now obtain a simple closed-form expression for KBPD.

3.3.1 Loop construction and model

A Type-II PLL is a cascade of two integrators in feedback, with a frequency compensation

network inserted to reach the desired phase margin of stability. One of the integrations is

implicit in the conversion of VCO output frequency to phase: it is this phase that actuates

the phase detector. The other integrator may be realized in a variety of ways as part of the

loop filter. For example, the simplest filter transfer function F (s) used in a BB-PLL is the

classic proportional-plus-integral type [89, Fig. 2.5]:

F (s) =
αfref
s

+ β (3.8)

where α and β are dimensionless coefficients. This provides, in addition to an integration, a

zero at the radian frequency ωz = (α/β)fref .

Ascribing the gain KBPD (as yet unknown in value) to the phase detector, Fig.3.4 shows

the complete signal flow graph of the PLL. To avail the simplicity of transfer function anal-

ysis, all loop variables are expressed by their transforms in the Laplace domain. Since the

phase detector output alternates between the dimensionless numbers ±1 – obviously the

quantization noise inherent in this output is also then dimensionless – it must be scaled by

some voltage VFS in order to drive the loop filter, and then the VCO. Often VFS will be equal

to the power supply voltage. KBPD is of dimension rad−1, and the VCO gain, KV , is of di-

mension rad/(sec-V). In an all-digital realization with m-bit control, the product KV VFS/2
m
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Figure 3.4: (a) Complete signal flowgraph of a PLL showing various sources of noise and

where they are injected; (b) Simplified signal flow graph if ωZ � ωPLL � ωP2.

defines a VCO gain in units of rad/s/bit.

The loop gain T (s) is simply the product of the transfer functions going once around the

loop:

T (s) = KBPD · VFS · F (s)
KV

s
· 1

N
(3.9)

The three sources of noise are shown as independent inputs injected into the signal flow

graph at the appropriate nodes: phase noise on the periodic reference waveform (Φref (s)),

quantization noise associated with the binary phase detector (QPD(s)), and quantization

noise associated with a possibly time-varying modulus of the frequency divider (ΦN(s)).

Following [86], the VCO’s own phase noise is modelled by an input-referred noise voltage

Vn(s) of constant power spectral density,

SV n(f) = KW/K
2
V V2/Hz (3.10)
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which produces at the VCO output the phase noise

SφV CO(f) = KW/f
2 rad2/Hz (3.11)

at the offset frequency f from the oscillation frequency f0. This is consistent with a physically

correct expression for the phase noise in an LC oscillator arising from white noise alone

[8]. For a given LC quality factor, KW depends only on power consumption in a certain

technology, and on supply voltage [8]. When the VCO is a ring oscillator, (3.11) still describes

the output phase noise but KW is defined by a different set of frequency-independent circuit

parameters [90].

Except for ΦN , all three independent noise injections into the PLL’s signal flowgraph are

of constant spectral density, so their respective spectral contributions at the PLL output

or at the phase detector’s input will be simply a linear combination of the respective noise

transfer functions. This simplifies the following analysis.

Unlike the charge-pump which captures detects both frequency and phase, a bang-bang

phase detector can only detect phase difference, and requires a separate frequency capture

loop. This has been referred to as a ‘coarse tuning loop’ [11, 7]. It prevents the PLL from

locking at rational number multiples of the reference frequency. Because it is inactive after

initial locking and does not interact with the bang-bang phase detector, aside from noting

its necessity here it does not enter subsequent analysis.

3.3.2 Loop Transfer Functions

To minimize clutter in calculating loop transfer functions, we follow some guidelines in

choosing between one of two possible formats. Fig.3.5 summarizes these alternatives for

any transfer function in a feedback loop. Depending on the relative locations in the loop of

the injection and of the response of interest, we will choose the form that uses the fewest

parameters. Thus, the three sources of noise superpose as follows at the phase detector’s
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Figure 3.5: A feedback loop with one input and three possible outputs, and alternative

formats of transfer functions.

input, or at the PLL’s output (see Fig.3.4):

Φe = Φref
1

1 + T
+QPD

1

KBPD

T

1 + T
+ Vn

KV

sN

1

1 + T
(3.12)

Φout = ΦrefN
T

1 + T
+QPD

N

KBPD

T

1 + T
+ Vn

KV

s

1

1 + T
(3.13)

Since the term 1 + T (s) appears in every denominator, its roots are the poles in the

frequency response; more essentially T (s) determines whether the loop is stable. To establish

stability first, we discuss the qualitative features of T (jω) that will lead to an adequate phase

margin.

3.3.3 Loop Phase Margin

Fig.3.6(a) is an asymptotic Bode plot of |T (j2πf)|. Since T is always dimensionless, it is

appropriate to use the unity gain frequency fPLL as a reference value on the frequency axis.

These features are salient:

1. For stable operation, a feedback loop with two integrators must always include a left-half

plane zero at a frequency fz such that fz < fPLL.

2. A filter pole might possibly be added at some fP2 > fPLL to more effectively attenuate

the noise spectrum beyond fPLL. This pole will tend to erode phase margin and the

question is how to select its frequency. For greater than 60◦ phase margin, the net phase
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(a) (b)

(c) (d)

Figure 3.6: (a) Bode plot of loop gain magnitude, |T (f)|. Spectral density at PD input (Sφe)

due to (b) reference noise; (c) PD quantization noise; (d) VCO phase noise.

lag due to the pole and zero at fPLL must satisfy the inequality

− arctan

(
fPLL
fP2

)
− arctan

(
fZ
fPLL

)
> −30◦

⇒
fPLL
fP2

+ fZ
fPLL

1− fZ
fP2

' fPLL
fP2

+
fZ
fPLL

<
1√
3

(3.14)

This inequality is readily satisfied when, in general, fZ � fPLL and fP2 � fPLL because

the zero gives a phase lead approaching 90◦ at fPLL while the pole contributes a negligible

phase lag.

Assuming that the loop is well-designed for a reasonable phase margin of at least 60◦, we

may deduce from (3.14) that the zero and pole frequencies each lie below and above fPLL

by a reasonable multiple such as 4×, thereby satisfying the inequality in (3.14) with a left-
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hand side of roughly ½. With these well-separated frequencies, we may write the following

expression for T (s) by looking at the piecewise asymptotes of the Bode plot Fig.3.6(a):

T (s) ' ωPLL
s

1 + ωZ
s

1 + s
ωP2

(3.15)

When the filter has no second pole, we simply let ωP2 →∞ in this expression.

3.3.4 Noise Bandwidths

In designing any PLL, one is called upon repeatedly to calculate the phase jitter or time jitter

at the phase detector input or the PLL output. In the frequency domain, phase jitter is found

by integrating phase noise spectral density over all frequencies. Since we have modelled all

sources of noise thus far as white, the well-known concept of noise bandwidth simplifies the

calculation of jitter with tidy analytical expressions. Although [89, Sec. 2.8] had advocated

this approach for PLLs, it appears not to have been used so far.

All noise transfer functions for a Type-II PLL will be second-order lowpass HLP (s) or

bandpass HBP (s). These transfer functions can always be expressed in one of the two

standard formats:

HLP (s) = H0
1

1 + s
ω0Q

+ s2

ω2
0

(3.15a)

HBP (s) = Hmax

s
ω0Q

1 + s
ω0Q

+ s2

ω2
0

(3.15b)

where if 0 < Q < ½ the two poles are real, otherwise they are complex conjugate. ω0 is

always their geometric mean. After replacing s with jω, we use the integrals given in [91] to

calculate the noise bandwidth (NBW ) for the single-sided power spectral density. Thus,

NBWLP = ω0(Q/4) (Hz) (3.15c)

NBWBP = ω0 ÷ (4Q) (Hz) (3.15d)

These expressions are exact, for any Q. The jitter is then simply the product of the constant

spectral density of each injected noise, a scale factor, and the noise bandwidth (either (3.15c)

or (3.15d)) associated with the applicable transfer function.
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3.3.5 Jitter Calculations

We must know the jitter 〈φ2
e〉 at the input of the binary phase detector to determine its gain.

This jitter may be found using the transfer functions in (3.12) and the spectral density for

the associated noise. First, we calculate the noise bandwidths. We determine if a coefficient

on the right-hand side of (3.12) is lowpass or bandpass – or even highpass – and what are

its ω0 and Q. Assuming a robust phase margin, these functions can be evaluated with

calculations directly on the graph. For example, the reference noise is transmitted through

|1/(1 + T (jω))|, a highpass function with a lower corner frequency of fPLL (Hz). But as

a sampled-data system, the highest frequency it can transmit is ½fref (Hz) = πfref (rad/s),

which makes transmission effectively bandpass. For two widely separated poles the higher

frequency pole is ω0/Q = πfref . Thus, using the expression (3.15d), in any second-order

transfer function the noise bandwidth for the reference phase noise is ωref /8 = (π/4)fref (Hz).

Feedback remains effective up to the frequency of unity loop gain (fPLL), when |T (fPLL)| =

1. As we saw in the calculation immediately above, this defines a corner frequency for all

noise transfer functions in the loop. In a stable loop fZ.fPLL/3 while fP2 & 3fPLL as in

Fig. 3.6(a). Then

fPLL =
ωPLL
2π
' βKBPDVFSKV

2πN
(3.16)

The principal noise sources contributing to σφe are: (a) the VCO phase noise, (b) noise in the

reference frequency source, and (c) the quantization noise arising from the bang-bang phase

detector. Divider phase noise is usually not important, unless it is fractional-N quantization

noise. It is also easily shown, given the short rise and fall times of regenerative comparators

realized in state-of-the-art technologies and knowing their equivalent input RMS noise voltage

[22], that a high-speed phase comparator contributes negligible jitter.

The phase noise voltage Svn associated with the VCO experiences a bandpass transfer

function to the input of the phase detector as in Fig.3.6(d). To see this, select the third term

on the right-hand side of (3.12) then use the expression in (3.15), and ignore the filter pole
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ωp2 to obtain

Φe(s) = Vn(s)
Kv

s ·N
1

1 + ωPLL
s

(1 + ωZ
s

)

= Vn(s)
Kv

NωPLL

s/ωZ

1 + s
ωZ

+ s2

ωZωPLL

(3.17)

This may be compared with (3.15b). For a loop with good phase margin Q = ωZ/ωPLL is �

½⇒ ω0/Q ' ωPLL. Then referring to the expression for noise bandwidth (3.15d), NBWV =

(π/2)fPLL (Hz). Jitter is spectral density × noise bandwidth, so

〈φ2
e(Vn)〉 = Svn(

KV

N · fPLL
)2NBWV =

KW

N2

π

2fPLL
(rad2) (3.18)

where KW is the phase noise coefficient of the VCO.

Phase noise in the reference input is usually determined by the buffers that would follow

a low-noise crystal oscillator. A known mean square jitter σ2
φref

can be distributed across a

constant spectral density up to fref /2 because whatever its actual (wide) bandwidth, it will

be sampled by the phase detector at the rate of fref . This is transmitted to the input of the

phase detector with a highpass function whose corner frequency is fPLL, as in Fig.3.6(b).

Usually fPLL�fref , so the input of the phase detector sees almost the entire phase noise of

the reference. Thus,

〈φe2(ref )〉' σ2
φref

(rad2) (3.19)

The loop returns quantization noise at the bang-bang phase detector’s output to its input

through a lowpass transfer function as in Fig.3.6(c). This follows by analysis on the graphs

in this figure, or algebraically from (3.12) and (3.15) as

T

1 + T
=

1

1 + T−1

=
1

1 + s
ωPLL

(1 + s
ωP2

) 1
1+

ωZ
s

' 1

(1 + s
ωPLL

)(1 + s
ωP2

)
(3.20)

The factorization in the last step assumes that the three roots are widely separated. This

expression is of the lowpass form of (3.15a). From (3.15c), jitter due to quantization noise

will thus be determined by a noise bandwidth of NBWQ = (π/2)fPLL.
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Across the bandwidth NBWQ which is�fref , quantization noise appears roughly with a

uniform spectral density (π− 2)/π× 2/fref from (3.7). Then starting from the second term

on the right-hand side of (3.12), substituting the expression for quantization noise spectral

density from (3.7), and multiplying by the noise bandwidth NBWQ, we get

〈φ2
e(q)〉 = SQ(f)

1

K2
BPD

·NBWQ = (1− 2

π
)

π

K2
BPD

fPLL
fref

(rad2) (3.21)

Using (3.18), (3.19), (3.21) and (3.5) the phase detector gain KBPD may be found. The

total phase noise at the input of the phase detector is the sum of the mean squares of three

independent contributions given above. The VCO phase noise and the reference noise are

uncorrelated because they arise from different sources. Quantization noise is uncorrelated

to both, by definition as described in (3.3) and its surrounding text. Therefore, substituting

(3.5) in the left-hand side of the following equation,

σ2
φe(total) = σ2

φe(V CO) + σ2
φe(QPD) + σ2

φe(ref )

we obtain
2

π
· 1

K2
BPD

=

π2KW

NβKBPDVFSKV

+
π − 2

π
· βVFSKV Tref

2NKBPD

+ σ2
φref

(3.22)

Solving this quadratic equation for KBPD:

KBPD = − σφ0
2σ2

φref

+

√√√√( σφ0
2σ2

φref

)2

+
2

π
· 1

σ2
φref

where σφ0 ,
π2KW

NVFSKV

· 1

β
+
π − 2

π
· VFSKV

2Nfref
· β

(3.23)

The jitter parameter σ2
φ0

may be interpreted with reference to (3.22) as the mean-square

phase noise contributed by the VCO plus the quantization noise that appears at the input

of the phase detector, if KBPD = 1.

Since the effective phase detector gain KBPD depends on the magnitude of the noise at

its input, and since in turn this gain also determines fPLL, bang-bang PLLs will display

bandwidths that change with noise levels. There is a widely-held belief (e.g. [7]) that the

effective gain KBPD is always higher than the gain of a linear phase detector: we can now

examine this quantitatively with the closed-form expression (3.23).
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Figure 3.7: Comparing BB-PLL with CP-PLL; their respective signal flowraphs.

3.4 Bang-Bang PLL as Frequency Synthesizer

How does a bang-bang PLL compare with a charge-pump PLL if it is to realize the fre-

quency synthesizer for a wireless receiver? While the synthesizer’s output jitter affects the

demodulated signal-to-noise ratio of the received waveform, the out-of-band phase noise

spectral density is often more important since it limits the largest acceptable blocker. Thus,

the design of a frequency synthesizer aims first to minimize the spectral density of out-of-

band phase noise at certain critical offset frequencies while also holding jitter acceptably

low. Without loss of generality, we compare phase noise roll-off and jitter of bang-bang and

charge-pump PLLs, assuming for simplicity the same PLL bandwidth ωPLL and the same

KW for the VCOs.

Quantization and the VCO typically contribute most of the noise at the output of a bang-

bang PLL, whereas in a charge-pump PLL it is noise in the pump current and the VCO that

are significant. As discussed in [92][93], the charge-pump noise will usually dominate the

resistor noise in the loop filter. Fig. 3.7 shows the signal flowgraphs of the two loops under
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consideration. The output jitter is found with a similar calculation as in Sec. 3.3.5:

σ2
φout,BB

=
π2KW

ωPLL
+ SQPD(f)

N2

K2
BPD

ωPLL
4

(3.23a)

σ2
φout,CP

=
π2KW

ωPLL
+ SIn(f)

N2

(I0/2π)2

ωPLL
4

(3.23b)

At high offset frequencies (> fPLL), loop gain |T (jf)| is � 1, thus

SΦout,BB(f) =
KW

f 2
+

[
SQPD(f)

N2

K2
BPD

ωPLL
4

]
4ωPLL
f 2

(3.23c)

SΦout,CP (f) =
KW

f 2
+

[
SIn(f)

N2

(I0/2π)2

ωPLL
4

]
4ωPLL
f 2

(3.23d)

Suppose that the two loops are designed to yield the same output jitter, as given by (3.23a)

and (3.23b). Then (3.23c) and (3.23d) reveal that with the same bandwidth and power

consumption in the VCO, a bang-bang PLL and a charge-pump PLL give the same phase

noise. One loop does not have superior phase noise roll-off over the other when the output

jitters are the same, and vice-versa. The trade-off between the quantization noise and VCO

phase noise in a bang-bang loop becomes the same trade-off between charge-pump noise

and VCO phase noise in a charge-pump loop. The output jitter, in both cases, contains a

quadratic relationship in terms of ωPLL (3.23a) and (3.23b), where there exists an optimum

ωPLL that minimizes the jitter. To lower the out-of-band phase noise, ωPLL should be lowered

to the point that the VCO phase noise becomes prominent.

In practical designs, KW is limited by power consumption in the VCO, KV is limited by

complexity of oscillator tuning arrangements, VFS is associated with the specific circuit and

N is determined by the available reference frequency; design freedom remains only in the

choice of loop filter gain β. Now we prove that this remaining design trade-off in bang-bang

PLLs amounts to an optimization of β.

Using (3.23) and (3.6) and assuming the reference noise does not contribute significantly
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to the output, jitter in a bang-bang PLL is

σ2
φout,BB =

N2

K2
BPD

σφ0

=
π

4

[
σ2
φ0

+ σφ0

√
σ2
φ0

+
8

π

(
N2σφref

)2
]

(3.24)

whereσφ0 =
π − 2

π
· VFSKV

2Nfref
· β +

π2KW

NVFSKV

· 1

β

The output jitter scales monotonically with the parameter σφ0 , which itself depends quadrat-

ically on β. σφ0 , and thus the output jitter, are at a minimum when βopt satisfies

π − 2

2π

KV VFS
fref

· βopt =
π2KW

KV VFS
· 1

βopt

⇒ βopt =

√
2π3KWfref
π − 2

· 1

KV VFS
(3.25)

With (3.23) and (3.23c), the out-of-band phase noise spectral density of a bang-bang

PLL can also be expressed in design parameters only:

SΦout,BB(f) =
KW

f 2︸︷︷︸
VCO

+
(π − 2)K2

V V
2
FS

2π3fref
· 1

f 2
· β2︸ ︷︷ ︸

Quant. Noise

(3.26)

As well as the VCO’s phase noise which appears unaltered at the loop’s output, there is

quantization noise with a 1/f 2 spectral density which rises with β2.

The design process for a bang-bang PLLs is captured by (3.25) and (3.26), and may be

summarized thus: for lowest out-of-band phase noise, one chooses the smallest β ≤ βopt that

still satisfies the jitter specification. This gives all told the best performance.

3.5 Adaptation in BB-PLLs

The expression (3.25) for optimum β was so far not known, nor that its value is determined

by well-defined, repeatable parameters of a VCO circuit; these include the phase noise coef-

ficient KW , which is usually very repeatable chip-to-chip and changes weakly over operating

temperature. Rather, it was believed that the optimum β is a noise-dependent parameter,

and therefore in a practical design it must be found using some form of real-time adaptation.
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Figure 3.8: Contributions at optimum β to noise PSD Sφout at PLL output, and to Sy at

PD output, assuming ωZ � ωPLL � ωP2.
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Figure 3.9: Example PSDs of Sy and Sφout for a BB-PLL, showing relative contributions.

(a) low β = 0.13; (b) optimum β = 0.4; (c) excessive β = 1. Parameters taken from [5],

Tref = 40ns, N = 100, KW = 300dBc · Hz, α = β × 2−8, reference phase noise is ignored.
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Figure 3.10: Autocorrelation Ryy(t) of waveform at bang-bang phase detector output, when

β = 0.13, 0.4 and 1 corresponding to the PSDs shown in Fig.3.9.

We have shown in (3.25) that in most cases the PLL can be designed to operate close to the

optimum without adaptation.

Still, publications on adaptation raise some questions worthy of discussion that we can

address here. In adaptation loops, jitter is monitored at the output y(t) of the phase detector

as a low frequency voltage (indeed it is what an instrument would display that measures

phase noise on the VCO oscillation). For a BB-PLL y(t) is a binary-valued square waveform

clocked at fref . The injected quantization noise (Fig.7) propagates to the loop filter input

through a highpass transfer function whose (lower) cutoff frequency is fPLL. At βopt, as

Fig.3.8 shows, the contributions to the spectrum of y(t) from the quantization noise and

VCO phase noise will add to form a flat spectrum; this is verified by equating the expressions

in the first row of Fig.3.8; the crystal reference in a frequency synthesizer usually contributes

very little. Then from the second row it follows that Sy(f) is constant up to ≈ fref /4, or

more precisely, that sample-and-hold action shapes it into a sinc2(f/fref ) spectrum.

Departing from this optimum results in either VCO phase noise or the quantization noise

becoming dominant at the PLL output. The PSD of y(t) will no longer be constant across

frequency if either VCO phase noise is emphasized at low frequencies or the quantization noise

at high frequencies (Fig.3.8). At too large a β the corresponding autocorrelation function
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Ryy(t) will ring, while at a small β it will decay slowly over several reference cycles. These

comparisons are shown as spectra in Fig.3.9 and as autocorrelation functions in Fig.3.10,

where the effects of ωZ and ωP2 are ignored because ωZ � ωPLL � ωP2 holds true over the

various β. [77, 75] first pointed out that the output jitter is minimum when the contribution

from quantization noise at the PLL output equals that from the VCO. Later [10, 5, 94]

implemented real-time loop calibration to adjust β by measuring samples of Ryy(t). But it

seems that we are the first to furnish this simple proof of why jitter is at a minimum under

these conditions.

As revealed by Ryy(t), the spectral peak in quantization noise caused by excessive β might

induce patterns in the ‘0’ and ‘1’s at the detectors’s output. In this context [73, 75, 76, 74,

77, 5, 94] refer to a ‘limit cycle regime’. It is true that in the absence of noise, the stable

steady-state for any feedback loop with a binary element must be a limit cycle. The loop

reaches a steady operating point when the binary element, which is metastable at zero input,

settles into a toggling pattern whose average is the equilibrium magnitude (either digital or

analog). However a large enough thermal noise will disrupt this limit cycle. The frequency

spectra of waveforms in the PLL will no longer be discrete lines (as might be observed in

noiseless simulations) but a continuous spectrum. [74] presents a simulation study of this

phenomenon. The transfer functions we have investigated so far are able to explain observed

continuous spectra, by modelling the fluctuations arising from the toggling phase detector

as a quantization noise. We don’t expect that limit cycles will appear in practical BB-PLLs

operating under reasonable conditions, although it is easy to confuse highly peaked noise

transfer functions in underdamped loops as evidence of a limit cycle. Our analysis offers a

way not to fall into this trap. Section 3.7.3 discusses this with an actual example.

3.6 General Discrete Time Model to Study the Stability Limit

Loop stability can not be readily assessed if a PLL is modeled as purely a continuous time

circuit. As first shown in [95] and later in [96], the second order analog PLL in Fig.3.11

is unstable at large loop gains. Since two poles can not (ideally) lead to instability, there
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Figure 3.11: (a) Discrete time domain model for analog PLLs; (b) Discrete time domain

model for digital PLLs.

must be an additional phase delay somewhere that has not been accounted for. This delay is

inherent in the sampling action of any phase detector, which computes the phase error over

a cycle of reference and then updates it. The loop delay inherent in the sampling operation,

which is often overlooked in the continuous time model, poses an upper limit on loop gain for

phase locked loops to remain stable. This is why although the continuous time model implies

an unconditionally stable loop, delays added by sampling action and the use of digital filters

will force the loop bandwidth to remain below some upper bound to ensure stability.

All frequency synthesis PLLs exchange information between two sampling frequencies, the

(low) reference and the (high) oscillation frequency, modeled up-sampling and down-sampling

operations. Exact discrete-time models to capture this may be complicated [75, 97], but to

the first order, these operations may be approximated as averaging and multiplication as

shown in Fig.3.11, in which operating frequency is normalized to the reference frequency. The

focus of the proposed discrete time model is to discover the impact of key design parameters,

at times with some sacrifices in accuracy. In analog PLLs, a loop delay of one reference
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cycle is present because the VCO updates phase/frequency for the current cycle with the

integrated voltage from the previous cycle. In digital PLLs, the loop filters may impose

additional delays. With a total delay of D reference cycles, the general expression for loop

gain in discrete time domain is then

T (z−1) = KPD

(
β +

α

1− z−1

)
K ′V CO

1− z−1
· 1

N
·z−D (3.27)

where z−1 = e−j2πfTref . The PLL will be unstable when 1 + T (z−1) = 0 has solutions

|z| > 1. Oscillation in analog PLLs is called a limit cycles in digital PLLs. The highest

stable bandwidth is set by the angle where the root locus crosses the unit circle in the z-

plane. As β�α, β�α/(1 − z−1) at frequencies around 1 + T (z−1) = 0. 1 + T (z−1) = 0 is

then simplified to

1 +
βKPDKV CO

N
· z−D

1− z−1
= 0 (3.28)

The roots of 1 + T (z−1) = 0 must satisfy that z−D/(1 − z−1) be real. When D = 1, this

requires z = −1. When D≥2, it corresponds to z−D≈j. The stability limit is found by

βKPDK
′
V CO

N
=


2 D = 1;

π

2
· 1

D
D≥2.

(3.29)

K ′V CO is the normalized VCO gain in the discrete-time model and is related to KV CO in the

previous discussion as K ′V CO = KV CO·Tref . Now we convert the stability limit to a more

familiar form that

βKPDKV CO

2πN
=


fref
π

D = 1;

1

4
· fref
D

D≥2.

(3.30)

For bang-bang PLLs, with (3.23) and (3.30), the stability limit in association with design

parameters is given by

βKV CO

2πN

− σ2
φ0

2σ2
φref

+

√√√√( σ2
φ0

2σ2
φref

)2

+

(
2

π

)2

· 1

σ2
φref


<


fref
π

D = 1;

1

4
· fref
D

D≥2.

(3.31)
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The stability limit is better visualized by the root locus plots in Fig.3.12, where KP =

βKPDKV CO is swept from zero to infinity in each plot. The highest achievable bandwidth

is set by the angle where the roots cross the unit circle. With zero loop delay D = 0, the

PLL is unconditionally stable. The two poles never cross the unit circle. The root locus

plot in Z-domain under zero loop delay in Fig.3.12(a) provides the same conclusion as the

continuous-time model in S-domain. However, zero loop delay is a fiction. The PLL becomes

conditionally stable when the loop delay D is increased from 0 to 1. When KP is low, the

roots locate closely to z = 1, leading to narrow bandwidths and peaking in the output

phase noise spectrum. With increasing KP , the roots diverge away from the z = 1. The

longer distance between the roots and the unit circle suppresses the peaking and widens the

bandwidth. Finally, when KP becomes too large, one of the roots would approach the unit

circle at z = −1 and finally exceed the unit circle, leading to instability. Strong peaking

in spectrum will be observed again when the loop approaches or exceeds its stability limit.

When the loop delay D is further increased to 2 or 3, poles escape the unit circle at lower

gains. The achievable bandwidth diminishes severely with increasing loop delay. Peaking

will appear in the output phase noise spectrum when KP is either too low or too high, but for

very different reasons. The optimal KP , and thus the PLL bandwidth, is defined between the

two extremes. If a wide loop bandwidth is being sought, digital PLLs have the disadvantage

of being vulnerable to limit cycles. Digital PLLs are of interest for wideband applications

because it is believed that digital circuits keep abreast of technology scaling. But the more

stringent requirements on stability are at odds with high loop bandwidths.

Compared with previous work [73, 75, 66], (3.31) offers a more straightforward way to

check whether a design satisfies the stability limit requirement. It also clarifies the long

standing debate on limit cycles, an undesired phenomenon when the quantization noise

dominates over other thermal noise sources as discussed in [71, 11, 7, 73, 75]. According to

these works, the bang-bang phase detector can be linearized when the input jitter is below

some threshold. This mysterious range is referred as the ‘random noise regime’. The effective

gain is then calculated by the probability density function (PDF) of the input jitter. When

the input jitter is larger than the threshold, mainly due to the large quantization noise, the
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Figure 3.12: Root locus plots with the discrete-time model in Fig.3.11 under various loop

delays, KP = βKPDKV CO, (a) D = 0; (b) D = 1; (c) D = 2; (d) D = 3. Simulation

parameters: Tref = 15ns, N = 40, β/α = 5.

bang-bang phase detector can no longer be linearized, resulting in limit cycles. This is also

referred as ‘frequency granularity’ in [95]. A common remedy to avoid limit cycles is to dither

the reference as in [9, 98, 55]. Our analysis incorporates these observations into a unified
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frame. With excessive β or KV CO, quantization noise will dominate KBPD in (3.23) and it

becomes likely that the stability limit in (3.31) will be violated. With large noise, the effective

gain KBPD is low. Thus, limit cycles caused by instability is usually accompanied by a high

in-band phase noise. Raising noise of the reference σφref further degenerates the effective

gain of the bang-bang phase detector, which eliminates limit cycles but at the cost of the

extra phase noise at the output. Since the transfer function from the reference to the input

of phase detector is high-pass and to the output of the PLL is low-pass, Σ−∆ modulation

the reference phase noise spectrum achieves the same goal without introducing extra phase

noise. It shifts low-frequency phase noise to high frequencies. Thus, most of the reference

noise appears at the input of the bang-bang phase detector to degenerate the detector gain

while PLL output phase noise is not affected because of the low-pass transfer characteristic

to the output. This has been explored in TDC-based PLLs [98, 55, 9]. However, (3.23) and

(3.31)) suggest a simpler solution. Reducing β increases the phase noise contribution from

the VCO at the input of bang-bang phase detector, thus degenerates the effective gain KBPD.

Reducing β also alleviates the requirement in (3.31). So stable operation can be retained by

reducing β. The idea of reducing β is already implemented in [11, 7] and referred as ‘intrinsic

noise dithering by using VCO thermal noise’. We have now precisely explained what this

means.

3.7 Verification against Measurements

We have validated the analysis developed so far against published measurements. Using small

sets of reported design parameters with the newly derived phase detector gain in (3.23), we

are able to calculate loop transfer functions. This enables rapid calculation of the output

spectrum without resort to complicated simulation. Further we are able to identify the

relative contributions to phase noise and jitter, and the effects of changing loop parameters.
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3.7.1 Case 1: Sensitivity to Reference Noise

[6] reports measurements on a bang-bang PLL of the output phase noise spectrum as refer-

ence phase noise rises; this is shown in Fig.3.13. This work was modeling clock recovery from

inputs corrupted by increasingly larger amounts of jitter. A signal generator synthesizes a

reference periodic waveform with programmable amounts of jitter. At low levels of reference

jitter, the in-band phase noise at the PLL output does not track rises in reference noise,

the bandwidth of the loop remains almost unchanged, and the spectrum is relatively flat.

Once the reference jitter exceeds a certain level, however, the in-band phase noise at the

PLL output starts to track the reference noise and the bandwidth of the loop shrinks; and a

peak in the jitter spectrum becomes increasingly prominent. Although [6] does not explain

why, the analysis in Section 3.3 does.

Fig.3.13 plots spectral density as predicted by our expressions. It matches measurement

results remarkably well across the full sweep of added jitter.

3.7.2 Case 2: Changing Parameters of Loop Filter

[7] shows that by tuning the loop filter parameters β and α, without affecting in-band phase

noise, the bandwidth of a bang-bang PLL may be adjusted. Our analysis shows that when

quantization noise dominates within the loop passband, the in-band phase noise will remain

constant as β and α change. A fixed ratio between β and α will fix the zero frequency

(ωz = (α/β)fref ), ensuring enough phase margin as the loop gain drops to prevent peaking.

Using reported design parameters and (3.23), we calculate that the parameter σφ0 in [7]

ranges between 1.5 × 10−5 and 6.9 × 10−5 rad, which is � σφref of a typical 40MHz crystal

oscillator used for the loop’s reference. From (3.23) we may conclude that now the phase

detector gain KBPD will be determined by the reference noise only (the third term). Using

(3.16) and (3.23), σφref is extracted from measurement Fig.3.14(a). Spectra calculated with

this extracted σφref are plotted in Fig.3.14(b) and Fig.3.14(c). They match the measured

total spectrum well across a range of β, α, except for flicker noise at low frequency offsets.

[7] also reports that the phase noise for β = 0.023 is −139dBc/Hz at 20MHz frequency
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Figure 3.13: Measured output phase noise spectrum (thin lines) from [6, Fig. 4] for rising

levels of reference jitter, compared with calculated output phase noise spectrum (thick lines).

offset. Although [7] does not say so, we will assume that this was found to be the optimum

value of this parameter. Our analysis proves that it is. At this value of β and α, quantization

noise and VCO phase noise contribute equal amounts at 20MHz offset. When β is increased to

0.078 and further to 0.12, the phase noise at 20MHz frequency offset worsens to −130dBc/Hz

and −127dBc/Hz respectively (neither value reported in [7]). According to our analysis, for

these parameter values, the quantization noise will dominate the VCO’s phase noise at 20

MHz offset (see Fig.3.14), resulting in a sub-optimal outcome.

The usefulness of the analysis presented in this paper is now clear for this frequency
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Figure 3.14: Measured output phase noise spectra taken from [7, Fig. 14] with swept loop

parameters, compared with calculated spectra. Tref = 25ns, N = 90, KV CO = 3MHz/V,

β = 0.023, 0.078, 0.12, α = [5.6×10−4, 1.9×10−3, 2.9×10−3]/Tref , φref = 50µUI, VCO phase

noise index KW = 5rad2 · Hz obtained from [8] with I = 1.5mA, VDD = 1.2V, f0 = 3.6GHz

and inductor Q = 10.

synthesizer loop: it straightforwardly reveals the relative spectral densities responsible for

the total output phase noise and their dependence on loop design parameters, and it guides

the designer towards making the optimal choice, thereby minimizing design by trial-and-error

and lessening reliance on simulations.

The quantization noise of the fractional-N divider in this PLL is cancelled by a specially

designed circuit [7]. In Section 3.9 of this paper we will examine the consequences if this

circuit is removed.

3.7.3 Case 3: Investigating Stability

Using behavioral simulations, [9] probes the stability limit of the bang-bang all-digital phase

locked loop (Fig. 3.15). When β and α are both increased by 20× in a digital loop filter

with zero latency, a higher bandwidth is obtained with no peaking. However, when a loop
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Figure 3.15: Output phase noise spectrum with various loop gain and loop delay from [9,

presentation slide 5] versus our calculations.

delay, first, of one clock cycle (D = 1) is added, and then of two clock cycles, the loop tends

towards instability showing a prominent peak in the output phase noise.

In this case, we will also assume that σφref dominates σφ0 at the phase detector’s input.

σφref = 3×10−3 rad is extracted from the simulated phase noise spectrum when KP = 10MHz

and D = 0. The jitter parameter σφ0 changes minimally over the interval [0.52×10−3, 0.54×

10−3] rad with changing β, but remains� σφPLL . Although reference noise dominates at the

input of the phase detector, it will be greatly attenuated at the loop output by the low-pass
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(a)

(b)

Figure 3.16: (a) Measured output phase noise spectrum (solid) with various β from [10,

Fig. 4] versus calculated output phase noise spectrum (dashed). Dashed lines may be hard

to discern because they overlay measured curves so accurately; (b) Measured output jitter

(solid with square markers) for various β [10, Fig. 4] versus our calculated output jitter

(dashed with round markers).
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transmission function. Our analysis predicts the simulation-based results of [9] accurately

(Fig.3.15). To account for loop delays, we employ a discrete-time PLL model as in [95].

That we can use transfer function analysis to predict the sharp (20 dB) peak when D = 2

proves that this peak is not due to a limit cycle. It is due to noise alone, and must not be

confused for a discrete spectral line. In this way, our analysis serves as a useful tool to rule

out suspected limit cycles during loop simulation and measurement.

3.7.4 Case 4: Loop Calibration

[94, 10] describe similar schemes to adapt loop bandwidth, that automatically adjust β based

on the autocorrelation of phase detector’s output, as described in Section V.

Fig.3.16(a) shows that in-band phase noise is higher when β = 0.002 compared to when

β = 0.041, so we conclude that quantization noise dominates the in-band phase noise. This

in-band phase noise depends only on the divider ratio N and KBPD. Using (3.13), we first

calculate the effective gain KBPD when β = 0.002. KV is then extracted using (3.16) with

a loop bandwidth of 200KHz as shown in Fig.3.16(a). σφref is extracted in the same way

as in Cases 2 and 3, by assuming KBPD is dominated by σφref when β = 0.041. With

KV = 3MHz/sec-V and σφref = 9 × 10−5rad, our calculation matches the measurement

in Fig.3.16(a). These assumptions are verified further by comparing σφref and σφ0 , when

β = 0.002: σφ0 = 1.2 × 10−4rad > σφref , implying the VCO phase noise dominates over

quantization noise to lower the loop gain. But when β = 0.041, σφ0 = 2.8× 10−5rad < σφref

since the larger β now reduces the contribution from the VCO phase noise.

Fig.3.16(b) plots our predictions of integrated jitter versus varying β against the mea-

surement. Using extracted KV and σφref , our calculation matches measurement accurately.

The optimum β is found when the VCO phase noise balances the reference and quantization

noise at the PLL output. Departing from this optimum results in either a dominant VCO

phase noise when β is lower, or quantization noise at high β.
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Figure 3.17: Phase trajectory and fractional divider-induced phase error sampled every Tref .

3.8 Loop Response to Fractional-N Divider

Assume that the loop is synthesizing fout = N ′fref , where N ′ is non-integer. This divide

ratio is the average value of the divider’s modulus, as it is toggled between integers by a

delta-sigma modulator of order m. After passing through the lowpass transfer function to

the loop’s output, most of this quantization noise will be filtered out.

Fractional-N quantization noise poses a unique problem in a BB-PLL, because it is

transmitted to the phase detector’s input through a highpass transfer function, and therefore

appears there almost in its entirety. This easily dominates the thermal noise sources as well

as the phase detector’s own quantization noise, thereby lowering the phase detector gain

KBPD. With the loop gain thus weakened, the output phase noise will rise. We can now

predict just by how much.

The quantization noise from the divider ΦN(s) injects into the loop’s signal flowgraph

(Fig. 3.4) effectively at the same node as the reference phase noise Φref (s). Every toggle of

the divider modulus abruptly changes the instantaneous frequency, given by the slope of the
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Fractional-N

Integer

Figure 3.18: Calculated output phase spectra versus simulated spectra in [11], assuming

first-order Σ-∆ modulation.

divided output’s phase trajectory2. Since the sigma-delta modulator scrambles the toggling

sequence, its action may be modelled in the phase domain by random jumps in phase at the

input of a (hypothetical) divider with constant non-integer modulus N ′, as shown in Fig.3.17.

The resulting mean-square phase error at the output of fractional-N divider depends on the

order of Σ-∆ modulation. As derived in the Appendix,

〈φ2
N〉 =



(
2π
N ′

)2 × 1
12

for m = 1(
2π
N ′

)2 × 1
12
× 2 for m = 2(

2π
N ′

)2 × 1
12
× 6 for m = 3

(3.32)

It is rare that m > 3 in practice.

2[90, Fig. 5] defines and illustrates the phase trajectory of an oscillator.
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Figure 3.19: Effects of including shaped quantization noise from frac-N divider in PLL of

[7]. β = 0.023, α = 5.6 × 10−4 and other parameters from Fig.3.14. Predicted PLL output

phase noise versus event driven simulation (solid black lines) when (a) divider noise from

3rd order Σ∆ divider noise is cancelled (absent); (b) when it is present; (c) after β, α are

re-optimized for minimum jitter.
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The Σ-∆ modulator shapes the spectral density of this quantization noise to a null at

DC and a maximum at the Nyquist frequency of ½fref . From (3.12), this is transmitted to

the phase detector input through a highpass transfer function. The lower corner frequency

fPLL is � fref , which means that 〈φ2
N〉 appears almost in its entirety at the phase detector

input. It is simple to show that this is a great deal larger than the jitter appearing there

from all other sources of injected noise. So the phase detector gain is now

KBPD'
√

2

π

1

σφN
(3.33)

Frac-N noise lowers the phase detector gain without appearing noticeably in the spectrum at

the loop output, because its spectral density has been shaped to remain lower than all other

contributions across the noise bandwidth of ∼ fPLL. This stealthy effect must be modelled

properly.

We have shown that the optimum choice of the key loop filter coefficient, β, minimizes

output mean-square jitter. The optimum β is independent of divider modulus and remains

unchanged in the presence of a frac-N divider.

In our earlier discussion of the loop in [7], we had neglected the frac-N noise. This is

because that frequency synthesizer includes a digital-to-time converter (DTC) driven by the

output of the delta-sigma modulator to reconstruct the discontinuities in the phase trajectory

at modulus transitions. In effect, the DTC subtracts the frac-N noise and the loop perceives

a time-invariant divider of non-integer modulus N ′.

But like any other circuit at the digital-analog boundary—especially when that analog

variable is time—the design of the DTC is difficult. So the question arises: how would the

loop perform if the DTC were not used? Our theory provides a quick answer, as illustrated

in Fig.3.18 and Fig. 3.19. The authors reporting the spectrum in Fig.3.18 have used time-

domain simulations to compare the PLL output spectrum of an integer-N PLL (black solid

lines) and the spectrum of a fractional-N PLL without cancelling divider noise (grey solid

lines). Using parameters from [11] and transfer functions, we are able to predict the output

spectrums changes accurately. In Fig. 3.19, the spectrum labelled “w/o DTC” appears when

the full frac-N quantization noise circulates in the loop, and it may be compared with
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the spectrum labelled “with DTC” when the frac-N noise has been subtracted. All loop

parameters are held the same. Also plotted on these two curves are the results of event-

driven simulations of both loops in Simulink, which establish that the analytical expressions

we have used are accurate. Whereas the results of the analysis can be plotted in minutes,

the simulation consumes 8 to 10 hours of computing time, and even then it can span only a

fraction of the upper frequency range.

There are two features in this comparison worthy of note: 1) In the frequency range

where both spectra have a slope of −20 dB/decade, the spectral densities are essentially

equal, except for a small bump between 10 and 20 MHz; 2) Frac-N noise raises the flat region

of the spectrum by 30 dB. This is entirely because of the lowered KBPD, which reduces loop

gain. Since the coefficients α and β of the loop filter are unchanged, the smaller KBPD can

pull the unity frequency of the loop gain below the zero frequency, drastically shrinking phase

margin. Calculations using (3.8) and (3.9) show that this is indeed the case here, and that the

phase margin is about 15◦, which predicts a spectral peak of roughly 1/(2 sin (½15◦)) = 9 dB,

close to the simulated peak.

What, then, are the consequences of removing the DTC? If the only criterion were blocker

tolerance at 20 MHz offset, then there is a small penalty exacted by the spectral bump. How-

ever if mean square phase noise, or jitter, matters, as it does increasingly when demodulating

multi-point signal constellations, then removing the DTC can raise the jitter substantially. A

reasonable way to quantify this is after adjusting the loop filter coefficients so as to minimize

jitter. Fig. 3.19(c) shows the result of this re-optimization, where the peak in output spec-

trum is no longer prominent, but still the jitter remains almost 10× larger than it is with the

DTC present. Does this mean that a frac-N frequency synthesizer with a BB-PD is unusable

for any realistic use, unless the quantization noise is subtracted? By comparing [99, Fig. 18]

with Fig. 3.19(c) we see that the phase noise without DTC meets Bluetooth specifications.

Whereas [99] describes a frac-N loop that employs a 24-tap time-to-digital converter (TDC)

to detect phase [100], we have shown that a loop with a binary phase detector can satisfy

the needs of a Bluetooth receiver. The design of the BB-PLL is undeniably a great deal

simpler. Its higher RMS jitter of 4.4◦ remains acceptable for GSM[101].
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In a charge-pump fractional-N PLL [101], high order Σ-∆ modulation is used to suppress

the in-band divider quantization noise within the loop bandwidth. This is not necessarily

needed in a bang-bang fractional-N PLL, where in-band phase noise is dominated by the

quantization noise from the phase detector. (3.32) and (3.33) reveal that the detector gain

KBPD degrades with the order of Σ-∆ modulator increasing, as described qualitatively in

[11]. Thus, minimizing jitter in a bang-bang PLL requires choosing Σ-∆ modulation of

suitable order to suppress in-band frac-N noise without over compromising the detector

gain KBPD. The integrated jitter of 4.4◦ in Fig.3.19 was calculated assuming a 3rd order

Σ-∆ modulator driving the divider, but, with a 2nd order Σ-∆ modulator, jitter drops to

3.1◦. This is the optimal modulator order. Reducing the order to one would raise output

jitter to 3.6◦, when the frac-N noise begins to raise in-band phase noise.

What are the options if a frac-N BB-PLL synthesizer is to be designed for low jitter? Our

analysis shows that the frac-N noise from a modulator of suitable order does not contribute

much to the final jitter itself; instead it does damage by lowering the phase detector gain,

thereby loop gain, so that other sources of noise—in this example, the quantization noise

of the BBPD—raise the output jitter. There are three remedies to this: 1) Subtract the

frac-N noise with a DTC. It is difficult to design this circuit block; one solution uses LMS

adaptation to obtain the correct time delays [102]. 2) Use a high-resolution TDC instead

of a bang-band PD. If frac-N quantization noise spans many TDC thresholds, the effective

phase detector gain will be constant, determined by the slope of a straight line fit through

the staircase characteristic. Further, the phase detector’s own quantization noise will be

smaller and contribute less jitter at the loop output. 3) Use a linear charge pump-based

phase detector, whose gain is always constant but which injects thermal noise into the loop

instead of quantization noise—the two can be comparable, as we show in Section 3.4.

When designing for low output jitter a charge pump phase detector, in spite of its known

imperfections [65, Ch. 9], should not be dismissed out-of-hand; of the three remedies listed,

it might well involve the least design effort.
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3.9 Design Guidelines

As argued in Sec.3.4, a bang-bang PLL performs equally well as a charge-pump PLL for

integer-N frequency synthesizers. It may be preferred for its simpler circuits. The design of

bang-bang PLL condenses to the choice of loop filter gain β because the reference frequency,

divider ratio and phase noise of the chosen VCO are usually already fixed.

(3.25) reveals that the optimal βopt which minimizes the output jitter is a noise-independent

parameter. It remains a constant regardless of the change of reference phase noise. The

VCO gain KV is usually set by the C-V relationship of a MOS varactor. This is only de-

termined by the process technology and has minimum dependence on temperature as shown

by [47, Eq. (15)]. KW does depend on absolute temperature, but a temperature variation of

[−20◦C,+120◦C] only changes βopt by ±10% from its nominal at 27◦C. Fig.3.16(b) shows a

relatively large tolerance to β and 10% change does not raise the output jitter significantly.

Thus, adaptation is not necessarily needed to optimize jitter.

Whereas minimizing output jitter in a bang-bang PLL requires βopt, the out-of-band

phase noise roll-off improves monotonically with smaller β (3.26). So for applications where

both design requirements are to be met, one chooses the smallest β so long as the output

jitter remains within specifications.

In fractional-N PLLs, although the divider phase noise lowers KBPD and worsens the

output jitter, βopt that minimizes the output jitter will remain unchanged, (3.25). Following

the same optimization as above, one can estimate if a bang-bang fractional-N PLL without

divider noise cancellation is sufficient. If not, noise cancellations employing DTC/TDC may

be needed. Or if feasible, a charge-pump may prove to be the quickest solution.

3.10 Conclusion

We have developed a simple and accurate design-oriented analysis for phase locked loops

that use a bang-bang phase detector. An effective linearized gain of this phase detector

is interpreted in signal space and a closed-form analytical expression is found. Since each
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noise source’s contribution at the loop’s output can now be assessed through linear feedback

analysis, it is possible to optimize loop design.

Compared to an analog linear PLL that would typically use a charge-pump, a bang-bang

PLL may operate at higher frequencies, is easier to design and scales readily to advanced

CMOS technologies. The analysis presented here helps to dispel two misconceptions. First,

all else being equal a PLL with a bang-bang phase detector can be designed for the same

output jitter as a loop with a charge pump. Second, the bang-bang PLL can be designed a

priori for optimum jitter without the need for real-time adaptation during operation.

The frequency-domain analysis presented in this paper should enable better trade-offs

and shorter design time compared to an excessive reliance on slow time-domain simulations.

3.11 Appendix

3.11.1 Fractional-N Divider Phase Noise

The divider phase error sampled by the phase detector at every reference cycle is the sum of

the phase error at the end of previous cycle and the phase change through the current cycle

caused by the fluctuating integer divider ratio around the average, N ′ (see Fig.15). Thus,

φN [kTref ] = φN [(k − 1)Tref ] +
ωoutTref
Nk

− ωoutTref
N ′

= φN [(k − 1)Tref ] +
2π

N ′
·∆nk (3.34)

where ∆nk = Nk −N ′ represents the instantaneous departure from the desired non-integer

divider ratio and from Fig.3.17, ωoutTref = 2πN ′. Then, following the analysis in [86],

φN [kTref ] =
2π

N ′

∞∑
k=1

∆nk (3.35)

(3.35) represents integration in the discrete time domain and in the frequency domain is

equivalent to

ΦN(z) =
2π

N ′
· S∆n

1− z−1
(3.36)
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∆n is the result of a white quantization noise after being shaped by the Σ-∆ modulator.

Since the divider ratio is updated every reference cycle, z = ej2πfTref . Depending on the

order m of the modulator, its PSD is characterized as

S∆n =
1

12
· 2

fref

∣∣(1− z−1)m
∣∣2 (3.37)

Noting that 〈φ2
N〉 finally sets the detector gain KBPD, we can obtain the following closed-form

expressions using (3.36) and (3.37):

〈φ2
N〉 =

(
2π

N ′

)2
1

12
· 2

fref

∫ fref
2

0

∣∣∣(1− e−j2πfT )m−1
∣∣∣2 df

=

(
2π

N ′

)2
1

12
· 2

fref

∫ fref
2

0

(2sin(πfTref ))2(m−1) df

=



(
2π

N ′

)2

× 1

12
for m = 1(

2π

N ′

)2

× 1

12
× 2 for m = 2(

2π

N ′

)2

× 1

12
× 6 for m = 3

(3.38)

The order of quantization noise shaping is reduced by one due to the integration by the

divider, as seen in (3.35).
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CHAPTER 4

A 2.5GS/s 10bit 65mW 8-Channel Interleaving ADC

in 28nm CMOS FD-SOI

4.1 Introduction

Wideband direct sampling receiver for communication systems has been of interest for many

years. Unlike conventional narrowband receiver, RF signal is directly sampled and digitized

by a high-resolution high-speed analog-to-digital converter(ADC). In this architecture, ADC

captures the entire spectrum of interest, whereas all down-conversions and demodulations

are done in digital domain. Compared to conventional narrow-band receivers, the full-band

capture offers many advantages, such as wide bandwidth, high data rate, high agility, simul-

taneous reception of many channels, fast channel switching, low system complexity, and low

cost. In recent years, the emergence of multi-GS/s high-resolution ADCs has enabled GHz-

wide full-band capture in cable, satellite and networking applications. Further reduction of

ADC power dissipation will allow it to expand into new application areas. We propose to

build a full band capture ADC that is amplifier-less and purely comparator based to achieve

better power-speed tradeoff.

4.2 Current State of Art

Most high-speed high-resolution ADCs can be divided into three categories: pipeline ADCs,

interleaved successive approximation register(SAR) ADCs and flash ADCs. Sigma-delta

ADCs are not suitable for high speed application because of limitation in oversampling

ratio.
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Figure 4.1: (a)Typical pipeline ADC architecture;(b)SAR ADC architecture; (c)one stage

full-flash ADC architecture.

Pipeline ADCs have been one of the most popular choices for high-speed and high-

resolution due to simple configuration and relatively high throughput. A conventional

pipeline architecture is shown in Fig.4.1(a). The most significant power consumption comes

from the linear amplifier that provides precise gain to amplify the residue voltage. Precise

gain is usually implemented with a high-gain high-bandwidth opamp with feedback net-

work. Various digital calibrations have been applied to compensate analog error introduced

by amplifiers in pipeline ADCs, which has enabled faster pipeline ADCs with less power

consumed by amplifiers. [103] finds nonlinear error of the opamp and applies its inverse

function to correct this error. [104] models incomplete settling between stages as inter-stage-
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interference(ISI) and uses FIR filters to compensate ISI. A single channel pipeline ADC has

been able to achieve multiple GS/s 10bit resolution with power consumption around 240mW

[105].

The successive approximation register(SAR) ADC implements binary search algorithm

with one comparator, one DAC of the same resolution as ADC, a sample-and-hold(S/H)

circuit and digital control logic as shown in Fig.1(b). SAR ADC usually uses only one com-

parator, but requires several iterations to finish conversion process. Thus, it is most efficient

operating at MS/s and its application in multiple GS/s is limited, especially with total capac-

itance of DAC exponentially growing with resolution. To increase speed, time-interleaving is

required. However, time-interleaving has issues itself due to mismatch among sub-channels.

Calibrations correcting interleaving errors in time-interleaving ADCs has been extensively s-

tudied over the past ten years, but still, calibrations demands significant hardware and power

overhead, especially for those operating above multiple GS/s range. Time-interleaving SAR

ADCs with 5-7bit resolution have been widely explored [106, 107, 108, 109, 110, 111, 112, 113]

because both time-interleaving and SAR ADCs are efficient for low resolution applications.

The calibration becomes more sophisticated for interleaving ADCs to achieve 10 bit resolu-

tions [114, 115, 116].

A full flash ADC directly compares input signal with transition points between adjacent

quantization intervals as shown in Fig.1(c). It requires 2N comparators for N-bit resolution

and each comparator needs to have the same resolution as the overall ADC. As small size

latches have large input referred offsets, preamplifiers are usually required to suppress offsets

[117, 118], which become the dominant source of power consumption. The difficulty of

implementing low-power high-resolution comparators has made flash ADCs unfavorable for

high speed applications since they require large numbers of comparators. It is usually used

as the first stage sub-ADC that samples and quantizes the input at full speed followed by

more sub-interleaving ADCs [115, 116].

We propose to build a 2.5GS/s 10bit 8-channel interleaving SAR ADC with under 100mW

power consumption. The aim of the work is to demonstrate a simple solution without

intensive digital calibrations for multi-GS/s ADCs with moderate resolutions.
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Figure 4.2: System architecture.

The key techniques to optimize the design trade-offs include:

• Fully passive master/slave bottom plate sampling scheme to suppress timing skew.

This involves global optimization of single channel distortion, residual timing skew

and bandwidth mismatch among channels.

• 2b/cycle sub-channel SAR ADC with calibrated comparators for faster conversion and

smaller total capacitance in capacitor array.

• Use calibrated comparators to eliminate the need for preamplifiers.

Rather than intensive digital calibrations, we explore fundamental circuit techniques to ad-

dress degradations arising from mismatches among interleaving channels, namely gain mis-

match, offset mismatch, timing mismatch and bandwidth mismatch.

4.3 Challenges in Interleaving ADCs

Conceptually, by interleaving N ADCs each operating at a sampling rate of fs/N with M

bit resolution, the overall interleaved ADC can potentially achieve a sampling rate of fs with
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M bit resolution. Principles of interleaving is best understood in frequency domain. Since

each sub-channel ADC sub-samples the input signal that creates multiple images below the

Nyquist frequency, successfully reconstructing output signal demands correct phase and gain

alignment among sub-channels to cancel unwanted images.

YCH0(jω) = Xin(jω) ∗
+∞∑

n=−∞

δ(ω − n× ωs
N

)

YCH1(jω) = Xin(jω) ∗
+∞∑

n=−∞

δ(ω − n× ωs
N

)e−jωTs

...

YCHN−1
(jω) = Xin(jω) ∗

+∞∑
n=−∞

δ(ω − n× ωs
N

)e−jω[(N−1)Ts]

(4.1)

The overall output is the summation of all sub-channels

Yout(jω) =
N−1∑
i=0

YCHi(jω)

= Xin(jω) ∗
+∞∑

n=−∞

δ(ω − n× ωs)
(4.2)

The interleaved ADC operates as if it was a single channel ADC operating at full sampling

rate of fs. Yet, any interleaved ADC suffers from non-ideality factors that limit its overall

resolution below than a single sub-channel ADC. These sources of degradation include gain

mismatches, offset mismatches, timing skews and tracking bandwidth mismatches. Including

these non-ideality factors, output of each sub-channel is modified to

YCH0(jω) = [Xin(jω) + vOS1 ] ·
1

1 + j ω
ωTH1

∗G1

+∞∑
n=−∞

δ(ω − n× ωs
N

)e−jω∆t1

YCH1(jω) = [Xin(jω) + vOS2 ] ·
1

1 + j ω
ωTH2

∗G2

+∞∑
n=−∞

δ(ω − n× ωs
N

)e−jω(Ts+∆t2)

...

YCHN−1
(jω) = [Xin(jω) + vOSN−1

] · 1

1 + j ω
ωTHN−1

∗GN−1

+∞∑
n=−∞

δ(ω − n× ωs
N

)e−jω[(N−1)Ts+∆tN−1]

(4.3)
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where vOSi represents offset introduced in each channel, ωTHi represents the tracking band-

width of each channel, Gi represents the gain of each channel and ∆ti represents the sampling

instant shifted by timing skews. The overall output then contains unwanted interleaving

spurs, which do not have closed form expressions, on top of wanted signal spectrum that

needs to be reconstructed. Since these spurs fall below Nyquist frequency, they must be

suppressed or corrected.

Yout(jω) =
N−1∑
i=0

YCHi(jω)

= Xin(jω) ∗
+∞∑

n=−∞

δ(ω − n× ωs) + Interleaving spurs&images

(4.4)

In the following subsections, we examine impact of each non-ideality factor.

4.3.1 Offset mismatch

Offset in a single-channel ADC introduces only a DC component on the output spectrum.

This does not interfere with signal reconstruction and can be ignored. However, in interleaved

ADCs, because of sampling action in each sub-channel, DC offset in sub-channel ADCs is

converted to spurs located at fs
N

, 2fs
N

, 3fs
N

... ...

These interleaving spurs are independent of input signal amplitude and frequency. Their

amplitudes are determined by amount of offset mismatch and frequencies are fixed at sub-

sampling frequencies. As they are largely static tones on spectrum, back-end digital signal

processing can relatively easily remove these spurs. On the other hand, designing each sub-

channel with minimum offset is another viable solution as offset is already well understood

[22].

4.3.2 Gain mismatch

When two ADCs have two different full scale voltages, they will display different gains from

the input to output, albeit they are perfectly linear by each own. This mismatch in gain

leads to incomplete cancellation of images, creating images at fs
N
± fin, 2fs

N
± fin, 3fs

N
± fin ...
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... These images are related to input amplitude and frequency.

4.3.3 Timing skew

Timing skew occurs when sub-channel ADCs are not sampling exactly at time interval of

Ts = 1
fs

. Timing skews leads to incomplete cancellation of images and spurs, resulting in

both images at fs
N
± fin, 2fs

N
± fin, 3fs

N
± fin ... ... and fixed frequency spurs at fs

N
, 2fs
N

, 3fs
N

...

...

4.3.4 Bandwidth mismatch

Practically, a T/H circuit can be approximated as a single pole transfer function with unity

DC gain.

H(jωin) =
1

1 + jωin
ω0+∆ω0

≈ 1

exp ( ωin
ω0+∆ω0

)

= exp
(
− j ωin

ω0 + ∆ω0

)
= exp

[
− j ωin

ω0

(1− ∆ω0

ω0

)
]

= exp
(
− j ωin

ω0

)
︸ ︷︷ ︸

nominal

· exp
(
− jωin ·

∆ω0

ω2
0

)
︸ ︷︷ ︸

equivalent skew

(4.5)

The additional equivalent skew is

∆tBW =
∆ω0

ω2
0

=
∆ω0

ω0︸︷︷︸
percentage

× 1

ω0︸︷︷︸
RC constant

(4.6)

Small bandwidth mismatch is equivalent to timing skew. Its degradation on ADC resolution

reaches maximum at Nyquist input frequency with no impact on performance at DC input.

Since bandwidth mismatch is usually caused by mismatches in resistors implemented

as transistors, it is beneficial to further simplify (4.6) (capacitor matching is usually not a
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Gaussian surface

Figure 4.3: SAR ADC with top-plate sampling scheme.

limitation as it relies on geometries).

∆tBW =
∆ω0

ω0

× 1

ω0

=
∆R

R
×RC

(4.7)

(4.6) offers practical guidance to suppress the impact of bandwidth mismatch. Besides min-

imizing the mismatch in percentage, it is also essential to maximize the tracking bandwidth.

Higher bandwidths reduce the equivalent skew with the same bandwidth mismatch percent-

age.

4.4 Principles of Single Channel SAR ADC

4.4.1 Top-Plate vs. Bottom-Plate Sampling

Before delving into detailed construction of the ADC, we first investigate the first principle

of SAR ADCs. Shown in Fig.4.3 is a singled-ended SAR ADC utilizing top-plate sampling

scheme. C1-CN+1 are capacitors in the capacitive DAC(CDAC), Cin represents the input

capacitor of the comparator and Cf represents the feedback capacitor of the comparator.

C1-CN+1 are linear capacitors, Cin is voltage dependent as it is dominated by the MOS cap

of a transistor, Cf comes from transistor parasitics and creates a feedback path that results

in ‘kick-back’. The controlled source sgn(vx + VOS) represents the decision function of the

comparator, along with the loading capacitor which is reset by CLK after each decision.

During sampling phase, the input is connected to the top plates of the capacitors with
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Figure 4.4: SAR ADC with bottom-plate sampling scheme.

the bottom plates grounded, creating a voltage drop of vin(0) at the end of sampling phase.

Assume the switches are ideal, vin(0) does not contain any distortion component during the

sampling phase.

Through the conversion phase, once the sampling switch is turned off, the total charge

contained in DAC capacitors C1-CN , Cin and Cf , which forms a Gaussian surface, is preserved

and solely determined by the sampling phase. Bottom plates are connected to either Vref or

ground depending on the decision feedback from the comparator, driving the residual voltage

vx at the comparator input to zero (within 1LSB) at the end of conversion. Using charge

conservation within the Gaussian surface, we have the relationship below

vin(0)(C + Cin + Cf ) =
N∑
1

Ck (vx − bkVref ) + vx(Cin + Cf )

⇒ Dout =
N∑
1

bk
2N−1

=
C + Cin + Cf

C

vin(0)

Vref︸ ︷︷ ︸
Gain

− C + Cin + Cf
C

vx
Vref︸ ︷︷ ︸

Quantization

(4.8)

At the end of conversion phase, vx is forced to be less than 1LSB by SAR algorithm. However,

because Cin is voltage dependent and vx has different values during sampling phase and

conversion phase, the gain term (C+Cin+Cf )/C is input dependent. The feedback coupling

capacitor Cf is also voltage dependent, but its impact is usually less than Cin. This translates

to distortions after reconstructing the digitized signal. Thus, a SAR ADC using top-plate

sampling scheme is non-linear by its nature.
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On the other hand, in a SAR ADC using bottom-plate sampling scheme as shown in

Fig.4.4, the impact of Cin is removed. During sampling phase, bottom plates of capacitor

in the CDAC are connected to the input while the top plates are all connected to ground.

Again, the total charge in the Gaussian surface is defined by the sampling phase. During

conversion phase, SAR algorithm switches the bottom plates of each capacitor in CDAC to

either Vref or ground, forcing the residual voltage vx to approximately zero. With charge

conservation, we have

vin(0)C =
N∑
1

Ck (vx − bkVref ) + vx(Cin + Cf )

⇒ Dout =
N∑
1

bk
2N−1

= −vin(0)

Vref︸ ︷︷ ︸
Gain

+
C + Cin + Cf

C

vx
Vref︸ ︷︷ ︸

Quantization

(4.9)

Since Cin,Cf do not carry charge before/after conversion, they will not affect the overall

linearity of the ADC.

Comparing top-plate and bottom-plate sampling schemes in a SAR ADC, besides the

benefit of lower distortion from track/hold, the more important benefit of bottom-plate

sampling is that it removes the impact of nonlinear Cin from the conversion algorithm. For

10-12 bit applications, Cin significantly degrades the overall linearity and thus, bottom-plate

sampling scheme should always be preferred in moderate to high resolution ADCs.

4.5 Fully Passive Track/Hold Circuits

4.5.1 Distortion in a simple passive R-C track/hold circuit

Besides conversion, the overall linearity of an ADC is as well limited by the track/hold

circuit. The sampled voltage vin(0) should be linear to the analog input with distortion

below design spec.

In a simple passive R-C track/hold circuit, there are three distortion sources degrading
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Figure 4.5: Passive master-slave sampling scheme in interleaving SAR ADCs.

linearity, the nonlinear resistance modulation from RON , signal dependent charge-injection

and turn-off timing modulation due to finite slope of gate voltage [40].

• RON distortion increases with input frequency and is inversely proportional to the RC

bandwidth.

HD3Ron ≈
n2C2ω0

4βV 3
ov

A2
0 =

1

4

(
nA0

Vov

)2
C2

βVov︸ ︷︷ ︸
∼BW−1

ω0 (4.10)

• Charge injection distortion has a more complicated expression, but generally propor-

tional to the transistor width and related to clock transition time τ .

HD3ci =
n3

48

A2
0

VDD

CG
C2

β

C1 ‖ C2

τ

(
Vov
VDD

βVov
C1 ‖ C2

τ − 1

)
exp

(
−1

2

Vov
VDD

βVov
C1 ‖ C2

τ

)
(4.11)

• Turn-off timing depends only on the transition time τ

HD3tim ≈
n2

8

(
A0

VDD

)2

(ω0τ)2 (4.12)

A0 represents the input amplitude, n is the slope factor in a certain process, usually 1.2 ∼ 1.4,

ω0 is the input frequency, C2 is the load capacitance and CG is the total gate capacitance of

the transistor.
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Figure 4.6: SAR ADC with bottom-plate sampling scheme.

For all practical purposes, turn-off timing is negligible in modern CMOS processes. Thus

the optimization of a track/hold condenses to choosing the correct transistor width to balance

the contribution from Ron and charge-injection modulations.

4.5.2 Distortion in bottom-plate track/hold in a SAR ADC

For a SAR ADC with passive bottom-plate track/hold scheme, the detailed circuits in a

single-ended version during sampling phase is shown in Fig.4.6. The 50Ω input source is

connected to top plates of CDAC capacitors while the bottom plates are connected to a

DC voltage. The top plate switches are bootstrapped and the gate voltage during sampling

phase is vin(t)+VDD. This suppresses Ron distortion with a constant VGS. The bottom plate

switches are bootstrapped with gate voltage of 2VDD during sampling phase to maximize

the tracking bandwidth. The bottom-plate switch is turned off ahead of top-plate switches

to suppress charge-injection modulation from the top-plate switches.

Beyond the techniques above, distortions still limit the linearity of the track/hold circuits

[40].

• Residual nonlinear RON because body still modulates RON . In FD-SOI process, this

is especially ominous because body has a strong ability controlling threshold voltage

of a transistor.

HD3RON1
=

1

4

[
(n− 1)A0

VOV 1

]2
CS

βVOV 1

· ω0 (4.13)
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• Since VB is a finite voltage and proportional to the input, both RON modulation and

charge-injection modulation from bottom-plate switch contribute to distortions.

– RON modulation depends on both the signal swing across the bottom switch ∆A0

and its size.

HD3RON2
=

1

4

(
n∆A0

VOV 2

)2
CS

βVOV 2

· ω0

– Similarly, charge-injection modulation depends on both signal swing and transis-

tor size.

These observations lead to the optimization guidelines for the bottom-plate track/hold

circuit. For the top-plate switch, its major contribution to distortion to the sampled output

is RON distortion. Increasing its size reduces this distortion, but its size cannot be arbitrarily

big as extra power needs to be consumed in the bootstrapping circuit to drive its gate. Its

junction capacitors, which is nonlinear by itself, also limits its size. Another limitation on

the size of the top-plate switch is that the input feedthrough interrupts conversion when the

switch is turned off (will be discussed in subsequent section). For the bottom-plate switch,

RON distortion monotonically decreases with larger transistor size, which simultaneously

leads to larger RC bandwidth and smaller signal swing across bottom switch. Charge injec-

tion also decreases with larger transistor size as the benefit of reduced signal swing dominates

over impact of larger transistor size. Another limiting factor comes from the nonlinear junc-

tion capacitor from a MOSFET, which will degrade overall linearity significantly if it is sized

too large.

4.5.3 Body biasing of the top-plate switch

As discussed previously, boot-strapping top-plate switch does not fully remove RON mod-

ulation due to body effect. Since body is also used as ‘back gate’ with strong ability of

controlling threshold voltage, body effect in FD-SOI is even stronger than standard CMOS,

resulting in a slope factor of n ∼ 1.5 [119]. This limitation can be further eliminated if body

of the transistor is connected to the source as shown in Fig.4.7. However, this introduces

another issue, the input feedthrough.
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Figure 4.7: SAR ADC with bottom-plate sampling scheme.

Tying the body and sources creates a capacitive path for the input signal to couple to

comparator input even when the gate voltage is zero. This can distort the held voltage,

lead the comparator to make wrong decisions and interrupt the conversion operation. With

Nyquist input of 2GHz and CS = 300fF , W/L = 30µm/28nm, input feedthrough can create

a 5mV ripple at comparator input, almost as 3.5 times as 1LSB.

Tying body to a fixed DC voltage provides better isolation between the input source and

the comparator. In this design, body is connected to VDD to minimize the on-resistance RON

and thus the sampling bandwidth. With the same input frequency and transistor size, tying

body to VDD reduces the bottom-plate fluctuation to 0.25mV, around 20 times improvement

compared to the case when body is connected to the input signal.

4.5.4 Subchannel track/hold in master/slave sampling scheme

With a complete understanding of passive track/hold circuit, we investigate the design op-

timization of the bottom-plate track/hold in a single subchannel SAR ADC Fig.4.9, which

will be used in interleaving channels with master/slave sampling scheme. SWM is the mas-

ter switch driven by the full rate clock and SWS is the slave switch driven by the divided

clock. Master switch is first turned off, then slave switch and finally top-plate switch. In
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Figure 4.8: SAR ADC with bottom-plate sampling scheme.

this arrangement, the sampling instant will be solely determined by the master switch alone.

The top-plate switches are driven by driven by boot-strapped voltage from the input. The

bottom switches are both driven by voltages boot-strapped to 2VDD.

With three transistor in series connection, the residual signal swing across SWM and

SWS becomes larger than the case previously discussed, resulting in worse distortions. This

is the trade-off between suppressing interleaving spurs and achieving high linearity of a single

channel. The distortion sources include

• RON distortion from top-plate switch ∝ W ;

• RON distortion from slave switch ∝ 1
WS

;

• Charge injection from slave switch ∝ WS;

• RON distortion from master switch ∝ 1
WM

;

• Charge injection from master switch ∝ WM .

Except higher distortions, another limit of track/hold with master/slave switch comes
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Figure 4.9: Boot-strapping circuitry.

from the total resistance of these series switches.

BW =
1

2πRC
=

1

2π × 100Ω× 300fF
= 5.5GHz (4.14)

This has limited the sampling bandwidth to 5.5GHz. High sampling bandwidth is preferred

for complete settling that the sampled voltage on the capacitor becomes equal to the input

voltage. Reduced sampling bandwidth does not degrade linearity, but poses difficulty in

matching different subchannels. As we will show later, bandwidth mismatch is directly

related to sampling bandwidth of each subchannel and high sampling bandwidth suppresses

bandwidth mismatch.

Over 70dB SFDR is achieved through Nyquist input frequency in schematic level simula-

tions. After extraction, SFDR degrades by ∼10dB at Nyquist frequency mainly because of

resistive interconnect, resulting in larger signal swings across bottom plate switches, which

further creates linearity degradations.

4.6 2bit/cycle SAR ADC

1bit/cycle SAR ADC utilizes one DAC and one comparator to make one decision bit per

cycle. 2bit/cycle SAR ADC uses a flash ADC to accelerate the conversion [120, 121]. With

3 DACs generating 3 three threshold voltages compared with the sampled input voltage by
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Figure 4.10: Schematic and layout extracted SFDR simulation of track/hold circuit with

master/slave switch. Input amplitude A0 = 0.8V, top-plate switch size W/L = 30µm/28nm,

slave switch WS = 8µm/28nm, master switch WM = 18µm/28nm, total sampling capacitor

CS = 300fF.
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Figure 4.11: (a) 1bit/cycle SAR ADC; (b) 2bit/cycle SAR ADC.

3 comparators, the ADC is able to detect 2 bits every cycle. The 2 times conversion speed

improvement comes at the cost of 3 times the hardware cost as shown in Fig.4.11.
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Figure 4.12: Differential 2bit/cycle SAR ADC using interpolation to remove one capacitive

DAC.

Now we further investigate the design of a charge-redistribution 2bit/cycle SAR ADC and

demonstrate that the speed improvement can be achieved with less hardware overhead. In a

fully differential configuration with capacitive DACs, one array of capacitors can be removed

with interpolation, through which one differential voltage is generated from the other two

capacitive DACs as shown in Fig.4.12. Removal of one capacitive DAC also reduces the

digital logic gates that would be needed to drive the DAC otherwise. Instead of comparing

the input signal with one threshold voltage per comparison cycle in a 1bit/cycle SAR ADC,

now the input voltage is compared with three threshold voltages per comparison cycle,

enabling the 2bit/cycle SAR ADC to resolve 2bits per comparison cycle, which improves the

conversion speed by around 2 times.

The most obvious benefit of utilizing 2bit/cycle architecture is the reduction in number

of interleaving channels. In high speed ADCs, the design challenge today lies in making

interleaving work well. Another benefit of 2bit/cycle architecture is the reduction in sampling
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Figure 4.13: Differential 2bit/cycle SAR ADC using interpolation to remove one capacitive

DAC.

thermal noise. Fig.4.14 compares the noise in the case of directly interleaving by 2 and the

case of applying 2bit/cycle configuration. They have the same sampling capacitance CS in

CDAC and operate at the same sampling speed to the first order. In the case of interleaving

by 2, only CS/2 within one sub-channel samples the input signal and thus the thermal noise

power is kT/(CS/2) = 2kT/CS. While in the case of 2bit/cycle configuration, both CDACs

participate in tracking and the noise is reduced to kT/C. This reduction in thermal noise

is valuable in applications where total capacitance is dominated by thermal noise. In these

applications, beyond reducing number of interleaving channels, 2bit/cycle configuration also

saves 50% consumption compared to directly interleaving 1bit/cycle SAR ADCs by reducing

the total capacitor and its associated digital logic circuits, which can take up half of the total

power consumption in high speed applications.

Fig.4.15 demonstrates plate voltages of a 2bit/cycle SAR ADC with 2 CDACs generating

3 pairs of differential voltages by interpolation. These plates are connected to the three

comparators Fig.4.12. On the top are voltages of the four plates from two CDACs, which
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Figure 4.14: Comparison of kT/C noise between (a) 2bit/cycle configuration (b)and directly

interleaving by 2.

converge to approximately the same voltage at the end of conversion phase (<1 LSB). In the

middle are the three pairs of differential voltages with one pair generated by interpolation.

They converge to the same voltage around zero (<1 LSB) at the end of conversion phase.

At the bottom are the common-mode voltages applied to the comparators. Because of

interpolation, one comparator experiences a changing common-mode voltage while the other

two comparator have a constant common-mode voltage. This creates a unique challenge for

comparator design as comparators demand well defined stable common-mode voltages to

suppress offset and noise.

4.6.1 Capacitor DAC Design

The CDAC introduces 72LSB redundancy to deal with the changing common-mode voltage.

Before the common-mode voltage approaches constant, the redundancy recovers comparator

decision errors caused by the changing common-mode voltage. In the last LSB bits, all

comparators have stable common-mode voltages. In total, the ADC resolves 10 bits in 6

cycles with 72LSB redundancy inserted.

Instead of purely scaling capacitance in the capacitor DAC, the reference voltage is also

scaled to reduce the capacitance ratio between MSB capacitor and LSB capacitor. Targeting
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changing common mode

Figure 4.15: Transient plate voltages through conversion phase in a 2bit/cycle charge redis-

tribution SAR ADC.

10bit physical resolution requires scaling LSB unit capacitor C0 by 29 = 512 times for MSB

capacitor and a total capacitance of 210 = 1024C0. Two dimensional common centroid

capacitor layout is often essential to satisfy the matching requirement. In this design, besides

Vref and GND serving as positive and negative references,
Vref

4
and

Vref
16

are also utilized.

This reduces MSB capacitor to 16C0 and enables compact one dimensional horizontally

capacitor alignment as shown in Fig.4.16. For fast DAC settling,
Vref

2
is avoided as it needs

complementary switches everywhere else. Only PMOS or NMOS switch are needed to drive

each capacitor. One LSB is then (C0 · Vref16
)/ΣC. Total DAC resolution with redundancy is

configured as below.

512 + 256 + 128 + 64 + 64︸︷︷︸
Redundancy

+32 + 16 + 8 + 8︸︷︷︸
Redundancy

+4 + 2 + 1(LSB)

Unit capacitor is implemented with custom metal-to-metal(MOM) capacitor because
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Figure 4.16: 10bit capacitor DAC with 72LSb redundancy and fractional reference.

16C 16C 16C4C 4C4C2 222 22111111

Switches+Custom Control gates

Bottom Plate Comp

Figure 4.17: Layout of capacitor DAC.

MOM cap has better linearity and matching properties. Unit capacitance is chosen as

C0 = 2fF. MSB capacitor is 32C0 = 64fF. Each CDAC has a total capacitance of 156fF. With

two capacitor DACs, the total capacitance presented to the T/H becomes 312fF. This leads

to a thermal RMS noise of 0.12mV from track/hold, which does not contribute significantly

to the overall noise.

4.6.2 Asynchronous SAR logic

In 2bit/cycle architecture, three comparators compare three thresholds and provide three

bits of thermometer output code to the DAC. Fig.4.18 shows detailed diagram of 2bit/cycle

SAR asynchronous control. The control logic first pre-sets the two DACs to create three

pairs differential voltages for comparators. After all comparators generate full logic level

outputs, a flag signal triggers the shift registers to provide sequential clock signals, which

further act as clocks for SAR control logic circuits. When comparators are reset, their ready
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signals are all ‘1’s, the NOR gate outputs ‘0’. Only when comparators all finish comparisons

and output ‘0’s as ready signals, the NOR gate outputs a ‘1’ to trigger the digital logic.

Based on the outputs from the comparators, the control logic then decides the output of the

current cycle and meanwhile pre-sets capacitor DAC for the next cycle.

As highlighted in Fig.4.18, correct operation of the asynchronous logic relies on alignment

of delays of two paths: delay of self-triggered comparators tcomp and the delay from SAR

control logic to capacitor DACs tSR+tSAR+tDAC . The comparators should only be triggered

after the capacitor DAC completely settles, otherwise comparators would compare incorrect

plate voltages and output wrong decisions. Artificial delay stages with tdelay must be inserted

to align the comparator triggering time with the delay from digital logic to capacitor DAC,

including delay of the shift register tSR, delay of the SAR control logic circuits tSAR, which

mainly consists of D flip-flops and RC settling time of the capacitor DAC tDAC . tdelay >

tSR+ tSAR+ tDAC must be satisfied. The delay line is implemented with fixed delay for worst

case CDAC settling time.

The conversion speed of the SAR ADC is ultimately determined by tcomp + tSR + tSAR +

tDAC . tcomp is the time for comparators to resolve the inputs and is a function of their input

amplitudes. Overall, one cycle of conversion is about 150ps, leading to about 900ps total

conversion time for six cycles. After all cycles are finished, outputs are stored by D flip-flops

in the data synchronization circuits for further interleaving. Only standard cells were used

in this design to save labor. Implementing all controls with custom logic can further speed

up the conversion by around 30%.

4.6.3 Calibrated low-offset low-noise comparators

StrongARM comparator in Fig.4.19 is chosen in this design for its compactness, low-power

operation and inherent voltage amplification that suppresses offset and noise [22]. Binary

scaled calibration capacitor arrays are inserted into both CC and CL. CC has stronger ability

of correcting offset and does not impact regeneration constant on first order while CL is used

for fine offset tuning. These calibration capacitors are implemented as MOS capacitors
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Figure 4.18: 2bit/cycle SAR with asynchronous SAR control logic.
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Digital
(SAR)
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Logic

Figure 4.19: Schematic of the applied strongARM comparator with offset calibration.

with drain-source controlled by binary output from digital logic circuits. The digital control

logic for offset calibration is essentially a SAR logic. After shorting the input with a fixed

common-mode voltage, the control logic programmes the weight ratio between CC1, CC2 and

CL1, CL2 depending on the comparator output.

The maximum offset that the calibration scheme can cover is limited by the ON/OFF

ratio of the MOS cap, ∼2 in this technology. Maximum capacitor added at CC and CL,

besides wirings, are 20fF and 4fF respectively. CC consist of 6bit binary scaled capacitors
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with MSB capacitor of 10fF while CL consists of 5bit binary scaled capacitors with MSB

capacitor of 1fF. Majority of calibration capacitors are added at CC to avoid degrading

regeneration constant. Comparators are driven by input common-mode of 550mV. Thus,

the maximum offset that can be calibrated is

VOS,max =
2∆CC + ∆CL
CL + 2CC︸ ︷︷ ︸

ratio

· VOV 1,2

2︸ ︷︷ ︸
bias

∼32mV (4.15)

where ∆CC = 10fF, ∆CL = 4fF, CC = 26fF including intrinsic capacitors, CL = 10fF

including intrinsic and loading capacitors, VOV,1,2 = 550− 300− 50 = 200mV. From Monte-

Carlo simulation, the comparator without calibration has a standard deviation of σ =5mV

in offset distribution. The calibration capacitors can cover 5σ spread of offsets.

The highest resolution, or the finest tuning step of the offset calibration scheme, relies on

the minimum capacitor of the technology. This is the residual offset after calibration is done.

The smallest cap used is a MOS cap of W/L =80nm/30nm size with equivalent capacitance

of 0.125fF at CL. This leads to a resolution of

VOS,min =
CL,min

CL + 2CC︸ ︷︷ ︸
MOS cap

· VOV 1,2

2︸ ︷︷ ︸
bias

∼0.25mV (4.16)

Fig.4.20 plots the offset distribution before and after calibration from 300-run Monte-Carlo

simulation. Before calibration, the comparator has a standard deviation of 5mV for offset

with maximum offset between [-23mV, 20mV]. After calibration, the offset is bounded below

0.4mV. It is a bit larger than the predicted value above because calibration capacitors also

have mismatches. However, with input full swing of 1.6V and 1LSB of 1.6mV, the residual

offset would not impact the overall SNDR.

While offsets can be calibrated by unbalancing capacitor loadings, noise can be only

reduced by increasing the absolute amount of loading capacitors. The added calibration

capacitors serve not only as a method of correcting offset, but is also inevitable for noise re-

duction. They are therefore necessary for two reasons. Input referred noise of the comparator
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Figure 4.20: Monte-carlo simulation of offset distribution of the comparator before/after

calibration.

with calibration capacitors is already derived (2.50) in Chapter 2.

〈v2
n,in〉 = 2kTγ·VOV 1,2

Vt
· 1

CL + 2CC

=
kT

CL + 2CC︸ ︷︷ ︸
kT/C noise

· VOV 1,2

Vt︸ ︷︷ ︸
bias

· 2γ︸︷︷︸
constant

(4.17)

Shown in Fig.4.21 is the simulated input referred RMS noise versus input common-mode

voltage. A set of fixed differential voltages are applied to the comparator in transient noise

simulations. Without noise, the comparator would output purely ‘1’s and ‘0’s. The output

distribution with added transient noise is then fitted to a Gaussian distribution whose sigma

is also sigma the input referred noise voltage. This calculation assumes the input referred

noise has a Gaussian distribution. At Vin,CM = 550mV, the comparator achieves the optimal

trade-off between noise and speed. Reducing input common-mode results in slower operation

while further raising the input common-mode voltage degrades noise as input pair would be

pushed into triode region. This corresponds to an input referred RMS noise of 0.3mV, which

falls well below 1LSB.

Fig.4.22 shows the calibrated comparators. Besides the core comparator and calibration

logic, buffers consisting inverters are added and placed close to the comparator to drive the
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Figure 4.21: Simulated input referred RMS noise versus input common-mode voltage.
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Figure 4.22: Layout of the comparator with calibration circuits.

drain/source of the calibration MOS caps. They are necessary to hold the control voltages

steady so that switching from the logic would not interfere with the comparator.

Fig.4.23 shows the layout of a single sub-channel SAR ADC. It measures 120µm×220µm.

Its area can be further reduced with better layout. This design was finished in a short time

period, thus its layout is not fully optimized.

4.7 Interleaving Sub-channel ADCs

Fig.4.24 shows the conceptual diagram of interleaving eight sub-channel ADCs with a single

master switch. Position of sub-channel 1-8 in the diagram also denotes the actual layout
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Figure 4.23: Layout of the sub-channel 500MS/s 10bit ADC.

alignment. They are positioned to provide symmetric routing for each sub-channel ADC.

This implementation removes all timing skews as the sampling instants will be solely deter-

mined by the master switch. However, the long routing wires connecting the master switch

to sub-channels severely degrades tracking bandwidth as shown in more detailed circuits in

Fig.4.25. Using a single master switch with long routing wires worsens the performance of

the interleaved ADC in several aspects

• High tracking bandwidth is always preferred as it is essential to suppress bandwidth

mismatch. The impact of bandwidth mismatch will be discussed in details in the

following sections.

• Junction caps from other off-channels also adds capacitive loading to the active channel.

This not only decreases the tracking bandwidth, these junction caps are non-linear

capacitors themselves and are a source of distortions.

• Signal swings across the sampling switches become higher due to wiring RCs, which

further leads to higher distortions.
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Figure 4.24: Master sampling switch implemented as a single switch.

Connecting the sub-channel ADC to the master switch would require interconnect wires with

length of 800µm. This translates to an equivalent resistance of 50Ω of the wire alone, let alone

the distributed parasitic capacitors along the interconnect, which is hard to predict because of

other adjacent wires. As discussed in previous sections, the total resistance including source

resistor and all sampling switches are already 100Ω, the additional 50Ω from wirings would

degrade the tracking bandwidth to around 3GHz. These negative impacts from wiring offsets

the benefit of master/slave sampling scheme and demands a better solution of interleaving

these sub-channel ADCs.

Distributing the master sampling switch into each channel solves the problem by removing

the wiring parasitics from the signal path as shown in Fig.4.26. This arrangement also

isolates the active channel from junction capacitors from other off channels. Instead of

loading the sampling switches, now the wiring loads only the boot-strapped circuit, which

drives the gates of the distributed master switches and is outside the critical signal path

Fig.4.27. By increasing driving strength of the boot-strapped circuit, sharp rise/fall edges

of the boot-strapped clock are still maintained despite the impact from wiring parasitics.

This is relatively easy to achieve as equivalent gate capacitance of the distributed sampling
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Figure 4.25: RC parasitics from long routing wires severely limit tracking bandwidth.

switches is below 15fF.

The distributed master switches, however, results in another problem. Although they

share the same master sampling clock, threshold mismatch among these switches will result

in timing skew. But we will show in the following section that this timing skew is small

enough so it does not degrade SNDR of the interleaved ADC. Layout is arranged to match

wirings of all sub-channels to minimize potential bandwidth mismatches.

All interleaving sub-channel ADCs share the same global reference ladder to avoid gain

mismatch caused by difference references as shown in Fig.4.29. The reference ladder is

implemented as a piece of metal with total equivalent resistance of 30Ω. This ensures that

the reference ladder will not limit the settling speed of the capacitor DAC. The reference

ladder has on-chip decoupling MOM capacitors of 500pF which aims to minimize the voltage

ripple caused by switching currents from the capacitor DAC.

Layout of the core circuitry is shown in Fig.4.30 including 8 interleaving sub-channel

ADCs and a decimator. The decimator combines the data from 8 sub-channels downsamples

them to 40MHz. Without the decimator, full rate 2GHz output data would be almost

impossible for typical PCB board to support.
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Figure 4.26: Master sampling switch is distributed into each sub-channel ADC.

Figure 4.27: RC parasitics from long routing wires removed from the critical signal path.

Layout of the full chip is shown in Fig.4.31. The chip measures 1.5mm×1.5mm area with

core circuitry occupying 730µm×820µm. The rest of the area is filled with MOM decoupling

capacitors, which also helps fulfill the density requirement.
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Figure 4.28: Diagram showing symmetric wiring of the critical signal path.

4.8 Sources of additional degradation

4.8.1 Timing skew caused by VT mismatch among distributed master switches

Timing skew causes the input signal to be non-uniformly sampled by sub-channels. In an

N-channel interleaved ADC, the SNDR set by timing skew [122] is

SNR∆t =
N

N − 1
· 1

|R′′(0)|〈∆t2〉
(4.18)

where |R′′(0)| is the second derivative of the autocorrelation function R(0) of the input

signal. For the single tone sinusoidal test where the input is pure sinewave x(t) = sin(2πfint),

R′′(0) = −(2πfin)2, thus

SNR∆t =
N

N − 1
· 1

(2πfin)2〈∆t2〉
(4.19)

This provides a quantitative estimate of the impact of timing skews.
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Figure 4.29: Global reference ladder for all interleaving sub-channel ADCs.

Standard deviation of the threshold mismatch among the distributed master switches is

calculated as

σ∆Vt =
AVt√
W × L

=
2mV · µm√

18µm× 0.03µm
= 2.7mV (4.20)

where AVt is taken from the PDK, 1.8um/30nm is the size of the distributed switches. A

sampling clock slope of 1.5V/25ps translates this to a timing skew standard deviation of

σ∆t =
∆Vt

dV/dt
=

2.7mV

1.5V/25ps
= 45fs (4.21)

The worst case occurs when input frequency approaches Nyquist frequency fin = 2GHz,

SNR∆t =
N

N − 1
· 1

(2πfin)2〈∆t2〉

=
8

8− 1
· 1

(2π × 2GHz× 45fs)2
= 65dB

(4.22)

4.8.2 Bandwidth mismatch during tracking phase

Bandwidth mismatch arises from transistor mismatches among sampling switches, mainly β

mismatch that causes mismatches among on-resistance of the sampling switches. It results

146



CH2

CH4

CH6

CH8

CH1

CH3

CH5

CH7

Master
Bootstrap

Decimator

Full clock

Input

40MHz output

730um

820um

Reference 
ladder

Figure 4.30: Layout of the core circuitry, including 8 interleaving sub-channel ADC and

on-chip decimator.

in spurs that increase with the input (4.6). The bottom slave switch with the smallest size

of the three switches, labeled with dashed lines in Fig.4.32, dominates bandwidth mismatch.

Using Aβ = 0.4% · µm from the PDK, β mismatch can be calculated

∆β

β
=

Aβ√
W × L

=
0.4% · µm√

8µm× 0.03µm
= 0.8% (4.23)

The mismatch in on-resistance is then calculated

∆RON

ΣR
=

∆β

β
· RON

ΣR
=

20Ω× 0.8%

100Ω
= 0.16% (4.24)
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Figure 4.31: Layout of the full chip.

The equivalent timing skew due to bandwidth mismatch is then found by

∆tBW = 0.16%× 1

2× π × 5GHz
= 50fs (4.25)

Again, assuming that sampling capacitors match perfectly, the worst case occurs when input

frequency approaches Nyquist frequency fin = 2GHz,

SNR∆t =
N

N − 1
· 1

(2πfin)2〈∆t2BW 〉

=
8

8− 1
· 1

(2π × 2GHz× 50fs)2
= 64dB

(4.26)

The simulated bandwidth mismatch is 0.19%, which matches well with calculation.
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Figure 4.32: Bandwidth due to transistor mismatches.

4.9 Measurement and discussion

The supply voltage was reduced from designed 1.1V to 0.9V during measurement because of

over-voltage limit requirement. The cause of this reduction will be discussed in later sections.

The maximum sampling frequency is measured as 2.5GHz, above which the conversion cycles

would not complete. Fig.4.33 shows the measured spectrum with low frequency input of

42MHz and sampling frequency of 2.5GHz. Interleaving spurs at Fs/8 ± fin, 2Fs/8 ± fin

... suggest gain mismatches among sub-channels while interleaving spurs at Fs/8, 2Fs/8...

suggest input referred offsets after calibration. SNDR at DC is 52.0dB and ENOB is 8.35bit.

Fig.4.34 shows the measured spectrum with Nyquist input frequency of 1.2GHz and sampling
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Figure 4.33: Measured FFT spectrum with FS = 2.5GHz and Fin=42MHz.
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Figure 4.34: Measured FFT spectrum with FS = 2.5GHz and Fin=1.23GHz.

frequency of 2.5GHz. Interleaving spurs at Fs/8 ± fin, 2Fs/8 ± fin ... have grown which

are caused by timing skew/bandwidth mismatch. HD3 of 59dBc is the dominant harmonic

distortion. SNDR at Nyquist input frequency degrades to 46.4dB and ENOB is 7.4bits.

Fig.4.35 is the measured INL/DNL of the overall interleaved ADC and Fig.4.36 plots

INL/DNL of each sub-channel ADC, both measured with input frequency of 20MHz and

sampling frequency of 630MHz. The peak DNL of the overall ADC is (-0.39LSB, 0.23LSB)
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Figure 4.35: Measured DNL and INL with FS = 600MHz and Fin=20MHz.

and the peak INL of the overall ADC is (-0.81LSB, 0.52LSB). INL/DNL of the overall

interleaved ADC are significantly smaller because of averaging effect in the code density test

where the same input voltage is applied to all sub-channels for multiple times. The measured

INL/DNL is larger than expected and its reason will be explained in later sections.

Fig.4.37 plots SNDR versus the input frequency when the sampling frequency is fixed at

630MHz. Fig.4.38 plots SDNR, SFDR, HD3 versus input frequency respectively.

Fig.4.39 shows the measured power consumption versus input frequency. The dominant

source of static power consumption is the reference ladder which is used to create fractional

references. Rest of the circuits only consume dynamic power that scales with frequency.

At the maximum sampling frequency of 2.5GHz, the reference ladder consumes 50% of the

total power while clock buffers consume the second largest of 16mW, digital is the third

consuming 10.4mW and analog power, mainly comparators, measures 4.8mW as the lowest

power consuming block.

Table.4.1 compares the performance of the chip with state-of-arts. While SNDR and

ENOB are comparable to most of the published works, power consumption is noticeably
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Figure 4.36: Measured DNL and INL with FS = 600MHz and Fin=20MHz.

higher, which ultimately limits the figure-of-merit. As mentioned above, the dominant power

consumption is the reference ladder. The current design is over conservative in the ladder

power and later section will show that over 80% power reduction in this block will not

limit the performance. Since digital circuits are all implemented with standard cells, further

power reduction and speed improvement are both achievable by replacing standard cells with

custom logic circuits in the SAR logic critical path. The clock buffers can further benefit

from more optimized layout design that has shorter routing distance and smaller parasitics,

but the power consumption of the clock buffers cannot be significantly reduced because it is
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Figure 4.37: Effective bandwidth measurement, Fs=630MHz.
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Figure 4.38: SNDR vs input frequency at Fs=2.5GHz.

ultimately set by requirements on jitter.

In the following sections, the causes of the unexpected performance degradations will be

analyzed in details and corresponding solutions will be proposed.

4.9.1 VDD reduction due to over-voltage limit

In measurement, when VDD was 1.1V, transistor breakdown had been observed for the bot-

tom plate sampling switches. The typical voltage rating of LVT transistors is 0.9V and the
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CICC 2015 ISSCC 2015 ISSCC 2015 ISSCC 2016 VLSI 2017 TCAS 2018 This work

Architecture TI SAR TI SAR TI SAR TI SAR TI SAR TI SAR TI SAR

Technology(nm) 28 28 45 65 16 65 28

Resolution(bits) 10 10 10 10 10 10 10

FS(GS/s) 5 5 1.7 2.6 2 2.3 2.5

Fin(GHz) 2 2.35 0.8 1.3 1 1.1 1.2

Supply 1 1.8/1.0 1.2 1.2 0.85 1.2/1.1 1/0.9

SNDR@DC - 50 55 54.2 54.5 50.5 52.0

SNDR@Nyquist 41 46.2 51 50.6 50.6 47.6 46.4

Area(mm2) 0.57 0.45 0.057 0.83 0.014 0.19 0.3

Power(mW) 76 150 15 18 10 31 65

FOMWaldenfJ/conv. 165 96 30 26 20 69 151

Skew calibration Yes Yes Yes Yes Yes No No

Gain calibration Yes Yes No Yes Yes No No

Offset calibration Yes Yes Yes Yes Yes Yes Yes

Table 4.1: Performance comparison with state-of-art RF sampling ADCs.
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Figure 4.39: Power consumption versus sampling frequency.

maximum VGS for safe operation is 1.1V. However, with bootstrapping circuits that raise

gate voltages of bottom plate sampling switches to 2VDD, VGS of these transistor would ex-

ceed 1.3V. For transistors to safely operate, the supply had been lowered to 0.9V in the later

measurement. Back to the time of design, the voltage limit had been considered by me as a

long term reliability concern rather than a hard limit that results in transistor breakdown,

but it was indeed a strict limit. Bootstrapping should be applied with caution, especially in

modern technology nodes with thin oxide and short channels. Breakdown would easily oc-

cur if safe operation requirements were not satisfied. Because of this supply reduction, some

of the chip performance would unavoidably compromise, including the maximum sampling

frequency, tracking bandwidth and harmonic distortion. These will be discussed in details

in the following subsections.

4.9.2 Residual offsets

As shown in the low frequency spectrum measurement, interleaving spurs caused by offsets

are larger than expected. Offsets also raise the noise floor as each comparison cycle is a

2bit flash comparison in 2bit/cycle SAR conversion. First we quantify the residual offsets
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Figure 4.40: Bootstrapped bottom plate switches under large voltage stress.

from measurement by inspecting the measured DNL in each sub-channel. Fig.4.41 shows

that the measured DNL of each sub-channel has a repeating pattern, from which the input

referred offsets of all three comparators are extracted. Without noise, the measured DNL

would display the exact repeating pattern. The extracted offsets have a standard variation

of σVos = 0.52mV with minimum/maximum offsets of -1.2mV/1.5mV from 24 comparators,

3 comparators per sub-channel.

The offset calibration is designed to suppress input referred offsets of the comparators

to within ±0.4mV after calibration. However, the measured residual offsets are larger by

3∼4 times. This is caused by the different biasing conditions between comparators during

actual conversion mode and comparators during calibration mode. The input voltages to

the comparators are held on capacitors in CDACs during ADC conversion. They experience

a common mode voltage step when CLK is strobed from low to high because of capacitive

coupling paths labeled in Fig.4.42. M1,M2 extract charge from the capacitor array to estab-

lish the conducting channel when CLK becomes high. This common mode step is converted

to a differential voltage that appears as an input offset [22] due to transistor mismatches,

mainly Vt mismatches. However, during calibration mode, the comparator input terminals

are connected to a DC voltage source, thus during calibration the voltage source supplies
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the charge with no voltage step or conversion from common mode to differential mode. To

further verify the cause, we calculate the residual offsets using mismatch coefficients from

the PDK. Vt mismatch between the comparator input pair is

σ∆Vt =
AVt√
W × L

=
2mV · µm√

2µm× 0.045µm
= 6.7mV (4.27)

The common-mode step (common-mode kick back) is obtained from simulation,

∆Vin,CM =
COX
CS

(VGS − Vt1,2) = 20mV, VGS − Vt = 550− 300 = 250(mV) (4.28)

The residual offsets can be then estimated

σVOS,res =
COX
CS

σ∆Vt1,2 = 0.54mV (4.29)

This matches the measured residual offsets whose σ is 0.52mV. From Matlab simulation

where input referred offsets are manually inserted, the residual offsets limit the total SNDR

to 54dB in an otherwise ideal interleaved ADC. This is the most significant performance

limit for measurements at low input frequencies. A proper design should calibrate when the

comparators are operating in the same condition as in the actual ADC conversion, that is,

driven at the inputs by capacitor arrays. This will absorb the residual offsets into calibration

and suppress offsets to the designed range.
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Actual circuit during conversion Bias condition during calibration

Figure 4.42: Comparator during actual ADC conversion and calibration mode.

4.9.3 Gain mismatch due to reference mismatch

The measured low frequency spectrum also displays interleaving spurs at Fs/8±fin, 2Fs/8±

fin ... which can be caused only by gain mismatches. The impact of timing skew/bandwidth

mismatch is negligible at low frequencies. Gain mismatches arise from reference mismatches

as shown in Fig.4.43. The decoupling capacitors are all placed to the reference ladder while

sub-channels do not have dedicated local decoupling capacitors. Because all sub-channels

pull charge asynchronously at high speeds, 15GHz(2.5GHz×6) at the maximum sampling

frequency, it is difficult to estimate actual voltage fluctuations on the reference line. The

resistive wiring results in a systematic voltage drop along the wire for reference distribution

and induces interleaving spurs. The currents through the wires are not DC, but pulses.

From measured spectrum with low frequency input, the average spur level due to reference

mismatch is around -65dBc, we estimate the reference mismatch from the measurement

σ∆Vref = Vref × 10−
65
20 = 0.5mV (4.30)

0.5mV is well below 1LSb, but its impact is already noticeable. It limits the total SNDR to

59dB, obtained from Matlab simulation where static(DC) reference mismatch are inserted

in an otherwise overall ADC. The improved design would place decoupling capacitors at the

reference ladder in each sub-channel ADC so that the overall fluctuation on the reference

line become quiet. Reference mismatch is most severe during MSB cycles, so decoupling
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Figure 4.43: Reference mismatch caused by resistive routing and cub-channels pulling cur-

rents asynchronously.

capacitors should be placed mainly to the full scale reference Vref . Fractional reference

voltages serve LSBs, where sensitivity to reference mismatch is reduced proportionally. Cross

coupling among different channels are also minimized in this arrangement. Furthermore, the

power consumption of the reference ladder is significantly higher than necessary. Since

fractional references
Vref

4
,
Vref
16

are used only during LSB conversions, the currents these two

nodes need to support are much lower than MSB conversions. Currently the reference ladder

alone consumes 35mW static power. Reducing the reference power by 80% to 5.6mW will

not limit the conversion speed as shown in Fig.4.44.

4.9.4 Timing skew/bandwidth mismatch revisited

The measured spectrum with high frequency input displays spurs at Fs/8± fin, 2Fs/8± fin

... that increase with input frequencies. These are caused by timing skew and/or bandwidth

mismatches. However, these two cannot be distinguished from each other from measurement

because bandwidth mismatch is equivalent to timing skew to the first order. Since spurs
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Figure 4.44: Improved reference ladder design and reference distribution scheme.

caused by timing skew/bandwidth mismatches appear at the same frequencies as spurs

caused by reference(gain) mismatches, we isolate them by observing FFT phases of each

sub-channel. Without timing skew/bandwidth mismatches, adjacent sub-channels have a

uniform phase difference of

∆Φ = 2× π × 8︸︷︷︸
No. of TI

× Deci︸︷︷︸
Decim. ratio

×fin × Ts︸︷︷︸
1/Fs

(4.31)

Now with timing skew/bandwidth mismatches, phase mismatches appear among sub-channels

∆φ = 2× π × 8×Deci× fin × ∆t︸︷︷︸
skew

+
∆f0

f0

· fin
f0︸ ︷︷ ︸

BW mismatch

(4.32)

From measurement, phase mismatches with Nyquist 1.2GHz input are calculated

∆φ = [1.9, 0.2, 1.6, −0.7, −0.8, 2.1, −1.7]× 10−3rad

σ∆φ = 1.4× 10−3rad
(4.33)

This amount of phase mismatch would limit the SNDR of the interleaved ADC to 52dB. This

is worse than the impact of offsets and is the most significant degradation of performance at

Nyquist frequency.
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The spurs caused by bandwidth mismatches grow with the input frequency and is inverse

proportional to the tracking bandwidth. The tracking bandwidth in the actual chip degrades

for two reasons. First, because of VDD reduction from 1.1V to 0.9V, the on-resistances of

the sampling switches increase. Second, layout parasitics, mainly capacitors, were underes-

timated and there was no time to extract them before the tape-out deadline. The parasitic

capacitors from long routing wires connecting input signals to each sub-channel pose addi-

tional penalty on tracking bandwidth as shown in Fig.4.45. These routing wires are on top

metal layer with a total resistance less than 5Ω. The actual tracking bandwidth is estimated

to be 2.7GHz with simple calculation while simulation reveals it to be 2.4GHz.

With the same β mismatch, bandwidth mismatch increases to 0.2% as VDD reduction

raises the contribution of the smallest sampling switch to the total resistance

σ∆f0,β = 0.8%× 33Ω

129Ω
= 0.2% (4.34)

Additional, Vt mismatch needs to be included as VDD reduction results in reduced VOV ,

which amplifies the impact of Vt mismatch.

σ∆Vt =
AVt√
W × L

=
2mV · µm√

8µm× 0.03µm
= 4mV

σ∆f0,Vt
=

σ∆Vt

VGS − Vt
× 33Ω

129Ω
=

2.7mV

0.6V
× 33Ω

129Ω
= 0.1%

(4.35)

Thus, the net bandwidth mismatch is σ∆f0/f0 = 0.23%. It is converted to phase mismatch

of

σ∆φBW = 0.23%× 1.22GHz

2.4GHz
= 1.2× 10−3rad (4.36)

The reduced VDD also slows down the sampling clock and results in worsened timing skew

σ∆t =
σ∆Vt

dV/dt
=

2.7mV

1.2V/35ps
= 78fs

⇒ σ∆φskew = 2π × fin × σ∆t = 2π × 1.22GHz× 78fs = 0.6× 10−3rad

The overall phase mismatch due to timing skew/bandwidth mismatches is then

σ∆φ =
√
〈∆φ2

skew〉+ 〈∆φ2
BW 〉 = 1.3× 10−3rad (4.37)

The calculated phase mismatch is close to measurement and shows clearly the high frequency

performance degradation.
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Figure 4.45: Simplified equivalent circuits with increased transistor Ron and additional par-

asitics from layout.

There are two solutions to suppress the impacts of timing skew/bandwidth mismatches.

The first option is to better control the layout and re-optimize the transistor size to balance

HD3 and bandwidth mismatches. The current transistor sizing is optimized to primari-

ly minimize harmonic distortions without enough consideration for suppressing bandwidth

mismatch. An improved design would balance the two, which will be described in details

in the following section. The second option is to introduce timing calibration circuits, usu-

ally implemented with a programmable delay line that fine tunes the sampling instants of

each sub-channel ADC. In modern CMOS technology node, the resolution of the delay line

can be designed to be less than 50fs. This is well enough for 10bit resolution ADCs with

sampling frequencies up to 5GHz. This resolution of the delay line is mainly limited by

power consumption. It is possible to achieve finer resolutions, but at the cost of additional

power. Applying timing calibration circuits is a more sophisticated and complete solution,

but it requires additional hardware in DSP for error detection and the delay lines with fine

resolution also consume significant power.
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Figure 4.46: HD3 of re-optimized passive master/slave T/H, top plate switch size:

48µm/28nm, bottom plate slave switch size: 32µm/28nm, bottom plate master switch size:

48µm/28nm.

4.9.5 Harmonic distortion revisited

The harmonic distortions degrade for the previously mentioned reason of VDD reduction. The

measured harmonic distortion is dominated by HD3 and is around 10dB worse than designed.

VDD reduction leads to smaller transistor over-drive voltages of the sampling transistors [40],

which is the main cause of observed degradations in harmonic distortions.

VOV,design = 1.8V− 0.5V− 0.3V = 1.1V

VOV,actual = 1.4V− 0.5V− 0.3V = 0.7V

HD3Ron ∼
1

V 3
OV

→ Degradation = 20× log10((1.1/0.7)3) = 12dB

(4.38)

At Nyquist input frequency 1.2GHz, the total harmonic distortion limits the SNDR to 58dB,

which is still below spurs due to bandwidth mismatches. An improved design would redesign

the T/H under 0.9V supplies and balance the impact of harmonic distortion and bandwidth

mismatches. Fig.4.46 plots the simulated HD3 in a resized T/H at 0.9V supply voltage.

Bottom plate switches are enlarged to reduce mismatch at the cost of higher HD3. Now

the bandwidth mismatch is reduced by 2 times with 4 times larger switches, which reduces

spurs due to bandwidth mismatches by 2 times, improving the SNDR set by bandwidth

mismatches from -52dB to -58dB in an otherwise same circuits. Further improvements are
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achievable with better layouts that reduce routing capacitors. HD3 is still below -58dB in

the resized circuit and does not limit the overall SNDR.

4.9.6 Sampling jitter

The measured noise floor grows with input frequencies Fig.4.47 and this is caused by the

sampling jitter. At high frequencies the roll-off is around 4dB/octave instead of 6dB/octave,

which is caused by the additional contribution from offsets to the noise floor. From mea-

surement, the sampling jitter is extracted to be 130fs by subtracting contribution of offsets,

which is still higher than estimated during design. The degradation is mainly caused by

layout parasitic capacitors that had not been captured during schematic design.

As shown in Fig.4.48, a total of eight stages of buffers are in the clock chain that converts

the sinewave input clock to a square wave clock and distribute it to all sub-channels. The

output jitter arising from thermal noise within the clock buffer chain can be readily calculated

using the established noise calculation in [22, 90]. The noise currents from each buffer stage

integrate onto each stage’s loading capacitor when clock transitions, and the noise voltages

accumulated on the capacitors are converted to jitter in time domain by dividing the noise

voltage by the slope of the clocks.

Noise voltage: 〈v2
out〉 = 4kTγGm ×

tr
C2
L

([22, 90])

Clock slope:
dvout

dt
=
Gm · VDD2

CL

⇒ Output jitter: 〈∆t2〉 =
〈v2
out〉(

dvout/dt
)2 = 16kTγ · 1

Gm

tr
V 2
DD

(4.39)

Using simulated transconductances and clock transition times of each stage in transient

simulation, the total output jitter of the sampling clock is obtained.

〈∆t2sample〉 =
8∑
i=1

〈∆t2i 〉 → σ∆tsample = 77fs(< measurement) (4.40)

PSS/Pnoise simulation at schematic level shows a total output jitter of 80fs, which is close

to calculated. The most significant noise contribution is from the first stage, where the

input is a sinewave that has the longest window for noise to accumulate, and the second
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largest contribution is from the last stage, which has the heaviest loading capacitors. Now

we rewrite the jitter expression to investigate the impact of layout parasitics,

〈∆t2〉 = 16kTγ · 1

Gm

tr
V 2
DD

with tr =
CL

1
2
Gm

([90])

⇒ 〈∆t2〉 = 16kTγ · 1

Gm

1

V 2
DD

CL
1
2
Gm

= 32kTγ · CL
(GmVDD)2

(4.41)

This shows clearly how additional parasitic capacitors directly degrade jitter. Using the

same calculation and updated rise/fall times obtained from post-layout simulations, the

jitter increases to 105fs. Parasitic resistors do not directly contribute jitter as they appear

in series with the loading capacitor, but they slow down the sampling clock, allowing longer

time windows for noise to accumulate and resulting in degraded jitter. With additional 80fs

jitter from the instrument, the total sampling jitter is 135fs, which is close to measurement.

The sampling jitter limits the SNDR to 60dB.

SNRjitter = 20 log10

(
1

2π × 1.2GHz× 135fs

)
= 60dB (4.42)

The impact of sampling jitter is noticeable, but remains below contributions of bandwidth

mismatches and harmonic distortions to the total SNDR.

4.9.7 Imperfections breakdown

Fig.4.49 plots the breakdown of various imperfections versus the input frequency at the

sampling frequency of 2.5GHz. At low frequencies, comparator residual offsets are the most

significant performance degradation source followed by reference mismatches. Input referred

noise across all frequencies falls below the quantization noise floor. At high frequencies, band-

width mismatch induced spurs dominates over other imperfections. Harmonic distortion is

the second largest frequency dependent degradation at high frequencies. This highlights the

importance of controlling bandwidth mismatch and maintaining a healthy tracking band-

width. In this design, with three switches in series, achieving high bandwidth becomes more
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Figure 4.47: SNR versus input frequency to extract sampling jitter.

Figure 4.48: Clock buffer chain.

difficult than other designs where T/H circuits involve only one or two transistors. Sam-

pling jitter and timing skew are still well controlled in the fabricated chip and do not pose

significant limit to the overall performance.

4.9.8 Future improvements

The fabricated chip has demonstrated the potential of high-frequency moderate-resolution

ADC design driven by complete circuit understandings. With minimum digital calibration,

only comparator offsets calibrated in foreground, the ADC is still able to achieve comparable

SNDR with state-of-arts. Due to lack of time, some of the design choices could not be fully

optimized. Future improvements, as described in the previous section, would include

• Absorb common-mode kickback into offset calibration mode;

• Replace standard cells used in SAR logic with custom logic circuits;
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Figure 4.49: Calculated circuit imperfections breakdown.

• Reduce power consumption in the reference ladder and distribute the ladders to each

sub-channel;

• Place local decoupling capacitors in each sub-channel;

• Re-size T/H to balance the impacts between harmonic distortion and bandwidth mis-

matches;

• Improve the layout. The passive T/H and SAR conversion speed will both benefit from

a improved layout design.

Projected performance improvements and power reduction are shown in Fig.4.50 and Fig.4.51.

Offsets would be reduced to the design boundaries of ±0.4mV . 4dB SNDR improvement

can be achieved from correct offset calibration. Bandwidth mismatch is reduced by 2 times

in the re-sized T/H as described in section 4.9.5. The improvement at high input frequencies

also assumes a better layout that would maintain the tracking bandwidth around 5GHz,

which is feasible given more time for implementation.
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Figure 4.50: Projected performance improvement compared with measurement.
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Figure 4.51: Projected power reduction compared with measurement.

4.10 Conclusion

This dissertation has demonstrated the potential of designing high speed ADCs based on

complete circuit understandings. Limitations have been quantitatively studied and compared

with measurement. While digital calibration is a powerful tool to combat many imperfections

168



in analog circuits, it is not always easy to implement and poses additional hardware overhead

by itself. It should be only used to further improve performance of a fully optimized design

rather than a universal solution that rescues any poorly designed circuits. In the regime

of below 5GHz sampling speed and 10bit resolution, as this dissertation reveals, a fully

optimized simple design is able to achieve the desired performance without intensive digital

calibration. The analytical study presented in this dissertation provides a frame that enables

designers to have a good first-cut estimate for high speed ADC designs and make correct

design choices early on. It is good to have digital calibration, but only when necessary and

done properly.
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CHAPTER 5

Conclusions

This dissertation has shown that how modern mixed-signal circuit design can benefit from

circuit fundamental understandings. Designing comparators, ADCs or PLLs are certainly

different from designing opamps, which has a well established framework that contains all

aspects of design optimization. There is no ambiguity in opamp design today. This disserta-

tion contributes to building similar frameworks for mixed-signal circuit design that explain

existing design techniques and enables more optimized designs. This subject as a whole

is of course beyond one single thesis, but this dissertation has proved that mixed-signal

circuit design, which often involves time-varying systems with hard non-linearity, is not a

field where the unknown prevails understanding. These circuits/systems can be analytically

characterized and understood with proper approaches. And finally, they can be designed

with knowledge rather than trial and error.

Key contributions of this dissertation are summarized as below.

For the comparators,

• For the first time, dynamic offsets in regenerative latch due to common mode to dif-

ferential mode conversion is clearly visualized and explained using phase plane plots.

• For the first time, the operations of the strongARM comparator and various double-tail

comparators are clearly defined. Their operation has been condensed to the internal

dynamic amplifiers that ultimately determine offsets and noise, which are then quan-

titatively studied and verified.

• For the first time, closed-form expressions for offsets arising from different mismatches

in strongARM comparators are derived. This answers the question if these offsets are
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VDD dependent and whether they can be reliably calibrated.

• For the first time, the design trade-off between a strongARM comparator and a double-

tail comparator is clearly defined. This extends to all regenerative comparators.

• Design guidelines for regenerative comparators are provided.

For bang-bang PLLs,

• For the first time, bang-bang PLLs are characterized based on linearized frequency

domain analysis that renders closed-form expressions for loop gain, bandwidth, phase

noise and jitter.

• Optimum loop gain to minimize jitter of bang-bang PLLs is derived using practical

design parameters. Calibration to find such optimum is then explained using the

established frequency domain analysis.

• Simple design guidelines for bang-bang PLLs are provided.

For ADC design,

• The prototype ADC is an example to demonstrate the power of the systematic de-

sign approach of ADCs. Trade-offs are quantitatively compared. Imperfections are

characterized and budgeted at the phase of design.

• As simple as it is, the prototype ADC performs fairly well (with degradations not fully

captured by design) compared with stat-of-arts that have intensive calibration, but

in a considerably shorter time frame and with much less complexity. This shows the

power of optimization driven by circuit understandings.

• Passive T/H is explored and implemented in the prototype ADC. Its potential has been

clearly demonstrated. With the analytical approach presented in this dissertation,

designers can determine early on if a passive T/H is sufficient for certain application

or more sophisticated circuits would be necessary.
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Because of lack of time, the prototype ADC has not fully reached its potential and it can

be further improved in many perspectives. Some are immediate steps to fix the observed

degradations as below.

• Absorb common-mode kickback into offset calibration mode;

• Replace standard cells used in SAR logic with custom logic circuits;

• Reduce power consumption in the reference ladder and distribute the ladders into each

sub-channel;

• Place decoupling capacitors locally in each sub-channel;

• Re-size T/H to balance the impacts between harmonic distortion and bandwidth mis-

matches;

• Improve layout. The passive T/H and SAR conversion speed will both benefit from

improved layout design.

Yet, some questions deserve more study and as mentioned above, they need to be analytically

addressed and included in a larger framework.

• 2bit/cycle SAR is implemented in this design to reduce number of interleaving channels.

Its poses stringent requirements on comparators. But it is also feasible to speed up

1bit/cycle SAR with other CDAC switching scheme and potentially achieve comparable

speed improvement as a 2bit/cycle SAR.

• Hybrid architectures can become valuable. For example, a pipelined SAR ADC im-

proves conversion speed with the aid of an active amplifier. Though it results in

additional power and design efforts, it is possible to achieve a better design trade-off

than a pure SAR ADC.

• With master/slave T/H, timing skews are suppressed with a global master clock. The

cost is the additional transistor in series, which actually limits bandwidth matching
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and distortion. Is it possible to implement other clocking scheme that controls timing

skew without increasing number of switches in T/H?

• In this design, no calibration is introduced except offset calibration. It is always an

open question about the overhead from calibration. If it is implemented efficiently,

it may significantly improve the performance with possibly little overhead. But it

needs much more consideration in both analog and digital circuit, and the partitioning

between analog and digital domains is always challenging. This is where significant

contribution can be made to the whole ADC design community.
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