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A transportable fast neutron detection system has been designed and constructed for measuring neutron
energy spectra and flux ranging from tens to hundreds of MeV. The transportability of the spectrometer
reduces the detector-related systematic bias between different neutron spectra and flux measurements,
which allows for the comparison of measurements above or below ground. The spectrometer will
measure neutron fluxes that are of prohibitively low intensity compared to the site-specific background
rates targeted by other transportable fast neutron detection systems.

To measure low intensity high-energy neutron fluxes, a conventional capture-gating technique is
used for measuring neutron energies above 20 MeV and a novel multiplicity technique is used for
measuring neutron energies above 100 MeV. The spectrometer is composed of two Gd containing plastic
scintillator detectors arranged around a lead spallation target. To calibrate and characterize the position
dependent response of the spectrometer, a Monte Carlo model was developed and used in conjunction
with experimental data from gamma ray sources. Multiplicity event identification algorithms were de-
veloped and used with a Cf-252 neutron multiplicity source to validate the Monte Carlo model Gd
concentration and secondary neutron capture efficiency. The validated Monte Carlo model was used to
predict an effective area for the multiplicity and capture gating analyses. For incident neutron energies
between 100 MeV and 1000 MeV with an isotropic angular distribution, the multiplicity analysis pre-
dicted an effective area of 500 cm2 rising to 5000 cm2. For neutron energies above 20 MeV, the capture-
gating analysis predicted an effective area between 1800 cm2 and 2500 cm2. The multiplicity mode was
found to be sensitive to the incident neutron angular distribution.

& 2016 Elsevier B.V. All rights reserved.
1. Introduction

The Multiplicity And Recoil Spectrometer (MARS) is a trans-
portable fast neutron detection system for measuring neutron
spectra and flux ranging from tens to hundreds of MeV. Specifi-
cally, MARS was designed to measure neutron fluxes that are of
prohibitively low intensity compared to the site-specific back-
ground rates targeted by other transportable fast neutron detec-
tion systems. The transportability of the detector is a key feature
which reduces the detector-related systematic bias between dif-
ferent neutron spectra and flux measurements.

Conventional fast neutron spectrometers for high-energy neu-
tron fluxes utilize capture-gating [1–3]. A capture-gated event
sequence is as follows: an incident fast neutron undergoes
ecker).
multiple scatters in the detector and a single large energy de-
position is recorded. In this work a deposition is defined as the
integrated charge in 300 ns time range and an event is a collection
of correlated depositions. To record the capture-gated event, the
initial neutron is thermalized and captured in the detector. The
capture-gated analysis infers the incident neutron spectra by un-
folding the measured energy in the initial deposition using a
known or simulated detector response. While capture-gating is
capable of measuring high-energy neutron spectra, it may not be
ideally suited for measuring high-energy neutron spectra. In par-
ticular, high-energy neutrons with energies of hundreds of MeV
are difficult to measure due to their small macroscopic scattering
cross-section and ability to escape the detector after the initial
scatter.

To measure high-energy neutron fluxes MARS uses two mea-
surement modes: a capture-gating mode for neutrons energies
above 20 MeV, and a multiplicity mode for neutron energies above
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Fig. 1. An exploded view illustration of the detectors, frame, and lead.
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100 MeV. In the multiplicity mode, a fast neutron interacts in the
lead target producing multiple secondary neutrons with average
energies predicted from Monte Carlo simulations ranging from ∼1
to 2 MeV [4,5]. These secondary neutrons thermalize and are
captured producing depositions in the detector. The advantage of
using the multiplicity mode is that high multiplicity events are
comparatively easier to distinguish from uncorrelated neutron or
gamma ray background events than in a conventional capture-
gating analysis.

The first high-energy neutron flux measurement performed by
MARS was at the Kimballton Underground Research Facility
(KURF) near Giles, Virginia. Measurements were performed at the
380, 600, and 1450 meters water equivalent (m.w.e.) depths. Due
to the transportability of MARS, the detector-related systematic
bias between the three measurements was minimized, which will
facilitate the creation of a robust model of the depth-dependence
of the high-energy neutron flux. Predictions from this model will
be used as an input to estimate backgrounds in the proposed an-
tineutrino detector WATCHMAN [6] and future underground ex-
periments, for which high-energy neutrons are often a dominant
background. The measurement and analysis of the neutron energy
spectra and flux at the three KURF depths will be presented in a
future results paper. This paper focuses on the measurement
concept, design, construction, calibration, and operational char-
acteristics of MARS.

In the remainder of the paper those features of the MARS de-
tector design, construction, and calibration that are relevant for
the multiplicity mode are addressed. No spectroscopic re-
constructions are presented in this work; predicted detector re-
sponse changes as a function of the incident neutron energy are
presented. Future papers will cover the ability of MARS to re-
construct the incident neutron energy dependent flux above and
below ground. In Section 2 the multiplicity measurement techni-
que used by MARS is introduced and a description of the detector
is provided. In Sections 3 and 4 the Monte Carlo model and the
detector characterization by experimental and simulation meth-
ods is presented. In Section 5 a triggering algorithm for detecting
multiplicity events is presented. In Section 6 the predicted de-
tector response to time-correlated multiplicity events using Cf-252
neutron multiplicity source is presented. This analysis is used to
validate the Monte Carlo model Gd concentration to ensure the
correct secondary neutron capture efficiency. Finally in Section 7
the validated Monte Carlo simulation is used to predict the ef-
fective area of the MARS detector to high-energy neutrons for the
multiplicity and capture-gating modes.
2. MARS design

MARS was designed to be an efficient, transportable fast neu-
tron spectrometer that uses both the multiplicity and capture-
gating modes. The detection medium consists of plastic scintillator
sheets interleaved with Gd coated Mylar sheets. Two such units
are arranged around a lead target in which secondary neutrons are
generated by the incoming fast neutrons of interest. A schematic of
MARS is shown in Fig. 1.

The plastic scintillator sheets provide an efficient, radiation
sensitive, neutron down-scattering medium. The large thermal
neutron capture cross section and energetic de-excitation of the
Gd nucleus allow for identification of neutron capture interactions
when coupled with the light output from the plastic scintillator.
The lead is an efficient fast-to-slow neutron converter. In addition
to the neutron detector, MARS consists of a muon veto system and
associated electronics which are housed in a mobile deployment
platform. Where drive-in access is available, MARS can be trans-
ported by moving the deployment platform with a Z1-ton pickup
truck. In the absence of drive-in access, the detector must be
partially disassembled.

For measuring high-energy neutron spectra, MARS uses the
multiplicity mode, which was previously proposed and demon-
strated for high-energy neutron integrated flux measurements,
but not for energy spectra measurements [7,8]. This method has
the previously unexploited potential for spectral unfolding of the
primary neutron energy spectrum based on the multiplicity and
other associated characteristics of the secondary neutrons.

2.1. Multiplicity measurement concept

When a primary fast neutron interacts with the lead target as
shown in Fig. 2a, a spallation reaction can occur, resulting in
multiple ∼1–2 MeV secondary neutrons emerging from all sides of
the target. These secondary neutrons down-scatter in the scintil-
lator surrounding the lead and are captured by a Gd nucleus in the
paint with an experimentally measured capture time of
18.773.0 μs (Section 6). The excited Gd nucleus then de-excites
emitting 1–5 gamma rays with a total energy of ∼8 MeV which
interact in the scintillator, forming a deposition. Energy deposi-
tions above 8 MeV which are anti-coincident from the muon veto
and initiate the multiplicity event trigger are ascribed to scattering
from primary neutrons or secondary particle interactions not in-
cluding neutron capture on Gd. Scattering or non-capture de-
positions are assumed to be the first deposition in a multiplicity
event. Events with depositions above 8 MeV after the first de-
position are discarded. The timing structure of an example event is
displayed in Fig. 2b. An event is characterized by:

1. Multiplicity: Excluding the first deposition, the number of de-
positions with ≤8 MeV deposited energy.

2. Capture Energy: Excluding the first deposition, the total de-
posited energy from all depositions.

3. Thermalization Energy: The deposited energy from the first de-
position.

Finally, in Fig. 2c the detected secondary neutron multiplicity is
displayed for several primary neutron energies spanning 100–
500 MeV. The endpoint in the detected event multiplicity in-
creased with the incident neutron energy.

2.2. Neutron detection system

The neutron detection system of MARS consists of two plastic
scintillator/Gd detectors with dimensions 100�75�25 cm3

mounted above and below a 101�71�20 cm3 lead converter
supported by a steel table. The neutron detectors each consist of
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Fig. 2. (a) Depicts a high-energy neutron initiating a spallation reaction in the lead
and generating secondary neutrons. These secondary neutrons down-scatter in the
scintillator and are captured on a Gd nucleus in the paint. The Gd de-excitation
produces 1–5 gamma rays which further interact in the scintillator. (b) Depicts the
timing characteristics of a high-energy neutron multiplicity event. An event is
characterized by the number of neutron captures recorded (Multiplicity), the total
energy deposited by the Gd de-excitations (Capture Energy), and the neutron en-
ergy deposited during down-scattering (Thermalization Energy). (c) Depicts the
predicted secondary neutron multiplicity response for several different primary
neutron energies in MARS.
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twelve 2 cm thick BC-408 plastic scintillator sheets interleaved
with thin Mylar sheets coated with a Gd loaded paint. Each
100�25 cm2 face is coupled to a 100�25�10 cm3 acrylic light
guide. Eight 5 in diameter ADIT B133D01 photo multiplier tubes
(PMTs) [9] are coupled to the light guides by silicon grease.

The two neutron detectors are held together by a steel frame.
The frame is mounted to the top and bottom of the lead containing
steel table. An exploded view of the assembly of the detectors,
table, and lead are shown in Fig. 1. The table is bolted to the frame
of the deployment platform.
2.3. Muon veto system

The muon veto system consists of seven 72�24�1 in3 plastic
scintillator paddles coupled to fishtail light guides and PMTs on
each end. These seven paddles surround the detector on the top
and sides. Four more paddles with dimensions 31�28�2 in3

cover the ends of the detector; a single PMT is mounted in the
center of the paddle.

2.4. Data acquisition system

The MARS DAQ is composed of four 14 bit, 250 MHz Struck
SIS3316 sixteen channel Waveform Digitizers (WFD) [10] and a
CAEN 1495 General Purpose Board programmed to produce a
240 MHz clock for board synchronization [11]. Each neutron de-
tector is readout by one WFD, while the veto detectors are split
between two WFDs.

Firmware programming in the SIS3316 WFD calculates and
records accumulated charge values for 8 independently configur-
able time ranges. Full waveforms are not recorded to reduce data
rates. To characterize the signal three of the time ranges are used
by the current analysis: a 100 ns pre-pulse recorded before the
trigger to measure the WFD pedestal, 300 ns after the trigger to
integrate the pulse, and a final 300 ns time range beginning 300 ns
after the trigger is used to indicate pulse pileup. All WFDs use
group triggering: the signals of all 16 PMTs in a neutron detector
are recorded if a group of four PMTs exceeds a threshold. The veto
group triggering is slightly different: the associated group of four
PMTs is recorded only if that group passes the associated thresh-
old. The top veto fishtail panels are recorded as 2 groups. Each
overlapping pair of side veto fishtail panels belong to a group and
each overlapping pair of square veto panels belong to a group. By
using this group triggering scheme for the detection system, dark-
noise triggering is reduced.
3. Monte carlo model

The MARS Monte Carlo package was designed to predict the
detector response to gamma rays, neutrons, and muons. The fol-
lowing section describes the physics models chosen to simulate
the response from these particles and provides a prediction of the
muon veto efficiency.

3.1. The model

Geant4.9.6.p02 [4,5] was used with the Shielding physics list to
model the detector response. A post-processing simulation ana-
lysis was used to appropriately quench particle interactions [12],
apply the integration time ranges described in Section 2.4, and
apply the position dependent response described in Section 4.
Using these models and analysis two problems were encountered
in regards to simulating the predicted neutron response: poor
modeling of the multiplicity and total energy of Gd de-excitation
gamma rays originally identified by Horton-Smith [13] and a poor
reproduction of the inelastic reaction channels and kinematics for
neutron-carbon interactions above 20 MeV as shown first by
Roeder [14].

The evaporation model was used to simulate Gd de-excitations.
In contrast to the the default final state model, the evaporation
model conserves energy and more accurately reproduced the
gamma ray multiplicity for the Gd de-excitation. However the
evaporation model underpredicts the 1–2% of decays that result in
a single gamma ray at an energy near the Q value.

The MENATE_R package [14,15] was used to simulate inelastic
neutron carbon interactions. MENATE_R considers six inelastic



Fig. 3. A depiction of the computer rendering of the MARS detector system inside
the deployment platform. Simulation axes and the model scale are included.
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reaction channels: (n,n'3α), (n,α), (n,n'p), (n,γ), (n,n'n), and (n,p)
which were tuned to results from several experiments [16,17]. In
contrast to several Geant4 cascade models, MENATE_R does not
over-predict the (n,γ) reaction channel [14,15].

Using the aforementioned physics models and the dimensions
described in Section 2, the simulation includes the neutron de-
tectors, the lead, the veto system, and the deployment platform as
displayed in Fig. 3.

3.2. Muon veto efficiency

Neutrons, muons, and a range of other cosmogenic high-energy
particles induce spallation reactions on the lead target described
in Section 2. If not identified by the veto system, muons can in-
teract in the lead producing multiple neutrons, which appear si-
milar to a high energy neutron event.

Using the previously described models the muon identification
efficiency was investigated. In all deployment scenarios the non-
identified muon rate could be problematic if it overwhelmed the
desired neutron flux. In underground deployment scenarios
muogenic neutrons are expected to be strongly forward peaked
with the incident muon direction [18], making it difficult to dis-
entangle the muon and neutron components. Due to the poten-
tially entangled nature of the underground signal, the muon
identification efficiency of MARS was modeled using a Monte Carlo
simulation.

In above ground deployment scenarios, the energy and incident
direction of muons are sampled using the CRY package for Geant4
[19]. Underground muons are sampled from the distribution de-
scribed by Reyna [20] and propagated to the appropriate depth
using a site specific overburden map. The Reyna distribution was
used underground to slightly reduce computation time. Here the
muon veto efficiency was characterized for an underground de-
ployment scenario at KURF at a depth of 600 m.w.e.

Muons that deposited energy in the detector, but not in the
veto were counted as unidentified muon events. No cuts were
applied based upon the detected multiplicity. Detector and veto
position dependent response calibrations described in Section 4 as
well as software thresholds were applied to all energy depositions.
Dividing the number of missed muon events by the number of
muons passing through the detector or veto, a muon identification
efficiency of 99.99570.002% was predicted, where the error in-
corporates only statistical uncertainty.

4. Detector calibrations and characterization

To ensure a time-independent response over a large dynamic
range for the PMTS in MARS, two pre-processing corrections were
made to the data: accounting for gain drift over time and the non-
linear response of the PMTs to light. The following section de-
scribes the gain drift and linearity corrections. After the correc-
tions, the energy calibration and position dependent response was
determined using the Monte Carlo model described in Section 3
and the measurement of Cs-137 and Co-60 sources.

4.1. Gain drift

To account for changes in the detector configuration that cause
gain drift (PMT drift, mechanical coupling, etc.), a time-in-
dependent response can be achieved by gain matching the PMTs
by the single photo-electron (PE) spectra before and during an
experiment. However the gain of the 5 in diameter PMTs was not
sufficient to observe single PEs over the noise of the WFD and
associated electronics. A rough estimate of the measured single PE
response was obtained for a subset of the PMTs using an oscillo-
scope in place of the WFDs. This estimated PE response is used to
compare gain drift in the following section.

In the absence of a single PE peak the muon energy distribution
was found to be the most consistent feature throughout a mea-
surement period. While the muon energy and angular distribution
can change depending on the deployment scenario, muons pas-
sing perpendicularly through both neutron detectors and the lead
deposit roughly the same energy corresponding to the peak at
10,000 PE in Fig. 4a. The rate at which muons interact in only one
neutron detector, depositing a significantly larger or smaller en-
ergy than perpendicular muons, changes the tails of the muon
peak distribution in Fig. 4a but does not change the peak position.

Muon events were identified by large energy depositions in the
detector in coincidence with the surrounding veto. Each PMT's
gain was adjusted based upon the position of the peak in the
muon energy distribution relative to its position at the beginning
of initial construction. The threshold for muon identification was
applied to the detector energy (sum of all 16 PMTs) shown in
Fig. 4a to the right of the dotted vertical line. The detector count
rate with a coincident muon veto event is displayed as a function
of energy in Fig. 4b for a representative PMT from the neutron
detector. The blue data with no marker is uncorrected data from
the 1450 m.w.e. depth of KURF. The red data with a triangle
marker was taken at KURF at the 600 m.w.e. depth. The 600 m.w.e.
depth was selected as the reference gain template. Due to the
increased rock overburden the uncorrected data from the 1450 m.
w.e. depth had roughly an order of magnitude lower muon rate
than the template data. A transformation described by Eq. (1) was
applied to all points in the blue unmarked data to produce the
corrected black square marker data:

→
→ ( )

x Gx

y aGy

,

, 1

where x and y before the transformation were the measurement in
PE and rate respectively, and after the transform are the corrected
measurement in PE and rate respectively, a is the vertical over-
burden scaling factor, and G is the PMT gain factor. A χ2 mini-
mization with respect to a and G was performed using ROOT's
MINUIT2 [21] package from ∼150 PE to ∼1000 PE to produce the
correction. The χ2 function used was

∑χ
σ

=
−

( )

⎛
⎝⎜

⎞
⎠⎟

y y
,

2i

corr i temp i

corr i

2 , ,

,

2

where the subscript i refers to the bin number, ycorr i, is the ith bin
of the shifted weekly count rate, ytemp i, is the ith bin of the tem-
plate count rate, and σcorr i, is the ith bin of the error in the shifted
weekly count rate.
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Fig. 4. (a) The total neutron detector energy spectrum is shown. The edge at 1000
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is the corrected data. (c) Displays the gain correction factor G as a function of time
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mechanical decoupling. (For interpretation of the references to color in this figure
caption, the reader is referred to the web version of this paper.).
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Gain matching the muon energy distribution was performed on
a 7–14 day basis depending on the muon rate and it was assumed
that the gain was relatively constant over this time span. An ex-
ample time dependent gain correction is displayed in Fig. 4c for
the same PMT as Fig. 4b. The detector and the deployment plat-
form were moved at week 23 resulting in the gain shift observed.
Slow gain degradation was observed for a stationary detector over
a many week period. The degradation was assumed to be the re-
sult of mechanical decoupling. At the end of the 37 weeks dis-
played in Fig. 4c, the average gain correction for the neutron de-
tector PMTs was 1.2670.12.
4.2. Non-linearity

Non-linear response in PMTs can occur when sufficient charge
is introduced into the dynode structure to induce space-charge
effects. In this situation, large numbers of electrons decrease the
accelerating electric field limiting further electron generation on
the dynodes [22]. To measure the PMT non-linearity, PMT cali-
brations were performed before the MARS detector was as-
sembled. Various combinations of multiple light emitting diodes
(LEDs) were used to measure the PMT response to a wide range of
light levels, and to determine the relationship between these
combinations and single LEDs at a fixed drive pulse voltage. For
example, if the PMT response to a pair of LEDs pulsing is less than
the sum of the PMT response to those LEDs pulsing separately, that
would reveal a non-linearity in the PMT response.

Each PMT and three independently driven LEDs were placed
horizontally in a light tight box. The LEDs were closely spaced
together and independently connected to a fast square pulse
generator. All combinations of the three LEDs were pulsed at a
fixed LED voltage and the PMT response was recorded by the DAQ.
That is, the response was recorded for each LED pulsing in-
dividually, each pair pulsing simultaneously, and all three pulsing
simultaneously. All combinations were covered within a few
minutes at a given drive pulse voltage to minimize the effect of the
variation of LED light output with ambient temperature. Initially
the LEDs were driven at low voltages so that only a small signal
was observed; here the PMT was assumed to operate in a linear
regime. The driving voltage was adjusted so that the range of light
outputs spanned by the LED permutations at a given voltage
overlapped with those at adjacent voltages. In this way the non-
linear response curve of the PMT was measured via “boot-strap-
ping” upwards from the few PE level. Results are plotted in Fig. 5
for a representative PMT. Linearity corrected values were found by
spline interpolating Fig. 5 using ROOT's TGraph [21].

4.3. Energy calibration

Using the gain drift and linearity corrections, four sets of
measurements and simulations were performed to characterize
the detector energy calibration and position dependent response.
The detector energy calibration was used to transform the mea-
sured WFD value to energy and the position dependent response
was used on subsequent simulations to approximate the detector
light transport. All energy calibrations performed in this section
utilized a Co-60 and a Cs-137 gamma ray source. For all mea-
surements and simulations acceptable fits were found over the
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range of the Compton valley to the Compton Edge.
The following measurements were performed:

1. The detector response in the center of a neutron detector.
2. The position dependent response relative to the first measure-

ment of a neutron detector.
3. The position dependent response of the 72�24�1 cm3 veto

paddles.
4. The position dependent response of the 31�28�2 cm3 veto

paddles.

All measurements used the same algorithm to determine the
energy calibration and detector response: a χ2 minimization was
performed while linearly shifting the data and convolving the si-
mulation with a Gamma distribution. To describe the linear shift
and convolution four free parameters were used:

1. m: the conversion from the WFD value to calibrated energy.
2. b: the constant shift for the calibrated energy.
3. c: the constant convolution parameter.
4. d: the energy dependent convolution parameter.

The χ2 function used was

∑χ
σ

=
−

( )

⎛
⎝⎜

⎞
⎠⎟

E E
,

3i

exp i sim i

exp i

2 , ,

,

2

where Eexp is the shifted experimental spectrum, Esim is the con-
volved simulated spectrum, and sexp is the shifted experimental
spectrum error. The experimental spectrum was shifted by

= * + ( )E m WFD b, 4exp

where WFD is the value of the WFD pulse integral as described in
Section 2. The simulation spectrum was convolved with a Gamma
distribution

( ) ( )∫ θ= * ( )E S E G E k dE, , , 5sim

where S(E) is the energy dependent original simulation spectrum,
θ( )G E k, , is the energy dependent Gamma distribution, k is the

Gamma shape parameter, and θ is the Gamma scale parameter.
The Gamma distribution parameters were calculated using the fit
parameters c and d:

σ θ

μ θ

= + =
= = ( )

c d E k

E k

,

. 6

The first measurement for the energy calibration was in the
center of the top neutron detector using the above algorithm. A
collimator with slit dimension 8�0.4 in2 was fashioned out of
four 8�4�2 in3 lead bricks to restrict the measured detector
response to the center of the detector. The four lead bricks were
placed with the 8�4 in2 face in contact with the detector. The
collimator was placed at the center of the detector, with the 8 in
length running parallel to the detector 100 cm side, and 1 μCi of
Cs-137 and Co-60 were separately measured. The convolved si-
mulated energy and calibrated experimental spectrum are shown
in Fig. 6. The Gamma distribution used in Eq. (5) was found to be a
poor model of the energy resolution observed in regions outside
the Compton edge. A more robust model to fully describe the light
collection efficiency controlling the energy resolution is not con-
sidered feasible given the complicated internal geometry of the
scintillator sheets, acrylic, and associated air–grease boundaries.

The second measurement accounted for the position depen-
dent response relative to the center calibration of the neutron
detector. Spectra from Co-60 were measured in a 5�5 grid on the
top neutron detector. Only Co-60 was used due to a prohibitively
long measurement time for the Cs-137 source that was available.
Due to the position dependent calibration only having one source,
the number of fit parameters were reduced by fixing the center
calibration values and adding one multiplicative factor T:

σ θ

= * * +

= + * = ( )

E m T WFD b

c d T E k

,

, 7

exp f f

f f

where all parameters with the subscript f denote previously de-
fined parameters from Eqs. (4) and (6). The subscript f parameters
were fixed to the same value as the calibration in the center of the
top neutron detector. The only free fit parameter was T.

The third measurement used uncollimated Cs-137 and Co-60
sources separately at the center and both edges of the 72�
24�1 in3 veto paddles. The last measurement used the same
uncollimated sources at the center and one corner of the 31�
28�2 in3 paddles. Both the third and fourth measurements used
the χ2 analysis described by Eqs. (3)–(6).
5. Multiplicity event identification

After the calibrations and characterizations described in Sec-
tion 4, different multiplicity identification algorithms were in-
vestigated. In experiments without a triggered start time, fast
neutron multiplicity events are difficult to detect: no consistent
signal exists to identify the start of an event. Therefore, the mul-
tiplicity analysis identifies correlated energy depositions that form
an event. The following section describes an algorithm for de-
tecting correlated secondary neutron depositions given the known
neutron capture time and the location dependent uncorrelated
ambient gamma ray and neutron rate. No consideration is given to
the primary neutron.

5.1. Ranking identification algorithms

A Monte Carlo model based upon the measured neutron cap-
ture time of 18.773.0 μs (Section 6) was created to test various
multiplicity identification algorithms. Additionally, the model in-
cluded environmental and source induced background depositions
which could be characterized by the distribution of time between
energy depositions in the detector. If the background is un-
correlated, the distribution of time between depositions is a
Poisson distribution. The triggering model assumed that the
background depositions were uncorrelated and used an
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exponential fit of the time between depositions distribution to
determine the characteristic time constant. In the rest of this paper
the fitted characteristic time constant is referred to as the inter-
event time.

To analyze different triggering algorithms, the neutron capture
time was sampled to simulate n neutron captures starting from
time zero. The uncorrelated gamma ray and neutron background
was included by sampling the background distribution, starting
two inter-event times before the first neutron capture until two
inter-event times after the last neutron capture. One million se-
quences of this nature were simulated with n ranging from 3 to 10.

For measurements where the neutron flux is expected to be
significantly larger than the background flux, the effectiveness of
different triggering algorithms was compared by examining the
neutron detection efficiency and the number of background de-
positions identified as correlated neutrons. A figure of merit
(FOMTrig) was defined:

( ) =
+ ( )FOM n

m n
b

/
1

,
8Trig

where n is the number of true neutron captures, m is the number
of detected neutron captures, and b is the number of background
depositions identified as neutron captures within a multiplicity
event. Each triggering algorithm was used to process the deposi-
tions into events and calculate the figure of merit (FOMTrig), which
is shown in Fig. 7a. Due to the ∝FOMTrig n

1 the optimal value will
always be less than 1.

For measurements where the neutron flux is not known, or less
than or on the order of the background flux, the FOMTrig is
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Fig. 7. (a) The FOMTrig described in Eq. (8) for a variety of triggering algorithms
described in Section 5.1.1. (b) The expected pure singles background multiplicity
rate. Fixed length time ranges of 25, 65, and 125 μs are shown. Expanding time
ranges are denoted with the initial range before and the secondary range after a þ
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insufficient to rank trigger algorithms. In addition to the FOMTrig,
the rate at which events composed of only background depositions
were misidentified as multiplicity events was used to characterize
the triggering algorithms. The background multiplicity rate was
determined by sampling the inter-event time distribution. The
same triggering algorithms were used to detect background mul-
tiplicity events masquerading as correlated secondary neutrons.
The resulting background multiplicity spectra was normalized to
the time simulated and shown in Fig. 7b.

An optimal triggering algorithm has a FOMTrig close to 1 with
the comparatively smallest background multiplicity rate. In de-
ployment scenarios where the background rate and a reliable es-
timate of the fast neutron flux is known further optimization may
be possible.

5.1.1. Identification algorithms
Two types of multiplicity identification algorithms were in-

vestigated: a fixed length time range and an expanding length
time range. Both algorithms defined an initial time range, started
the time range at the time of the first available deposition, and
required three or more depositions to record an event. If three or
more depositions were not recorded in the time range the first
deposition was discarded and the time range was updated to start
at the second deposition. If the three deposition threshold was
reached and an event was ended the next available deposition
started the next event. The FOMTrig and background multiplicity
rate for several fixed and expanding time range identification al-
gorithms are shown in Fig. 7.

Fixed time ranges from 25 to 200 μs were investigated. A fixed
time of 65 μs was found to be optimal for measurements with a
strong neutron flux compared to the background. For the ex-
panding time range algorithm, if 3 or more depositions were
reached the gate was extended by a secondary time range from the
time of the second to last deposition in the event. Using this al-
gorithm the initial time range was shorter than the fixed length
algorithm, which rejected background depositions more efficiently
at the cost of detection efficiency for low neutron multiplicities.
The expanding nature of the time range allowed the algorithm to
detect high multiplicity events more efficiently than the fixed gate
algorithm as shown in Fig. 7a. Initial time ranges of 25–100 μs and
secondary time ranges from 25 to 100 μs were investigated. An
optimal algorithm will depend on the expected background rate
and the minimum multiplicity of interest.
6. Neutron capture efficiency and capture time

A Cf-252 source was used, given the experimental setup de-
scribed below, to determine the neutron capture efficiency and
capture time of MARS. The comparison of the simulation and ex-
perimental data given this setup allows for the determination of
the Gd loading in the Monte Carlo model. An appropriate Gd
loading provides the best approximation of the secondary neutron
capture efficiency and capture time regardless of the experimental
setup. Using the information from Section 5 a multiplicity trig-
gering algorithm of 65 μs was chosen for two reasons: the source
had a higher flux than the uncorrelated gamma ray and neutron
background, and the identification algorithm had the highest
FOMTrig for multiplicity 3–5 events. Multiplicity 3–5 events are
important for the Cf-252 analysis because the mean neutron
multiplicity of Cf-252 is 3.75770.01 [23].

A Cf-252 source was positioned on top of four lead bricks above
the top neutron detector. Lead bricks were used to reduce the
number of prompt fission gamma rays interacting in MARS. In
addition to the multiplicity event identification algorithm, a small
2�2 in2 cylindrical plastic scintillator detector coupled to a 2 in
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PMT was used as a tagging detector to detect prompt fission
gamma rays and neutrons. The tagging detector was situated as
close to the Cf-252 source as possible. Multiplicity events were
recorded if the first deposition started within 75 μs of a coincident
deposition in the tagging detector; a 75 μs time range was ne-
cessary to ensure nearly uniform detection efficiency regardless of
the true multiplicity. Any depositions in the multiplicity event
within 100 ns of a coincident deposition in the tagging detector
were discarded to remove the prompt fission gamma ray response.
All measured parameters are a function of the solid angle of the
source and detector and shielding provided by the lead. Due to this
dependence the complete system is modeled in the simulation.

The Cf-252 multiplicity distribution was determined by:

∑ ∑ ∑β β( ) = ( )ϵ + ( )ϵ ( − )
( )= =

<

=

⎛
⎝
⎜⎜
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where n is the detected multiplicity number, ( )M n meas is the
measured multiplicity distribution, S is the source strength, Nmax is
the maximum multiplicity considered (10 neutrons), β ( )i is the Cf-
252 known neutron multiplicity distribution [23], ϵ is the neutron
detection total efficiency, and Pbkg is the Poisson probability for
background events. The source strength S and the total efficiency ϵ
are unknown. The source background Pbkg is modeled using the
measured inter-event time of 478 μs and β ( )i is modeled using the
parameters in Holden [23]. To eliminate the unknown source term
S a ratio between different bins of the measured multiplicity
spectrum ( )M n meas can be used. The resulting ratios are only de-
pendent upon the efficiency ϵ. These equations can be solved
graphically. Using the following ratios: M(3)/M(4), M(3)/M(5), and
M(4)/M(5) the total efficiency ϵ was calculated to be 12.870.5 %
and 12.770.3 % for the experimental data and simulation re-
spectively. The quoted error for the total efficiency ϵ only includes
statistical error. The results for each multiplicity distribution ratio
are displayed in Table 1. Agreement between experimental data
and simulation was observed for all ratios within 1s.

Using the same experimental data and simulation the capture
time distribution was calculated by

∑ ∑ ∑ β( ) = ( ) − ( )ϵ ( − )
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where Pcapture(t) and Pmeas(t) are the background corrected and
measured capture time distributions respectively, and all other
parameters have previously been defined in Eq. (9). The capture
distributions Pcapture(t) and Pmeas(t) are constructed using the in-
dividual deposition time after the tagging detector. For example a
multiplicity 3 event would have 3 entries in Pmeas(t). The experi-
mental and simulated capture times were 18.773.0 μs and
20.070.1 μs respectively and the distributions are shown in Fig. 8.
The relatively small error on the simulated capture time only in-
corporated statistical uncertainty.
Table 1
Various multiplicity ratios were used to calculate the total neutron detection effi-
ciency measured with a Cf-252 source.

Ratio Exp. ϵ (%) Sim. ϵ (%)

M(3)/M(4) 13.070.4 12.870.2
M(3)/M(5) 12.870.6 12.770.4
M(4)/M(5) 12.671.4 12.670.8

Average 12.870.5 12.770.3
7. Fast neutron effective area predictions

The validated Monte Carlo model was used to predict the ef-
fective area for incident high-energy neutrons in MARS. Using the
algorithm described in Section 5 with an inter-event time of
∼680 μs corresponding to the uncorrelated gamma ray and neu-
tron background rate at the 600 m.w.e. depth at KURF, the optimal
trigger was found to be an expanding length time range with an
initial time of 25 μs and an expansion of 75 μs. This expanding
trigger was used due to its large FOMTrig for higher multiplicities
and its relative small background multiplicity rate.

Fast neutrons of 25–1000 MeV were simulated using the MARS
Monte Carlo model described in Section 3 without the deployment
platform. Primary neutrons were generated on a half sphere of
radius 1.9 m surrounding the detector. The recorded energy de-
positions for all active detector and veto volumes were grouped by
the time ranges described in Section 2.4 to determine the energy,
weighted position, and time. Energy and position dependent re-
sponses outlined in Section 4 were used to convolve the simulated
response. The expanding time range triggering algorithm de-
scribed in Section 5.1 was used to determine the multiplicity,
capture energy, and thermalization energy. Three additional
thresholds were set in decreasing order of data rejection:

1. Each deposition had greater than 0.8 MeV deposited energy.
2. The multiplicity was greater than or equal to 5.
3. The capture energy was greater than 10 MeV.

An energy threshold of 0.8 MeV was chosen to be safely above the
gain varying hardware threshold. A multiplicity threshold of 5 was
chosen for two reasons: the detector response difference observed
above 5 in Fig. 2c and to reduce the uncorrelated gamma ray and
neutron backgrounds in the experimental data. A capture energy
threshold of 10 MeV was chosen based upon the expected un-
correlated gamma ray background response for multiplicity
5 events.

In addition to the multiplicity mode, a capture-gating analysis
was performed. Using both modes ensured the evaluation of the
detector performance over a larger range of energies and fa-
cilitated a trade-off study between the two modes. For the cap-
ture-gating mode two thresholds were set in decreasing order of
data rejection:

1. The first deposition must deposit more than 10 MeV.
2. The down-scatter and capture must occur within 100 μs.

The first deposition threshold was set above the Gd de-excitation
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energy of 8 MeV so that the deposition was identified as a neutron
scatter. The 100 μs time range was chosen to ensure a high de-
tection probability for neutron captures and the subsequent Gd
de-excitation. Based upon the measured 680 μs inter-event time,
background depositions in the 100 μs time range would be at an
acceptable level.

The effective area for both detection modes for incident neu-
trons with isotropic, θ( )cos2 , and θ( )cos3 angular distributions is
shown in Fig. 9. The effective area was calculated by

( ) ( )
( )

π
( ) ( ) =

* * * ( )

( )
A E

N E

N E
cm

2 190 190 cm
,

11
eff

interacting
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2
2

where ( ) ( )A Ecmeff
2 is the effective area, Ninteracting(E) is the number

of neutrons events passing the respective threshold,
π( * * ) ( )2 190 190 cm2 is the surface area of the generating surface,

and Nsimulated(E) is the total number of neutrons simulated. A more
generic description of calculating the effective area is described by
Sullivan [24]. The underground neutron angular distribution is
expected to be an energy dependent combination of isotropic and
highly peaked along the initiating muon direction [25]. Incident
neutrons which follow the initial muon angular distribution are
likely to be removed from the recorded data set due to a coin-
cidence with the muon veto. Above ground the angular distribu-
tion is expected to be at least cos θ( )2 and most likely θ( )cos3 [26].
The multiplicity mode effective area is plotted in black with dif-
ferent line styles for each distribution. The capture-gating mode
effective area is plotted in red with same line styles as the mul-
tiplicity mode for each respective distribution.

Examining Fig. 9, the effective area of MARS for capture-gating
and the multiplicity mode intersect at different energies depend-
ing on the simulated angular distribution. Fig. 9 should not be used
to generalize that the multiplicity technique is superior to the
capture-gated technique above 200 MeV. It is intended to display
trends in the effective area between the different analyses in a
fixed detector. With this in mind, the effective area did not account
for background rejection and event identification characteristics.
The multiplicity mode may have a higher signal-to-noise ratio for
incident high-energy neutrons due to requirement that many
secondary neutrons be detected, particularly above 100 MeV.
These multiplicity events are comparatively easier to distinguish
from single neutron or gamma ray backgrounds than the expected
signal from a capture-gating event due to the number of correlated
depositions. Due to the these characteristics, the MARS analysis
uses the multiplicity mode above 100 MeV. Future analyses which
account for the different signal to background characteristics of
each mode may provide a cross-check of both techniques in a
small but overlapping energy regime. If both techniques agree, it
may be possible to increase the detection efficiency of MARS by
combining both data sets.

The most statistically challenged measurement location cur-
rently investigated by MARS is the 1450 m.w.e. depth at KURF.
While no measurements of the flux have previously been made at
a depth near 1450 m.w.e., the energy dependent flux has been
predicted by Mei and Hime at depth of 1585 m.w.e using Monte
Carlo simulation [25]. The 1585 m.w.e depth is the most shallow
depth considered by Mei and Hime. The predicted event rate at the
1450 m.w.e. depth at KURF can be approximated by using the ef-
fective area for the multiplicity mode from Fig. 9 and the WIPP
curve from Fig. 17 from Mei and Hime [25]. This event rate is a
crude approximation that ignores overburden and rock composi-
tion differences. Using this expected event rate and the known
live-time at the 1450 m.w.e. depth, MARS has the potential to
detect sufficient events to reconstruct a coarsely binned energy
dependent flux above 100 MeV.
8. Conclusions

MARS is a transportable fast neutron detection system de-
signed to measure neutron spectra and flux ranging from tens to
hundreds of MeV. In contrast to previous approaches, MARS uses
two detection modes: a conventional capture-gating mode for
measuring neutron energies and a novel multiplicity mode for
measuring neutron energies above 100 MeV. These detection
modes increase the sensitivity of the detector and allow for the
measurement of neutron fluxes of lower intensity than previous
approaches.

MARS was constructed using plastic scintillator interleaved
with Gd painted Mylar sheets, arranged around a lead table. Pri-
mary neutrons from a capture-gated event or secondary neutrons
produced in the lead from a multiplicity event down-scatter,
thermalize in the scintillator, and are captured on a Gd nucleus.
The Gd nucleus de-excitation produces 1–5 gamma rays of total
energy ∼8 MeV which interact in the plastic scintillator.

A Geant4 Monte Carlo model of the detector, muon veto, and
deployment platform was constructed. Monte Carlo simulations
and experimental data were used to validate the detector response
to gamma ray and fission neutron sources. The validated Monte
Carlo model was used to predict the effective area for the multi-
plicity and capture-gated modes. For incident neutron energies
between 100 MeV and 1000 MeV with an isotropic angular dis-
tribution, the multiplicity analysis predicted an effective area of
500 cm2 rising to 5000 cm2. For neutron energies above 20 MeV,
the capture-gating analysis predicted an effective area between
1800 cm2 and 2500 cm2. The effective area for the multiplicity
mode was found to increase with the power cos θ( ) distribution.
The capture-gating mode was found to be insensitive to the si-
mulated angular distributions.

The first fast neutron measurements by MARS was performed
at KURF. Data analysis is currently ongoing for the three at depth
measurements (380, 600, and 1450 m.w.e.). Of the three mea-
surements, the 1450 m.w.e. depth is most statistically limited. At
this depth, Monte Carlo simulations using the predicted neutron
flux distribution, the predicted effective area, and the measure-
ment live-time indicate that a sufficient number of events may
have been measured to permit spectral unfolding.

As a verification of a well characterized source, above ground
measurements are currently underway. Future work will en-
compass choosing, optimizing, and using an unfolding algorithm,
with special emphasis on error propagation.
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