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Professor Brian C. Regan, Chair

Abstract

Nanostructured materials are of critical importance in modern electronic devices. Semi-

conducting channels of sub-10 nm critical dimension are the primary active components of

the smallest transistors. Electric current is transported to these transistors through equally

small metallic vias. Crystalline defects play a critical role in the performance of such small

devices. An individual vacancy-interstitial point defect, whether introduced through fabrica-

tion or through radiation damage, can dramatically alter the performance of a semiconductor

device. In metallic interconnects, electromigration (EM) at high current densities causes a

flux of atomic vacancies, eventually leading to failure.

Aberration-corrected scanning transmission electron microscopy (STEM) can resolve in-

dividual point defects within nanostructured devices, but is blind to the electronic impact

of such defects. In the first half of this dissertation, we locate and characterize electrically-

active vacancy-interstitial point defects within gallium arsenide nanowire devices using high-

resolution STEM electron beam-induced current (EBIC). We directly measure the radius of

the 9.6± 0.4 nm e-h generation volume of the STEM beam within the nanowire, which sets

the limit of EBIC’s electronic resolution. This high resolution allows us to directly map a

decrease in minority-carrier diffusion length, due to increased surface recombination, across

the width of the 135 nm diameter nanowire device.
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If the primary beam energy is raised to 300 kV, vacancy-interstitial defects can be pre-

cisely introduced with the electron beam. In real time, the electronic impact of these inserted

defects is subsequently recorded with EBIC. In some cases defect insertion events can be lo-

calized to within a single sub-nm pixel, by recording abrupt changes in EBIC signal as

the beam rasters. The location of these defects, obvious in the EBIC image, is completely

invisible in typical STEM imaging channels.

Cobalt is being investigated as a next-generation interconnect material to replace cop-

per, due to its superior EM resistance at small critical dimensions. However, cobalt’s EM

behavior is complex and poorly understood. In the second half of this dissertation we

use electron-energy loss spectroscopy (EELS) to monitor EM-induced stress and thickness

changes in cobalt nanowires under bias in situ . EM is strongly dependent on temperature,

and nanowire devices under high current density can Joule heat significantly. To account

for increases in temperature influencing EM we develop high-resolution techniques such as

plasmon-energy expansion thermometry (PEET) and 4D-STEM to measure temperature

directly within nanoscale interconnects. Not only can strain due to Joule heating be mea-

sured with nanoscale spatial resolution, but so can strain due to the electron-wind force, the

root cause of EM. Bias-dependent changes in plasmon energy allows us to measure cobalt’s

effective ionic charge Z∗ = +0.62± 0.09 at 400± 20◦ C.

Under high current density, the nanowire heats significantly due to Joule heating, and

the grain structure changes dramatically. We observe secondary grain growth of the hcp

phase that is accelerated by EM: Grains on the anode of the nanowire are consistently larger

than grains on the cathode. Control of secondary grain growth with an electric current may

allow engineering of grains which are larger compared to grains achieved by an equivalent

anneal, and may further increase a cobalt nanowire’s EM resistance. This possibility, along

with the STEM-EBIC techniques developed in gallium arsenide, pave the way towards more

failure-resistant nanoscale devices.
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CHAPTER 1

Introduction

1.1 Scanning Transmission Electron Microscopy

Transmission electron microscopy (TEM) is the highest-resolution imaging technique avail-

able. Since its first demonstration in 1931 by Max Knoll and Ernst Ruska[1], TEMs have

become a ubiquitous and critical material characterization tool in a variety of fields. A variety

of imaging modes can be implemented which can measure atomic lattice spacings, determine

crystal orientation, and acquire diffraction patterns [2, 3] . TEM’s superior resolution over

conventional optical microscopy is due, fundamentally, to the much smaller wavelength of

electrons versus visible light. An electron within a TEM, accelerated to relativistic speeds

with a 300 kV potential, will have a wavelength of 2.2 pm. This wavelength is two orders of

magnitude below an average inter-atomic spacing, and over five orders of magnitude below

visible light wavelengths[2].

Scanning TEM (STEM) was not developed until the 1970’s, significantly after the TEM.

Unlike in a TEM, where the sample is illuminated by a parallel beam of electrons, in STEM

the sample is scanned by an electron beam which converges to a point (Fig. 1.1). In a modern

aberration-corrected STEM the width of the waist of this probe, and the corresponding

spatial resolution the STEM, can fall well below[4] 100 pm. The current resolution record of

any imaging technique is held by STEM, and with an aberration-corrected STEM (which are

now fairly common at large research institutions), individual atoms can be routinely imaged.

As the convergent electron beam rasters across the sample, both elastic and inelastic

scattering processes occur. Elastic scattering from crystalline regions in the sample will

result in a convergent-beam electron diffraction pattern (CBED) and scatter electrons into
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Condenser 1

Condenser 2

Objective

Electron Gun

HAADF

ADF

BF

Sample

Figure 1.1: Scanning transmission electron microscope. A diagram of the electron

trajectories within a scanning transmission electron microscope. Hatched red squares repre-

sent electromagnetic lenses, and blue lines denote possible electron trajectories.

discrete angles away from the optical axis of the microscope[3]. An annular dark-field (ADF)

detector is often placed within an angular range (< 60 mRad) to detect changes in the CBED

pattern as the beam rasters across a polycrystalline film. At higher collection angles (> 60

mRad) inelastic Rutherford scattering will dominate the signal, which the high-angle annular

dark-field (HAADF) detector collects. HAADF images provide contrast as the product of
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Z and thickness, where Z is the atomic charge. At small collection angles near the optical

axis (< 4 mRad), electrons are nearly coherent, and phase-shifts due to interactions with the

nuclei of atoms in the sample can be detected by a circular bright-field (BF). Analogously to

bright-field optical microscopy, coherent BF images are often called “phase-contrast” images.

HAADFBF

20 nm

A
u

G
aA

s 

a b

Figure 1.2: BF and HAADF images of a Au-GaAs nanowire heterojunction. Si-

multaneously-acquired BF (a) and HAADF (b) STEM images of a GaAs nanowire with an

intruded gold contact. The zincblende twinning defects of the nanowire are easily visible in

the bright-field STEM image. In the HAADF images, the hexagonal cross-section and the

high-Z of the gold contact provide provide the dominant contrast.

A gallium arsenide nanowire with an intruded gold contact provides an excellent demon-

stration of contrast given by scattered electrons of different angles[5]. Immediately the

nomenclature “bright-field” and “dark-field” becomes obvious: The thin (electron-transparent)

silicon nitride membrane scatters few electrons and is thus appears bright in the BF image

and dark in the HAADF image. The vertical striations within the GaAs portion of the

nanowire, visible in both images, are the result of twinning boundaries in the zincblende

crystal structure. However these crystal defects are starkly visible in the BF image, and
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only barely visible in the HAADF image, demonstrating that BF is dominated by phase

contrast. The HAADF image (Fig. 1.2 b) provides an excellent example of the simultaneous

Z and thickness contrast of HAADF. The GaAs nanowire has a nearly-perfect hexagonal

cross section, and since one of its faces is flat against the silicon nitride membrane, at the

top and bottom of the image its thickness decreases linearly to zero. The change in thick-

ness within the gallium arsenide (constant Z) is readily apparent in HAADF, but completely

invisible in the BF image. Moving along the central axis of the nanowire, the thickness is

constant, but a huge change in Z from the GaAs to the gold segments is easily visible. The

gold appears bright because the atomic charge of the gold (79) is significantly higher than

gallium (31) or arsenic (33).

A large advantage of STEM over TEM is interpretation of contrast within an image.

In high-resolution TEM, the contrast transfer function (CTF) oscillates in sign as spatial

frequencies become larger[3, 2]. Thus high-frequency (high-resolution) spatial information,

while technically resolvable, may be practically useless. In practice, this means that inter-

pretation of a TEM image can be difficult: Atomic spacings in a gold nanoparticle may be

easily visible, but bright contrast could correlate to an atomic plane, or a lack of one. The

CTF of a STEM is single-signed and does not oscillate, and thus it will always be known

with certainty that in a HAADF image (for example) a bright column of atoms reflects the

true position of the atoms.

Another advantage of STEM is the large suite of accessory instruments that have been

developed for STEM. The STEM lends itself to auxiliary instrumentation since the probe

size is so small, and thus the sample is illuminated with a point of electrons whose position

is well-known. Accessory instruments are often of considerable cost and complexity, and a

fully-equipped STEM may have extra instrumentation that easily exceeds the cost of the

microscope itself. A common add-on is energy-dispersive spectroscopy (EDS), where an x-

ray detector collects photons (keV range) emitted by inner-shell electrons returning to their

ground state, after being excited by primary beam electrons. EDS is a powerful and easy-

to-use tool which allows for elemental identification and quantification in a wide variety of

4



materials, although it works best in high-Z atoms.
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EELS Spectrometer

EELS from 30-nm-thick cobalt

Figure 1.3: EELS diagram and cobalt spectrum. A ray diagram (a) depicting how

inelastically scattered electrons are collected by an EELS spectrometer. The cyan-colored

rays depict unscattered electrons, and the purple-colored electrons have been inelastically

scattered, and separated by non-scattered electrons by the magnetic prism. An example

spectrum of a 30-nm-thick cobalt film (b), plotted on a semi-log scale, shows the ZLP,

first plasmon, and a core-loss peak. The black-labeled electrons form the ZLP, and the

purple-labeled electrons have a non-zero energy loss (due to exciting one cobalt plasmon, for

example).

Another powerful analytical tool is electron-energy loss spectroscopy (EELS). An EELS

spectrometer collects inelastically scattered electrons, disperses them by energy with a mag-

netic prism, and collects the spectrum with a charge-coupled device (CCD) or complementary

metal-oxide semiconductor (CMOS) detector. EELS, as with EDS, is generally used for el-

emental identification by finding characteristic excitation edges (core-loss) superimposed on

the residual background due to low-loss (dielectric) scattering [6].
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An EELS spectrometer is located below the conventional annular and circular STEM

detectors. Electrons can scatter inelastically from a sample, losing energy to a variety of ex-

citations of varying cross-sections. One of the largest cross-section excitations is the plasmon

exciation, which contributes the bulk of the low-loss (dielectric) portion of the spectrum. A

plasmon excitation is generally in the 10 − 30 eV range[7], which is a tiny (.01%) fraction

of the primary electron energy. The tiny differences in kinetic energy between unscattered

and scattered electrons are resolved by dispersing electrons with a magnetic prism. A sys-

tem of electromagnetic lenses after the magnetic prism then disperse the electrons onto a

scintillator, which is optically coupled to a CCD.

1.2 In Situ Sample Fabrication

A significant challenge associated with transmission electron microscopy is the requirement

that samples be electron-transparent. At typical STEM accerating voltages, the maximum

useful sample thickness[3] is of order 100 nm. Taking a bulk device or crystal and thinning it

to electron-transparency is challenging and is the subject of decades of technological innova-

tion. An ultramicrotome can be used to fabricate large, thin cross-section of material. More

recently, focused-ion-beam (FIB) technology has been implemented within an SEM, allowing

for the extraction of cross sections from a semiconductor wafer. FIB’s are an invaluable tool

in failure analysis, since an individual nanoscale device can be located within a large wafer,

and cross-sectioned individually.

Regan group has developed and honed, over the course of multiple graduate student

careers, an in-house fabricated STEM biasing platform[8, 9, 10]. Chips are fabricated in

UCLA’s cleanrooms, starting with 4” wafers (200 µm 100 Si, 800 nm silicon oxide, 15 nm

low-stress stoichiometric silicon nitride). First the back side of the wafers are patterned with

optical lithography, using AZ5214 E positive resist, to reveal 0.3 mm square windows. The

outer nitride film is removed in the exposed regions using a plasma dry etching recipe, and

the photoresist is removed using a resist strip solution. The whole wafer is then immersed

in a heated KOH bath for several hours, which anisotropically etches through the silicon
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Figure 1.4: In situ TEM biasing platform. A cartoon of the TEM chip (a) after KOH

etching and metal electrode deposition (a). The 800 nm silicon oxide support film is removed

with a hydrofluoric acid vapor etch, making the sample electron-transparent (b). The Ti/Pt

electrodes appear bright yellow, and the silicon nitride film appear pink in an optical mi-

crograph (c). A higher-magnification optical micrograph reveals the thinner square window

between the electrodes (d).

wafer at an angle of 55◦ to the surface[8]. Thus on the backside of the wafer, the 0.3 mm

windows are reduced to 30 µm when the etch stops at the top silicon oxide layer. Next, the

top surface of the wafer is patterned using AZ5214E positive resist to create Ti/Pt electrodes

that terminate on the thin window (Fig. 1.4 a,c).

At this point in the fabrication process the biasing chips are versatile, and have served as

the foundation for nearly every paper published in the Regan group. Nanostructured thin

films can be fabricated easily using electron-beam lithography, nanoparticles or nanowires
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can be spun on or transferred mechanically, or two chips can be glued together to make a

liquid cell[10]. Once the sample has been fabricated, the silicon oxide support membrane is

thinned using hydroflouric acid (HF) vapor. If the device is sensitive to HF, a home-built

rig is used to clamp an o-ring over top of the chip, protecting the device from HF vapor.

The finished device (Fig. 1.4 b) is at its thinnest 15 nm, and is electron-transparent to

(80-300 kV) electrons.

Figure 1.5: Hummingbird Scientific in situ biasing holder. Images of the entire

Hummingbird Scientific biasing holder (left) and the end of the holder (right) where electrical

connections can be made to the sample. Images courtesy of J. Lodico.

Samples are loaded into an in situ biasing holder, manufactured by Hummingbird Scien-

tific (Fig. 1.4 c), and used with the FEI Titan electron microscope. A custom clamp makes

electrical contact to the pads on the chip (not shown), and simultaneously lock the chip in

place so it will not fall off in the microscope column. Electrical feed-throughs in the holder

allow external electronics to manipulate the sample in situ while it is being imaged in the

STEM.
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CHAPTER 2

High-Resolution STEM EBIC characterization of

Surface and Point Defects in Gallium Arsenide

Nanowire Heterojunctions

2.1 Introduction to Electron-Beam Induced Current

Electron-beam induced current (EBIC) was first developed shortly after the commercializa-

tion of scanning electron microscopes (SEM) in the 1960’s[11, 12, 13]. The instrumentation

behind EBIC is relatively straightforward: A high-gain current amplifier collects electron-

hole pairs that are generated by a primary electron beam. The only hardware required,

besides an SEM, are electrical feedthroughs, the current amplifier, and a means of syncing

the amplifier with the electron beam position to create an image. Generally the challenging

aspect of EBIC is both sample preparation and data interpretation.

Two of the simplest EBIC sample geometries are the planar (Fig. 2.1 a) and orthogonal

(Fig. 2.1 b) geometries. A semiconductor p-n heterojunction has a depletion width of size

W which separates beam-generated electron-hole pairs. The electrons and holes are then

collected by electrodes attached to the sample and constitute the EBIC. Also note that a

“p-n” junction is not required: The requirement is a built-in electric field to separate e-h

pairs, and this can be made equally well with a Schottky junction.

In the planar geometry (Fig. 2.1 a), the electron beam axis passes through both types of

semiconductor, and in the side-on geometry, shown on the right, the electron beam passes

through either the p type or the n-type semiconductor. The bread and butter of EBIC is
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a b

Figure 2.1: Planar and Orthogonal EBIC geometries. The planar EBIC geometry (a)

and orthogonal (b) geometry of a p-n junction semiconductor sample. In both drawings,

the hatched region indicates the depletion region which contains an internal E field. Two

electrical connections are made to the n-type and p-type semiconductor to allow for the

collection of e-h pairs. A sensitive transimpedance amplifier converts the pA to nA scale

EBIC to a sub-10 V signal, which can be synchronized with the electron beam position to

form an image. Reproduced from Ref. [14].

to locate electrically-active defects, measure depletion-region widths, and measure minority-

carrier diffusion lengths. This chapter focuses on measuring the electrical activity of surface

and Frenkel defects in gallium arsenide nanowires, and their impact on the minority-carrier

diffusion length of the device.

Electron-hole (e-h ) pairs are generated through a variety of mechanisms when a fast elec-

tron impacts a semiconductor. Primary electrons generate plasmon excitations, secondary

electrons, back-scattered electrons, Auger electrons, and x-rays[14]. For electron energies of

(< 100 eV), the plasmon excitatation is dominant[15]. Thus as the primary electron loses
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Figure 2.2: EBIC electronic resolution is limited by e-h generation volume size.

A cartoon of excitations possible when an electron beam impacts a sample, adapted from

[14]. The resolution limit of EBIC is limited by the e-h generation volume size, as shown in

a theoretical model published by Donolato [17].

energy to lower energy secondary excitations, much of the e-h generation energy will pass

through the plasmon stage[7]. A plasmon will decay efficiently into fast e-h pairs, which will

quickly lose their excess energy to phonon scattering[7, 16]. However, modeling the pathways

(and their relative probabilities) in which a primary SEM electron beam (1− 30 keV) gener-

ates e-h pairs is a daunting task. Even basic assumptions, such as the entire primary energy

being deposited into the sample, are not necessarily true since back-scattered electrons and

x-ray excitations may escape the sample.

Calculating the size of the generation volume is a therefore a daunting task, but is critical

to the resolution and interpretation of EBIC images. Similar to an optical point-spread

function, the e-h generation volume blurs the electronic structure of a sample, and thus

limits the resolution of EBIC images. Much of the basic theory behind contrast in EBIC
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was developed by Donolato in a series of papers spanning from the 1970’s to the 1980’s.

In an early paper by Donolato[17], he investigates a simple planar-geometry sample with a

vertically-oriented linear defect (Fig. 2.2 b). Without any defects, in the planar geometry,

the EBIC will be constant regardless of beam position. This current is defined by Donolato

as the background current I0. If a vertical defect is present in the sample (at beam position

ξ = 0), the EBIC will be reduced (I∗) due to e-h recombination assisted by the mid-band

gap states created by the irregular crystal bonds of the defect. This recombination is visible

within the EBIC is a reduction of signal. The contrast profile of the image, defined as

i∗ = I∗/I0, due to the defect is blurred by the size of the generation volume. As the primary

electron energy is increased through 40 keV, the generation increases in size, blurring the

delta-function defect to a greater extent. Thus for high-resolution work in SEM-EBIC, lower

accelerating voltage is better.

Measurement of primary electron penetration ranges is possible, and was first performed

by Everhart and Hoff in silicon[11] for typical SEM primary electron energies of up to 20 keV.

Their approximation for electron range in silicon is R = .0171T 1.75, where R is in micrometers

and T is in keV. This function is plotted for typical SEM energies of 1-30 keV (Fig. 2.3 a).

At a primary beam energy of 10 keV, the penetration distance of the beam is 1 micron.

As an approximation, the width of the e-h generation volume is similar to the penetration

depth[17], and thus the shape of the generation volume resembles a pear or bulb. The

expression for electron range is extrapolated to higher primary electron energies (Fig.2.3 a),

up to the maximum of a typical TEM (300 keV). In a semi-infinite sample, with a primary

electron energy of 200 keV, the size of the e-h generation bulb is huge, greater than 50

microns. This generation volume size is orders of magnitude larger than the feature size

of modern electronic devices, and thus at first glance STEM EBIC seems ill-equipped to

characterize modern devices.

A key difference between samples fabricated for SEM EBIC and STEM EBIC is of course

that STEM samples are very thin (< 100 nm) to allow for optimal structural imaging by

high-energy electrons. In this regime of thin samples and high-energy electrons, the e-h
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𝑅 = .0171 𝑇1.75
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a b c

Figure 2.3: Everhart’s model for electron penetration depth in silicon. Everhart’s

formula for penetration depth of electrons in silicon is extrapolated to TEM accelerating

voltages (a). Cartoons of the generation volume at a typical SEM accelerating voltage (b)

and a typical TEM accelerating voltage (c) demonstrate dramatically larger e-h generation

volumes at TEM accelerating voltages in semi-infinite samples.
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Figure 2.4: The stopping power of silicon. The stopping power of silicon is plotted in

the TEM accelerating voltage range, according to the NIST ESTAR database (a). A cartoon

of the cylindrical generation volume (b), a manifestation of the extremely small fraction of

the primary beam energy which is deposited into the sample.

generation volume is the narrow neck of the full e-h generation pear that would apply to a

semi-infinite sample at equivalent primary electron energy. The e-h generation volume will

be cylindrical[16], with its axis of symmetry equal to the axis of the primary electron beam.

Accurate data of electron stopping power is available in a variety of materials from the

National Institute of Standards and Technology (NIST) through the ESTAR database[18].

Data within this database is based on a modified Bethe scattering theory, which is accurate

to within a few percent at energies above 100 keV. The stopping power of silicon is plotted

through a range of primary electron energies (Fig. 2.4). In the range of typical TEM primary

beam energy (80-300 keV), the stopping power decreases steadily, before increasing again

at energies over a MeV. In a 100-nm-thick silicon sample, each primary electron on average

will lose, on average, 7.6 eV. This energy loss corresponds to 76 ppm of the total energy of
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the electron beam, which is the complete opposite situation of SEM EBIC, where all of the

primary electron energy is lost.

2.2 Nanowire substrate preparation

GaAs nanowires are grown by Hyunseok Kim and Dingkun Ren (Diana Huffaker Group,

UCLA Electrical Engineering Dept.) A semi-insulating GaAs (111)B wafer is used as a

growth substrate. First, a 20 nm-thick silicon dioxide film is deposited on the substrate as

a growth mask by electron-beam evaporation. Next, nanoholes are patterned on the film by

electron beam lithography using a positive e-beam resist (ZEP 520A), followed by reactive

ion etching (RIE). The wafer is then diced into square pieces for MOCVD growth, and the

resist is removed by wet etching and oxygen plasma etching.

2.3 Nanowire growth parameters

GaAs nanowires are grown using selective-area epitaxy in a vertical MOCVD reactor (Emcore

D-75) at 60 Torr, with hydrogen as a carrier gas. Triethylgallium (TEGa), tertiarybutylar-

sine (TBAs), and diethylzinc (DEZn) are used as precursors for gallium, arsenic, and zinc,

respectively (Fig. 2.5). The reactor temperature is first ramped up to 690 ◦C while flowing

6.1 × 10−5 mol/min of TBAs, and then held for 10 minutes to thermally etch the native

oxide. Next, GaAs nanowires are nucleated by flowing 7.5 × 10−7 mol/min of TEGa and

6.1×10−5 mol/min of TBAs for 3 min, followed by p-type GaAs growth for 55 minutes while

flowing 7.5× 10−7 mol/min of TEGa, 6.1× 10−5 mol/min of TBAs, and 3.7× 10−7 mol/min

of DEZn. After the growth, the reactor temperature is cooled down to 300 ◦C while flowing

6.1× 10−5 mol/min of TBAs to prevent desorption of arsenic.

Nanowires as-grown are vertically oriented on thick GaAs (111) substrates (Fig. 2.5).

More common methods of nanowire growth such as the vapor-liquid-solid (VLS) method[19]

produce vast quantities of nanowires, since gold nanoparticles can be spun onto arbitrarily

large substrates, and each gold nanoparticle can produce a single nanowire. SAMOVCD, on
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a b c

Figure 2.5: Optical and SEM images of GaAs nanowires on their native growth

substrate. Arrays of GaAs nanowires are grown using SAMOVPE with different diameters

and pitches (a). SEM images acquired with the electron beam normal to the substrate (b)

and at a 30◦ angle from the substrate reveal the nearly perfect hexagonal cross section of

the nanowires.
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the other hand, requires e-beam lithography to open holes in a silicon dioxide film. E-beam

lithography is a slow and costly process, and patterning large area of substrate is impractical.

The trade-off is that nanowires can be precisely positioned, their width precisely controlled

by the diameter of the nanohole, and no risk of metal catalyst atoms incorporating into the

semiconductor nanowire[20].

Nanowires are patterned in 16 arrays that vary in both nanowire pitch and nanowire

diameter. The row indicates the diameter of the nanoholes, and the column indicates the

array pitch. From top to bottom, the nanohole diameters are (40, 50, 70, and 90 nm).

From left to right, and array pitch is (1000, 600, 300, and 180 nm). These nanowire arrays

act as microscale gratings, and reflect light dramatically differently based on the pitch and

diameter of their constituent nanowires. A finer pitch results more light absorption, and thus

a darker reflected image. There is also a non-trivial relation between the dominant color of

light reflected and the diameter of the nanowires. For example, in the leftmost column, the

nanowire diameter is increasing while moving downward in row, yet the colors reflected are

pink, blue, yellow and orange. Interestingly, the wavelength of these reflected colors does

not increase monotonically with the diameter of the nanowires within the array.

The sparsity of as-grown nanowires also makes transfer to electron-transparent substrates

more difficult. A dense forest of nanowires, such as that grown by VLS or metal-assisted

etching, can be scraped into a solvent, sonicated, and drop-cast onto a substrate. If nanowires

are grown by VLS at a density of, for example, 10 per square micron, even a substrate with

an area of one square centimeter would contain one billion nanowires. Nanowires patterned

by SAMOCVD are far more sparse, and on the entire substrate (Fig. 2.5), there are only of

order 105 nanowires available. Conventional drop-casting methods are doomed to fail, since

the density of nanowires per volume of fluid will be orders of magnitude too small to ensure

a nanowire will land over the electron-transparent region of in situ TEM biasing chip.

A simple mechanical transfer method using a sharp tungsten probe tip, while crude, is

surprisingly effective. A sharp probe tip is positioned over the correct array, then lowered

slowly until the tip makes contact with the desired nanowire array (Fig. 2.6). Some nanowires
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Figure 2.6: A cartoon of the mechanical transfer process of nanowires to an in situ

biasing substrate. A sharpened tungsten probe tip is lowered until contact is made with

the nanowires. Some nanowires adhere to the probe tip due to Van der Waals attraction.

The probe tip is carefully lowered to make contact with the TEM biasing substrate, where

some nanowires then adhere to the thin silicon nitride membrane.
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5 µm

Figure 2.7: SEM images of nanowire transfer and contact deposition. SEM images

after nanowires have been transferred using the tungsten probe tip (a). Nanowires are

randomly oriented on each sample, and must be imaged in SEM to locate their positions.

Contacts are defined for each chip using e-beam lithography, and 250 nm of gold is deposited

(b).

adhere to the tungsten probe tip due to Van der Waals attraction. The micromanipulator

is then positioned over a silicon nitride membrane with its silicon oxide backing film still

intact. The probe tip is then very gently lowered until it makes contact with the window, on

some occasions leaving nanowires behind on the membrane. It is a testament to the strength

of the windows that they can visibly bend due to the probe tip, but do not break.

Although nanowires can be positioned with few-micron accuracy using the micromanip-

ulator, their precise position and orientation are random. To write electrical contacts with

electron-beam (e-beam) lithography, first the nanowires must be precisely located with SEM.

An image of each TEM biasing chip is acquired at high enough resolution to easily identify

the positions of all nanowires on the electron-transparent membrane (Fig. 2.7 a). Next,

19



each image is overlaid on a drawing of the optical leads in AutoCad, and patterns for gold

contacts are drawn to both ends of each nanowire. A custom pattern must be drawn for

each chip, because the positions of the nanowires varies randomly from chip-to-chip.

To cover the nanowires completely with metal and ensure a good electrical contact, a

thick electrode is needed. A 250-nm-thick gold electrode is needed to completely cover a

130 nm diameter nanowire. To ensure good-quality liftoff of the gold contact, an extra-thick

film of e-beam resist (495 PMMA A4) is needed. To achieve this extra-thick film, a slower

spin speed of 1000 RPM is used, compared to the standard 4000 RPM for thinner metal

films. The thickness of the PMMA resist will be approximately 300 nm using a 1000 RPM

spin speed, compared to 200 nm for 4000 RPM spin speed, which is thick enough to ensure

good-quality patterns can be written with e-beam lithography.

The PMMA is exposed using e-beam lithography in a Jeol SEM equipped with a Nabity

Pattern Generation System (NPGS). Each chip is written with a different, custom pattern to

ensure as many nanowires as possible are connected to the large optically-defined platinum

leads. The e-beam pattern is aligned by locating four square optically-defined pads and

inputting their positions into the NPGS software. To minimize write time, two layers are

written at different beam currents. A fine-features layer that makes direct contact to the

nanowires is written using a low (5 pA) beam current, and the larger pads which connect

the fine features to the optical leads are written with a larger (50 pA) beam current. The

total write time is roughly one minute per chip.

The e-beam resist is developed using a solution of 1:3 methylisobutylketone (MIBK)

to isopropanol (IPA) for 60 seconds. Immediately before loading into an electron-beam

evaporator (CHA), samples are immersed in a diluted 1:10 hydrofluoric acid solution for 60 s

to remove native oxides on the GaAs nanowires. Care must be taken to not immerse the

patterns for too long, as eventually the PMMA will lift off and the patterns will be destroyed

by the acid. Within 10 mins of acid immersion, samples are loaded into the CHA e-beam

evaporator, and 250 nm of gold is deposited. Metal liftoff is performed in acetone.

Intruded gold nanowire contacts are formed using a rapid thermal anneal (RTA) at 340◦ C
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Before RTA After RTA @ 340 °C for 30 s

Figure 2.8: Forming intruded gold nanowire contacts with RTA. Before (a) and after

(a) images of a nanowire device that has been annealed in an RTA at 340◦ C for 30 s. The

red arrow indicates the location of the intruded gold nanowire contact.
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ADF STEM

Figure 2.9: STEM imaging of intruded gold nanowire contacts. A low-magnifi-

cation STEM annular dark-field (ADF) image (left) of a device shows 130 nm diameter

GaAs nanowires and 250 nm-thick, lithographically-defined gold contacts supported by a

15 nm-thick silicon nitride membrane. The locations of gold intrusion are visible through

the contacts in a higher-magnification inset (right).

for 30 s (Fig. 2.8). At elevated temperatures, gallium and arsenic dissolve into the gold

contact [21, 22, 23]. The arsenic has a high enough vapor pressure at this temperature

that it evaporates, while the gallium mixes with the gold. The intruded contact, which is

nearly all gold with a small percentage of gallium, stops at the (111) crystal planes of the

nanowire. Since the nanowire axis is aligned along the (111) GaAs crystal direction, these

heterojunction nano-contacts are self-aligned perpendicular to the axis of the nanowire (Fig.

2.9).
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Figure 2.10: STEM energy-dispersive spectroscopy of an abrupt Au-GaAs

nanowire heterojunction. STEM ADF images of a Au-GaAs nanowire junction taken

at a) low and b) high magnification. The electrical connections and the location of the tran-

simpedance amplifier are indicated schematically on (a). The transition from gold to GaAs

is extremely abrupt (<2 nm), as verified by STEM energy-dispersive spectroscopy (EDS)

maps of the Ga K edge, As K edge, an Au L edge (panels c, d, e).
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Figure 2.11: Electrical transport in an individual nanowire diode device. STEM

ADF (a) and corresponding absolute value of STEM EBIC (b) images of a nanowire diode

device. Current-voltage data is shown in panel (c), where the bias polarity is the same as the

transimpedance amplifier polarity shown on (a). The lower contact generates strong EBIC,

while the upper contact generates no EBIC, indicating that the lower contact is a Schottky

diode and the upper contact is ohmic. This result agrees with the transport data (c), which

is indicative of a single Schottky diode with reverse-bias leakage current.

2.4 Electrical transport data in nanowire devices

Electrical transport data can be correlated to EBIC. In conventional STEM imaging channels

our nanowires appear uniform, yet much more EBIC is generated at one contact than the

other (Fig. 2.11 b). The cause of this end-to-end EBIC asymmetry is likely due to a gradient

in dopant concentration introduced by the growth process. As noted previously, nanowires

are grown via a two-step process of nucleation and elongation, and the Zn dopant precursor

gas flows only during elongation. If one end of a nanowire is more highly-doped than the

other, the end with higher dopant density will make better ohmic contact to the gold.

Conversely, the lower-doped end will form a Schottky contact, generating more EBIC since

Schottky contacts have a built-in E field. The end-to-end asymmetry in EBIC is reflected in

an asymmetric IV profile (Fig. 2.11 c). Forward-bias current is exponentially increasing with

voltage (linear increase in semi-log plot), in agreement with the Shockley diode equation.

The IV profile is indicative of a single diode with reverse-bias leakage current, not back-

24



to-back diodes. Coupling information from electrical transport and EBIC, we determine

that although both heterojunctions look similar in the ADF image, the lower junction with

strong EBIC is a Schottky contact, and the upper junction with no EBIC is an ohmic contact.

This image thus provides another example showing how STEM EBIC imaging can reveal

information not available to standard methods (e.g. standard STEM, electrical transport).

When multiple nanowires are in parallel (Fig. 2.12 a), EBIC imaging can reveal which

ones dominate the transport. This device has five nanowires connected in parallel between

the gold contacts. All five have stronger EBIC at one heterojunction than the other (Fig.

2.12 b). Schottky contacts have larger E fields than ohmic contacts, and thus generate

stronger EBIC. The Schottky contacts are denoted with diode symbols in Fig. 2.12 a). The

polarity of the EBIC flips from positive to negative (white to black) from the bottom contact

to the top, since the built-in E field flips direction within the circuit. In this field of view

(Fig. 2.12 a), the left-most nanowire generates EBIC at both junctions, and thus allows

little current transport since it contains back-to-back diodes. Based on the EBIC images,

we expect carrier transport to be dominated by the four right-most nanowires, which have

Schottky contacts (strong EBIC) to the lower gold lead, and ohmic connections at the top

gold interfaces (no EBIC). Electrical transport can be modeled as an ideal diode in series with

a resistor, where the diode represents the Au-GaAs Schottky junction with strong EBIC,

and the resistor is the GaAs nanowire resistance:

V = Vdiode + Vresistor (2.1)

V = ηkT ln

[
I

I0
+ 1

]
+ IR (2.2)

Here I0 is the scale current, η is the ideality factor, and R is resistance of the four right-

most nanowires in parallel. A resistance of 950 kΩ is found by fitting equation 2.2 to the

transport data in Fig. 2.12 c. Assuming uniform dopant density throughout the combined

volume of the four nanowires (930 nm length, 130 nm diameter hexagonal cross section),

gives a nanowire resistivity of 5 Ω-cm. This measured resistivity is an upper bound; If
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Figure 2.12: Extracting GaAs nanowire resistivity from multiple devices in paral-

lel. STEM ADF (a) and corresponding STEM EBIC (b) images of a device with multiple

nanowire diode devices in parallel. Current-voltage data is shown in panel (c), with the

dashed-red line indicating the best-fit of equation 2.2. The bias polarity in (c) is the same as

the transimpedance amplifier polarity shown on (a). Assuming that the four forward-biased

nanowires contribute equally to the resistance value extracted from the fit gives an upper

bound on the nanowire resistivity.

one nanowire is dominating transport, then the cross-sectional area of R and the measured

resistivity will both be a factor of four lower. This maximum resistivity corresponds to a

minimum dopant concentration of & 5× 1015 cm−3 in bulk GaAs[24].

2.5 Characterization of Electrically-Active Frenkel Defects in GaAs

Nanowire Devices with STEM EBIC

Crystal defects in semiconductor devices, whether present at fabrication or introduced later

via radiation damage, can dramatically impair device performance[5, 25, 26, 27, 28, 29, 30].

Most common methods for characterizing semiconductor defects have spatial resolution that

is crude compared to the feature size in modern microelectronic devices. For example,

capacitance-voltage (CV) profiling [31], and deep-level transient spectroscopy (DLTS)[32] can

extract defect concentration and energy, respectively, from simple heterojunctions. But the
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spatial information provided by these techniques is one dimensional at best. Two dimensional

mapping is possible with scanning electron microscope electron-beam induced current (SEM

EBIC) imaging, which can locate electrically-active extended (i.e. one- and two-dimensional)

defects[33, 34, 27], measure depletion region widths [35], and map minority carrier diffusion

lengths[19, 36, 27]. However, the spatial resolution of SEM EBIC imaging is limited by the

size of its e-h (electron-hole) generation volume[17]. In a standard, electron-opaque SEM

sample, primary (beam) electrons deposit most of their energy near the end of their range.

The resulting pear-shaped e-h generation volumes are of order 100 nm on a side[17, 14],

which is large compared to feature sizes in many modern devices.

Because a STEM sample is electron-transparent, the corresponding e-h generation vol-

ume is the cylindrical, narrow neck of the SEM e-h generation pear[16]. With this much

smaller e-h generation volume STEM EBIC imaging has the potential to achieve higher spa-

tial resolution relative to SEM EBIC imaging[37, 38, 39, 40, 41, 42]. Moreover, the higher

beam energies accessible with STEM (usually 60–300 keV vs. the 1–30 keV of SEM) span

the knock-on damage threshold in semiconductors, which enables a STEM operator to se-

lectively introduce defects in a semiconductor device. The combination of superior spatial

resolution and precision modification allows in situ STEM EBIC experiments that directly

reveal e-h recombination physics in semiconductor nanodevices. In essence, the STEM’s

focused electron beam serves both as a highly localized source of β-radiation damage, and

as an immediate local probe of its effects. This combination allows individual point (i.e.

zero-dimensional) defects to be located to within < 1 nm2.

To produce targets for demonstrating these capabilities, we fabricate heterojunctions in

semiconductor nanowires (Fig. 2.13a and Fig. S1), which are model systems for elucidating

defect physics[29, 19, 43, 44, 36]. We put Au contacts on 130 nm-diameter p-type GaAs

nanowires with electron-beam lithography, and then briefly anneal the devices [23, 22] (see

Supplementary Information). At elevated temperatures gallium and arsenic interdiffuse with

the gold at the contacts, forming abrupt (< 2 nm) axial Au-GaAs heterojunctions aligned

with the (111) GaAs planes (Fig. 2.13b). Since the growth direction of the GaAs nanowires
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Figure 2.13: STEM EBIC imaging of a Au-GaAs nanowire heterojunction at

200 kV. A low-magnification STEM annular dark-field (ADF) image (a) of a device shows

130 nm diameter GaAs nanowires and 250 nm-thick, lithographically-defined gold contacts

supported by a 15 nm-thick silicon nitride membrane. An SEM image (a, inset) acquired

with 30◦ stage tilt, shows the nanowires as grown, before transfer to the silicon nitride

membrane (scale bar is 500 nm). When the region indicated in green in (a) is imaged at

higher-magnification (b), twin boundaries in the GaAs are apparent. An EBIC image (c),

acquired simultaneously with (b), reveals the e-h separation that occurs near the Au-GaAs

heterojunction. The electrical connections and the locations of the TIA, STEM detectors

(ADF,BF), and analog-to-digial converter (ADC) are indicated on a cartoon (d).
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is along the [111] crystalline direction, these heterojunctions are self-aligned perpendicular

to the nanowire axis. Striations in the GaAs nanowire (Fig. 2.13b) indicate twin boundaries

within the zincblende crystal

Connecting a transimpedance amplifier to a device (Fig. 2.13a) allows us to generate a

STEM EBIC image simultaneously with every STEM annular dark-field (ADF) image [37, 41,

42]. The contrast mechanisms generating the two types of images are entirely different, and

thus the images provide complementary information. The ADF image (Fig. 2.13b) provides

information only about the device’s physical structure (e.g. composition and crystal lattice

orientation), while the EBIC image (Fig. 2.13c) also reveals the device’s electronic structure,

in this case the CCE, the size of the space-charge region, and the minority carrier diffusion

length.

We understand the EBIC signal as being generated as follows. Within some generation

volume surrounding the path of the primary electrons through the sample, the STEM electron

beam creates e-h pairs, either directly via primary excitation of the GaAs and plasmon

decay[16], or indirectly via secondary electrons produced by primaries (in either the GaAs

or the Au). Electrons in the conduction band, which are the minority carriers in these p-

doped nanowires, then diffuse some distance, parametrized by the minority carrier diffusion

length, before recombining probabilistically. Electrons that happen to diffuse to the space-

charge region near the Au-GaAs heterojunction can be permanently separated from their

holes by the built-in electric field E. The separated charge is collected by the electrodes

and constitutes the EBIC. A nanowire heterojunction thus functions as a variable sensitivity

beam-electron detector. This sensitivity is equal to the charge-collection efficiency (CCE)

of the diode, and is simply the ratio of EBIC to e-h generation rate, G. Although the

absolute magnitude of G, and thus CCE, is difficult to quantify precisely due to multiple

significant e-h generation mechanisms (plasmon decay, conduction-electron excitation, and

core-loss excitations[14]), in our experiments relative changes in the CCE can be precisely

measured since our primary beam current, and thus the e-h generation rate per volume,

can be kept constant. A detector’s relative CCE, proportional to EBIC, varies spatially
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minority-carrier diffusion
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accelerating potential. An EBIC

line profile (c) is extracted from
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Figure 2.15: High-resolution map-

ping of the minority-carrier diffu-

sion length at 200 kV accelerat-

ing potential. The same data shown

in Fig. 2.14 (a) is rotated 90◦ (a) to

align the Schottky interface with the

horizontal axis. A slice of the cylin-

drical e-h generation volume is overlaid

on the nanowire cross-section (b), with

a radial decay length equal to R mea-

sured in Fig. 2.14 c. ADF data (c),

which is approximately proportional to

sample thickness, is summed vertically

over the dashed-blue ROI in (a). The

cross-section of the nanowire is found to

be a nearly perfect hexagon, since a fit

of the projected thickness of a mathe-

matically-perfect hexagon (dashed-red

line in c) agrees well with ADF data.

The minority-carrier diffusion length is

mapped across the hexagonal nanowire

(d), and decreases dramatically near

the nanowire’s narrow edges due to

increased surface recombination. All

panels are aligned horizontally on the

same distance axis.
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Figure 2.16: STEM EBIC at 80, 200, and 300 kV accelerating voltage. Line profiles

(a) show the effect of repeated imaging of a device (shown in Fig. 2.17) at 80 kV (green),

200 kV (cyan) and 300 kV (red). Line profiles are extracted from the cyan boxes shown in

Fig. 2.17 a. Only the 300 kV curves show a significant decrease in the EBIC with repeated

imaging. Plotting the profile minima, normalized relative to their initial values, versus dose

shows (b) a linear dose effect at 300 kV and insignificant effects at 80 and 200 kV. At 300 kV

the maximum EBIC decreases by ∼ 3% per image. Error bars on the 80, 200 and 300 kV

data series are determined by setting the reduced χ2 = 1 for the linear fits. Normalizing

the profiles of the 300 kV data series by the minimum value of each (c) shows that only the

amplitude of the EBIC line profile changes, not the shape.
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across the device according to three size scales: the e-h generation volume, the minority-

carrier diffusion length, and the size of the space-charge region. An EBIC image can provide

information on each of them[45].

These length scales collectively determine the shape of the EBIC profile (Fig. 2.14 c).

Just as an optical point-spread function limits the resolution of an optical microscope, the

size of the e-h generation volume limits the EBIC electronic spatial resolution, and manifests

itself clearly in at least two ways. First, a non-zero EBIC is generated when the beam is

incident on the Au side of the heterojunction, even though gold is not a semiconductor and

has no band gap; secondary electrons generated when the primary beam is incident on the

gold travel as far as 50 nm to create e-h pairs in the GaAs. Second, the position of the EBIC

profile maximum 20 nm away from the heterojunction interface indicates that, at smaller

separations, a sizable fraction of the e-h generation volume is in the Au. The radius of the

cylindrical e-h generation volume can be measured by fitting an exponential decay function

to EBIC within the gold. A decay length of R = 12.8 ± 0.2 nm is measured (Fig. 2.14

c, dashed-orange line), and the e-h generation function (in cylindrical coordinates) is thus

G(ρ) ∝ e−ρ/R, where ρ is the radial distance from the primary STEM beam. The generation

function G(ρ) is normalized to one and plotted when the primary beam is near the edge of

the nanowire (Fig. 2.5 b). Notably, the width of the generation function is an upper bound:

Gallium arsenide has ∼ 1/3 the nuclear charge of gold, and its Rutherford scattering cross

section is correspondingly ∼ 9 times smaller. Fewer multiple-scattering events in the gallium

arsenide relative to the gold will only decrease the spatial extent of the generation volume

within gallium arsenide.

Far (> 50 nm) from the heterojunction, the EBIC decays exponentially within the GaAs,

indicating that minority-carrier diffusion is the dominant transport mechanism in this re-

gion. Fitting the measured EBIC current I to I ∝ e−x/L, where x is the distance from

the heterojunction and L is the minority-carrier diffusion length, gives L = 19.9 ± 0.1 nm

(Fig. 2.14 c, dashed-green line), where the error bar reflects the statistical uncertainty in

a linear least-squares fit. This relatively short diffusion length likely results not from the
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Figure 2.17: Annular dark-field, bright-field, and EBIC imaging before and after

irradiation with 300 kV STEM electrons. STEM ADF, bright-field (BF), and STEM

EBIC images acquired before (a,d,g) and after (b,e,h) a dose of 6.0× 106 e−/nm2 at 300 kV

accelerating voltage. The total dose is applied while acquiring the twelve images #22–#33

(Fig. 2.16) and three alignment images (between #21 and #22). Line profiles are extracted

(c,f,i) by horizontally averaging data within the blue boxes. A dashed brown line in the

line profiles indicates the Au-GaAs interface. Irradiation produces almost no change in

the conventional imaging channels (ADF, BF), but a 44% decrease in the maximum EBIC,

which highlights the advantage of EBIC over conventional imaging for revealing functional

properties such as the CCE.
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Figure 2.18: STEM EBIC before and after annealing. A low-magnification STEM ADF

image (a) of the device of Fig. 2.16 shows both the heavily irradiated Au-GaAs heterojunction

(red square) and the adjacent control, a heterojunction irradiated less frequently and only

at low magnification (cyan arrow). The simultaneously-acquired EBIC image (b) shows that

the two heterojunctions have EBICs with opposite signs because of their relative orientations

in the circuit. The red and cyan rectangles in (b) indicate the sources of the line profiles

in the red and cyan plots of (c). After irradiation with 300 kV electrons the magnitude of

the irradiated heterojunction’s EBIC is reduced relative to the control. After an anneal the

irradiated heterojunction’s EBIC recovers.

nanowire’s dense zincblende twin boundaries (Fig 2.14 a), but rather surface recombina-

tion [36]. This hypothesis can be verified by measuring the minority-carrier diffusion length

across the width of the nanowire. We measure the cross-section of the nanowire to be a nearly

perfect hexagon, based on the good-quality fit of the ADF signal, which is approximately

equal to projected GaAs thickness, to an analytical expression for the projected thickness

of a hexagon (Fig. 2.5 c). The diffusion length is measured by fitting an exponential decay

function to data within the dashed-blue ROI in (a), which is coincident with the region

indicated by the dashed-green line in Fig. 2.14 c. The diffusion length is at its maximum of

20.0± 0.1 nm near the central axis of the 130 nm-wide nanowire, and shortens dramatically

to 13.2 ± 0.9 nm near the thin edges (Fig. 2.5 d). This reduction is due to a local increase

in surface-to-volume ratio, and increased probability of surface-defect recombination, near

the thin edges of the nanowire. Thus we determine unambiguously that the minority-carrier

recombination length is limited by surface defects within this nanowire device.
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Within 50 nm of the interface, the EBIC signal deviates from the straight line on the

log-linear plot (Fig. 2.14 c). As mentioned above, this deviation indicates that some of the

e-h generation volume is in the Au (Fig 2.5 d), where it contributes less to the EBIC. We

might instead expect an EBIC increase because, due to the E-field in the space-charge region

near the heterojunction, the charge separation efficiency should increase (perhaps to unity

[45]) relative to simple diffusion. However, no increase is evident in Fig. 2.13d. Thus from

the EBIC data we can only conclude that the thickness t of the space-charge region is less

than the radius R = 12.8± 0.2 nm e-h pair generation volume.

To compare damage rates at various accelerating voltages, we image a different device

while keeping all other imaging conditions (e.g. the 50 pA STEM beam current, 762 µs

pixel dwell time, and 0.87 nm pixel size) constant (Fig. 2.16). Repeated imaging at 80 kV

and 200 kV has little effect on the EBIC, but 300 kV imaging markedly reduces the EBIC

signal (Fig. 2.16a). The decrease in EBIC magnitude with increasing accelerating potential is

expected, as the energy lost per distance for an electron in a solid decreases as the electron’s

energy increases [46].

As a function of dose, the EBIC, and thus the CCE, decreases linearly at 300 kV

(Fig. 2.16b). We attribute the reduction in CCE to knock-on damage that introduces

electronically-active vacancy-interstitial (VI) defects, probably on the As sublattice [47].

These defects function as e-h recombination centers, reducing the current that is collected

to form the EBIC signal. Energy and momentum conservation dictate that the maximum

possible energy transfer from a beam electron to a gallium (mass number A = 70) nucleus

is 2.7, 7.5, and 12.2 eV for incident electron kinetic energies of 80, 200, and 300 keV, respec-

tively [6]. The maximum energy transfer varies inversely with the mass of the target nucleus,

so the numbers for arsenic (A=75) are nearly the same (2.5, 7.0, and 11.4 eV, respectively).

Gold (A=197) allows only 70/197 ∼ 1/3 the energy transfer, which is small enough at all

of the accelerating voltages used in these experiments that the displacement or knock-on

damage in this material is negligible. But the displacement damage threshold energy in

GaAs is ∼ 10 eV [25, 47, 48, 49] (although with substantial uncertainty — see Ref. [49] and
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references within), which leads us to expect an onset of electron beam-induced displacement

damage between the accelerating voltages of 200 and 300 kV.

EBIC profiles taken at the damaging 300 kV accelerating voltage overlap closely after

they have been normalized relative to their minima (Fig. 2.16c). That the defects introduced

do not change the minority-carrier diffusion length L indicates that L is still dominated by

surface recombination, and that this length scale is determined by the nanowire cross section

as discussed earlier.

Repeated imaging of this device at 300 kV thus causes a substantial reduction in the

EBIC (and thus the CCE) of the nanowire junction — the radiation damage destroys this

device’s ability to effectively separate of e-h pairs. Given the large dose (six million 300 keV

electrons per square nanometer) and accompanying efficiency drop, it is remarkable that the

device appears undamaged in the standard STEM imaging channels (Figs. 2.17a–f). But

while standard STEM imaging is blind to the inserted defects, which have a relatively minor

effect on the nanowire’s physical structure, EBIC imaging (Figs. 2.17g–i), vividly reveals

their outsize impact on the nanowire’s electronic structure (namely a 44% reduction of the

maximum EBIC).

The device of Figs. 2.16–2.17 is part of a larger circuit (Fig. 2.18). At low magnification

a second heterojunction, on an adjacent nanowire but also in the circuit, is visible. The

second heterojunction is imaged at lower magnification and less frequently (4.8 nm pixel

size, 0.762 µs dwell time), and is thus subjected to less than 1% of the radiation dose of the

irradiated junction. This adjacent junction can control for changes that are independent of

radiation dose.

To corroborate the role of radiation-induced defects in the observed EBIC reduction, after

image #33 of Figs. 2.16–2.17 we anneal the nanowire device in an inert argon atmosphere at

250◦C for 30 minutes. Such treatment reduces the density of VI defects within the nanowire,

since the elevated temperature makes the beam-induced defects mobile, allowing interstitials

and vacancies to meet and annihilate[50, 47]. After the annealing treatment, we image the

nanowire heterojunction again (Fig. 2.18). The anneal restores the EBIC to its pre-irradiated
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value while changing the measured EBIC in the control junction by only a small amount

(< 10%). The post-anneal restoration is consistent with the hypothesis that the radiation-

induced CCE reduction is caused by defects — specifically VI defects — that anneal away

at high temperature.

The STEM’s precise electron beam positioning allows us to observe the effect of selectively

dosing just part of the nanowire. In an experiment performed on the Fig. 2.18 device (after

the annealing experiment), we irradiate a narrow strip of GaAs that only spans half of the

nanowire heterojunction (denoted by dashed green box in Fig. 2.19 a). With 300 kV, a 50 pA

beam current, a 0.633 nm pixel size, and a 2.3 ms pixel dwell time, the dose per area per

strip image, 1.8×106 e−/nm2, is 5.5× that of the Fig. 2.16 experiment. As in the experiment

of Fig. 2.18, we acquire low dose images before and after the high-dose images for purposes

of comparison. (Here a 153 µs dwell time and 1.27 nm pixel size of the two low-dose images

contributes only 1.1% of the combined dose from the three strip images.) The difference

between the before and after images (Fig. 2.19 d) shows that the localized strip irradiation

decreases the CCE across the entire width of the nanowire.

By comparing consecutive EBIC images we can, in some cases, precisely identify the

position where an electrically-active defect is inserted. ADF (Fig. 2.19 e1, e2, e3) and EBIC

(f1, f2, d3) images are collected simultaneously in the three high-dose strip images. In the

(standard) raster pattern used here, the electron beam scans across one row from left to

right, and then moves down to scan the next rows in sequence in the same direction. Each

strip image shows a dose-induced EBIC decrease, as in Fig. 2.16. EBIC difference images

(Fig. 2.19 g1, g2) reveal a sudden drop (8 pA magnitude) in the EBIC that occurs in a

single 0.63 nm pixel. We attribute this sudden drop to the insertion of an electrically-active

defect during the second strip image, at the pixel indicated by the yellow cross (Fig. 2.19 e2).

Notably, since the displaced atom of a VI defect can travel only a few angstroms from its

original position at these low energies, and likely in the direction of the electron beam, the

yellow cross marks the final location of this single defect [25, 49]. Thus the defect generation

volume is much smaller than the e-h generation volume, and EBIC imaging is able to locate
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Figure 2.19: Defect insertion and pinpoint localization with STEM EBIC at

300 kV. We record the initial state of an Au-GaAs nanowire heterojunction with low-dose

(3.0 × 104 e−/nm2) ADF STEM (a) and STEM EBIC (b) images acquired simultaneously.

We then image the region outlined by the dashed box (a) three times (e1,e2,e3) with a

high dose (1.8 × 106 e−/nm2 per image). After the three strip images we acquire a second

low-dose EBIC image (c). A difference image (d) shows that the EBIC decreases across the

entire nanowire, even though the dose was confined to a narrow region on the left side of

the nanowire. Dark-field strip images (e1,e2,e3) show no change during irradiation, while

the simultaneously-acquired EBIC strip images (f1,f2,f3) show significantly smaller signals.

EBIC difference images (g1, g2) reveal a sudden drop in the EBIC magnitude within one

0.63 nm pixel, indicating that a defect was inserted during the second strip image at the

location indicated by the yellow cross (e2). Zoom regions (dashed boxes on g1, g2) of 11

pixels ×16 pixels (7 nm ×10 nm) demonstrate that both the row and the column of the

insertion event can be located precisely. A difference image between the first and third strip

image (g3) indicates that, as in (d), the electronic impact of the defect is delocalized. The

black-white color scale applies to panels (b,c,f), and the blue-yellow color scale applies to

panels d and g.
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VI insertion events with a much higher precision (< 1 nm) than its electronic resolution of

12.8± 0.2 nm.

This defect reduces the EBIC magnitude by 11 pA (a 10% reduction), as determined

by comparing the mean EBIC of the 10 pixels before the insertion to the mean EBIC of

the 10 pixels after the insertion. As with all of the other STEM-beam induced radiation

damage here, this insertion leaves no signature in the conventional ADF imaging. The CCE

reduction from this individual defect insertion event is again non-local (as in Fig. 2.19 d),

since the difference between the first and third strip images (Fig. 2.19 g3) is uniform.

In summary, STEM EBIC imaging with an electron-beam acceleration potential of 80

or 200 kV maps the CCE of a GaAs nanowire diode without damaging the device. The

minority-carrier diffusion length is found to decrease significantly near the thin edges of

the nanowire, and is thus limited by surface recombination. Imaging with the acceleration

potential increased to 300 kV introduces defects in the nanowire that decrease the diode’s

CCE. These VI defects can be annealed away to restore the original CCE of the diode. Even

though it reduces the nanowire heterojunction’s CCE globally, an individual, electrically-

active defect inserted at 300 kV can be precisely located by identifying the time of insertion.

As these results show, a modern, variable-energy STEM equipped for EBIC imaging is

an experimentally potent combination for producing, locating, and characterizing defects

in semiconductor devices with high spatial resolution. We expect such a system will be

extremely effective at locally determining radiation hardness in microelectronic devices for

aerospace applications.

2.6 Direct Measurement of e-h Generation Volume in STEM

EBIC within the gold contact, or the GaAs, can yield information on the spatial extent

of the e-h generation function, g (units of current/volume), in each material. In SEM

EBIC g(x, y, z) is a pear-shaped 3-dimensional function), and is difficult to measure directly.

In STEM EBIC, however, we make important assumptions on the symmetry of g, which
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Figure 2.20: One-dimensional convolution of G and CCE A one-dimensional approx-

imation of G is plotted along the nanowire axis (x), normalized to one. The electron beam
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greatly simplifies its measurement. Due to thin samples and high electron accelerating

voltage, g will be the narrow neck of the pear-shaped generation volume in an SEM [16],

and will have cylindrical symmetry around the axis of the primary beam. Thus g(x, y, z)

will become g(ρ), where ρ is the radial distance from the primary beam. Note this perfect

cylindrical symmetry is valid only when the beam is far from the edges of the nanowire, and

far from the heterojunction interface (either of these features will truncate g). The purpose

of the following is to calculate the shape of EBIC when g is truncated by the heterojunction

interface, and therefore extract the size of g from measured EBIC. EBIC (I(x, y)) will be a

2-dimensional convolution of the CCE, η(x, y), and g(ρ):

I(x, y) = η(x, y) ∗ g(ρ) (2.3)

The coordinates x and y denote the STEM beam position, where x is parallel to axis of

the nanowire, and y is orthogonal to x and the electron beam axis. The heterojunction is

located at x = 0, and for the purposes of this calculation we will define η as a step function,

η = 0 at x < 0 (within the gold) and η = 1 at x ≥ 0 (within the GaAs). As an ansatz, g

will take the form of g(ρ) ∼ e−ρ/R, where R is the decay length of the generation function.

Note R will be different when the beam is incident on different materials: RAu denotes the

size of g within the gold and RGaAs denotes the size of g within the GaAs. To find a simple

analytic solution to this problem, we investigate the one-dimensional case, where ρ→ x and

g(x) ∼ e−|x|/R.

I(x) = η(x) ∗ g(x) ∝
∫ ∞
−∞

η(x− x′)g(x′)dx′

∝
∫ x

−∞
ex

′/RAudx′ +

∫ ∞
x

0× ex′/RAudx′

∝ Rex/RAu

(2.4)

Taking the slope of the semi-log plot of EBIC vs. beam position, within the gold, will

yield the radius of g within the gold:

42



d ln[I(x)]

dx
= 1/RAu (2.5)

This calculation is valid when x < 0, or when the beam is within the gold contact. Thus

the EBIC is expected to increase exponentially within the gold contact as the beam moves

closer to the GaAs (or decay exponentially as the beam moves away from the GaAs), with

a decay length R that sets the size of the generation volume.

An equivalent calculation can be performed when x > 0, when the beam is within the

gallium arsenide:

I(x) = η(x) ∗ g(x) ∝
∫ ∞
−∞

η(x− x′)g(x′)dx′

∝
∫ −x
−∞

0× ex′/RGaAsdx′ +

∫ 0

−x
ex

′/RGaAsdx′ +

∫ ∞
0

e−x
′/RGaAsdx′

∝ RGaAs(2− e−x/RGaAs)

(2.6)

Taking the logarithm of both sides and differentiating eliminates the constant of propor-

tionality:

d ln[I(x)]

dx
=
d ln[RGaAs(2− e−x/RGaAs)]

dx

=
e−x/RGaAs

RGaAs(2− e−x/RGaAs)

(2.7)

Near the heterojunction, as x → 0 from the positive direction (within the GaAs), this

expression becomes simply d ln[I(x)]/dx = 1/RGaAs. Thus, taking the slope of the semi-log

plot of EBIC on either immediately adjacent side of the heterojunction can yield either the

radius R of g within gold or GaAs.

2.6.1 Validity of the 1-D Approximation

A simplifying approximation was made in the previous calculation, in that the 2-D cylindrical

generation volume was transformed into 1-D to find an analytic solution. The full 2D solution
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Figure 2.21: Two-dimensional convolution of g and η. The cylindrical form of g is

plotted when the beam is located at a position of (x, y) = (−10, 0) nm, normalized to one.

As in the one-dimensional approximation, the gold contact has a CCE (η) of zero at positions

of x < 0. At positions of x > 0, the CCE is one due to the built-in E field within the GaAs.
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takes the form of a cylindrical g convolved with η, which is a step function in Cartesian

coordinates (Fig. 2.21). To compare the 1D and 2D models, both must be normalized to

the total integrated intensity of g:

g1D(x) ∝ e−|x|/R∫∞
−∞ e

−|x|/Rdx

∝ e−|x|/R

2R

g2D(x) ∝ e−ρ/R∫ 2π

0

∫∞
0
ρe−ρ/Rdρdθ

∝ e−ρ/R

2πR2

(2.8)

The exact expression for STEM EBIC in a simple heterojunction takes the form of a 2-D

convolution in cylindrical coordinates. For x < 0:

I(x, y) ∝ η(x, y) ∗ g2D(ρ)

∝

∫ π/2
−π/2

∫∞
−x/ cos[θ] ρe

−ρ/Rdρdθ

2πR2

∝

∫ π/2
−π/2R(R− x sec[θ])ex sec[θ]/Rdθ

2πR2

(2.9)

For x > 0:

I(x, y) ∝ η(x, y) ∗ g2D(ρ)

∝

∫ π/2
−π/2

∫∞
0
ρe−ρ/Rdρdθ +

∫ 3π/2

π/2

∫ −x/ cos[θ]
0

ρe−ρ/Rdρdθ

2πR2

∝
πR2 +

∫ 3π/2

π/2
R2 +R(x sec[θ]−R)ex sec[θ]/Rdθ

2πR2

(2.10)

The integrations of Eqs. 2.9 and 2.10 are difficult to solve analytically, but can be solved

numerically (Fig. 2.22, black points). The numerical solution agrees well with the analytic

1-D solution. The best-fit linear slope (Fig. 2.23, dashed-red line on the semi-log plot) of

45



-40 -20 0 20 40

0.0

0.2

0.4

0.6

0.8

1.0

x (nm)

E
B

IC
,  
η

η

Figure 2.22: Comparison of 2-D and 1-D convolution of g and η. The 2-D convolution

of g and η is performed numerically (black points) over positive and negative x positions.

The 1-D analytic solution (blue line) is overlaid, and is a good qualitative approximation to

the 2-D numerical solution. The CCE η (red) has a value of zero at x < 0 and a value of 1

at x ≥ 0.
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Figure 2.23: Accuracy of the one-dimensional g approximation. The 2-D convolution

of g and η is performed numerically (black points). This data is well-fit to the function

I(x) ∝ ex/R2D , where R2D = 10.95 ± 0.03 nm. For comparison, the 1-D analytic solution is

overlaid (cyan line). This function is also of the form I(x) = ex/R1D/2, where R1D = 10 nm.

The 1D approximation thus agrees with the 2-D numerical solution to within 10%.
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the numerical solution of the 2-D convolution is 1/R where R = 10.95± .03 nm. This slope

is within 10% of the analytic value, R = 10 nm (solid-blue line on the semi-log plot).

The importance of the e-h generation volume g is made clear: The electronic structure,

η, a step function, is blurred by the radius (R) of g. The simple model presented here

applies to EBIC near the heterojunction interface (x ≈ 0), and becomes inaccurate as the

beam moves away from the interface and further into the GaAs. In a real device the CCE

(η) is only equal to one within the space-charge region[45], and outside of the space-charge

region decays exponentially with a length scale equal to the minority-carrier recombination

length. The EBIC, in turn, also decays exponentially as the beam moves further from the

space-charge region.

2.7 Measurement of Charge-Collection Efficiency with STEM EBIC

The charge-collection efficiency (CCE) of a detector is an important measure of device ef-

ficiency. In a previous section, we defined the CCE as the ratio of the collected current

(EBIC) to the generated current. The CCE is closely related to the internal quantum effi-

ciency (IQE) of a solar cell, except strictly speaking, the IQE is measured with light as the

incident radiation. EBIC is simple to measure, but the generated current is much harder to

calculate accurately for the same reasons that the generation volume is difficult to calculate:

A variety of e-h generation pathways with unknown relative magnitude.

EBIC data can be acquired easily at three different accelerating voltages (80, 200, 300 keV)

within UCLA’s Titan STEM. In principle, more accelerating voltage values between these

are possible, but in practice each accelerating voltage requires a unique alignment file to

ensure the beam optics are aligned to produce a good image. EBIC line profiles extracted

from the central axis of the nanowire (Fig. 2.24 a) increase in magnitude as the accelerat-

ing voltage decreases, indicating a higher electron stopping power in GaAs with increasing

primary beam energy.

The EBIC profiles taken at three different accelerating voltages are normalized to one,
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80 kV
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300 kV

Figure 2.24: STEM EBIC profiles acquired at 80, 200 and 300 kV. EBIC profiles

down the central axis of the nanowire (left). These EBIC profiles are normalized to one, and

overlap closely (right). The close overlap of the profiles confirms the e-h generation volume

is cylindrical at all three accelerating voltages.
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GaAs

Generated Current

Collected (EBIC) Current

Figure 2.25: Stopping power of GaAs and predicted e-h pair generation rate.

Stopping power of GaAs is plotted versus accelerating voltage (data from NIST ESTAR

database) (left). Stopping power is converted to energy deposited in the nanowire, and the

maximum rate of e-h pairs is plotted (blue, right). The actual collected EBIC is shown in

red.

and found to overlap closely (Fig. 2.24 b). This is direct evidence that the e-h generation

function within these samples is cylindrical. If the generation function lacked cylindrical

symmetry, the profiles would change shape with accelerating voltage, and would not overlap

so closely.

Stopping power from the NIST ESTAR database is plotted over the range of primary

electron energies used within our STEM (Fig. 2.25 a). The data decreases monotonically

over this energy range, which agrees with our EBIC data. Ionization energies, i.e. the mean

energy required to create an e-h pair, are available in multiple semiconductor materials,

including GaAs[14]. In GaAs the ionization energy is 4.6 eV. Using the measured STEM

beam current, the stopping power at each accelerating voltage, the GaAs nanowire thickness
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of 110 nm, and the ionization energy, it is possible to calculate the generated current at the

range of primary beam energies used (Fig. 2.25 b). The EBIC current is roughly less than

half of the generated current, and thus the CCE in these devices is less than half.

The CCE can be plotted along different slices of the nanowire diode device. Because

the e-h generation volume is cylindrical, the e-h generation rate is proportional to thickness.

Taking a slice across the width of the nanowire yields a thickness profile, and thus generation

profile, that takes the shape of a projected hexagon (Fig. 2.26 a). EBIC current is plotted

on the same axis, and notably has rounded corners instead of the angled corners of the

thickness profile. This qualitative difference is reflected quantitatively in the CCE plot. The

maximum CCE of nearly 60% is near the central axis of the nanowire. Near the thinner

edges of the device, the CCE decreases dramatically to nearly 20%. This decrease is due

to surface recombination of the beam-generated e-h pairs. Thus surface recombination not

only decreases the minority-carrier diffusion length of the nanowire, but also decreases the

CCE.

Along the central axis of the nanowire, the thickness of the GaAs, and thus the generation

rate, is constant (Fig. 2.27 a). The CCE is thus directly proportional to the EBIC, as

assumed in the previous section on the effect of Frenkel defects within the GaAs nanowires.

The maximum CCE of the diode is nearly 60%, approximately 15 nm from the Schottky

heterojunction interface. The CCE decreases at closer distances because some of the energy

deposited by the primary beam is put into the gold contact, where it does not generate e-h

pairs. A more sophisticated model would take this effect into account, because the CCE

should be at its maximum immediately adjacent to the interface, where the E field is at its

strongest. Far from the heterojunction interface, the CCE (and EBIC) decays at a length

scale equal to the minority-carrier diffusion length.
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Figure 2.26: Charge-collection efficiency across the width of the nanowire. An ADF

image (a) shows the GaAs nanowire and its intruded contact. The e-h generation rate (b),

measured EBIC (c), and CCE (d) are taken from the dashed-green line in (a).
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Figure 2.27: Charge-collection efficiency along the axis of the nanowire. An ADF

image (a) shows the GaAs nanowire and its intruded contact. The e-h generation rate (b),

measured EBIC (c), and CCE (d) are taken from the dashed-green line in (a).
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2.8 EBIC’s structural resolution limit

The physical strucural resolution limit of an EBIC image can surpass the electronic strucural

resolution of ∼ 10 nm. The reason for this is straightforward: The energy deposited within

the sample is proportional to the material thickness which the primary beam passes through,

and in a STEM the primary beam is approximately one nanometer in diameter, or even

narrower. Manifestations of this effect are apparent in several places within an EBIC image

of the nanowire heterojunction (Fig. 2.28). A small hiccup in the EBIC occurs exactly at the

sharp Au-GaAs heterojunction interface. The EBIC abruptly increases as the beam moves

from the GaAs into the gold, a result of gold’s higher atomic charge and increased secondary

electron generation rate.

A second feature is less obvious, both in terms of signal processing and also its physical

origin. Vertical undulations (perpendicular to the nanowire axis) are faintly visible in both

the EBIC image and its corresponding line profile (Fig. 2.28 c). These undulations are more

obvious with the use of a high-pass filer, which removes signal that varies slowly with beam

position (Fig. 2.28 d). These undulations correlate almost exacly with undulations in a

simultaneously-acquired HAADF image. Changes in HAADF singal indicate either changes

in thickness, or nuclear charge per volume. The undulations in HAADF are due to twin

boundaries in the zincblende gallium arsenide crystal. Twin boundaries should not induce

strain (or a change in nuclear charge density) within the nanowire since each orientation

of gallium arsenide is close packed, and thus will not induce a change in HAADF. The

most likely explanation for these undulations are changes in thickness caused by the twin

boundaries, and thus changes in the energy the primary deposits (and the e-h pair geneartion

current).
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Figure 2.28: STEM EBIC physical structural resolution. A nanowire heterojunction

device is imaged with HAADF (a) and EBIC (b) modes at 200 kV accelerating voltage.

Line profiles are extracted from the dashed-red (a) and dashed-blue (b) boxes and plotted

in (c). A step function in the HAADF signal, and a corresponding hiccup of width ∼ 3 nm,

are due to the gold-GaAs heterojunction interface. Undulations in EBIC, due to the twin

boundaries within the GaAs nanowire, are made clear (d) by applying a high-pass frequency

filter to the HAADF and EBIC signals. The undulations in both modes overlap closely, thus

the STEM EBIC resolution reflects the physical structure of the sample, and is thus equal

to the HAADF resolution of ∼ 2 nm.
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CHAPTER 3

Strain and Temperature Measurement with 4D-STEM

and PEET

3.1 Introduction to 4D-STEM

STEM has been used for decades to probe precise regions of a sample, and collect phase

and density information. In STEM mode, elastic scattering allows quantized reflections of

electrons off a crystal, which in practice are cones of scattering with angle equal to the

convergence angle of the STEM beam[3]. This convergent-beam electron diffraction pattern

(CBED) contains much crystallographic information that is often thrown away due to com-

putational, data storage, and detector limitations. In conventional STEM, an ADF detector

is used which effectively only has one bin for data collection (Fig. 3.1). This scheme allows

for phase contrast through a circular bright-field detector, which effectively takes scattering

contrast from the center (zero-order) CBED disk. Contrast at higher scattering angles from

an ADF of HAADF detector provides a mixture of crystal structure and inelastic (atomic

charge) contrast, and it is difficult to totally separate those two contributions.

4D-STEM, a technique in which the CBED pattern is projected on a fast detector and

saved at each probe position, has become possible over the past decade due to improvements

in detector and computer speed[51]. The “4D” in 4D-STEM comes from the 4-D data cube of

information that is acquired: Two dimensions for real space (beam-position), and two more

dimensions for reciprocal space (detector pixel location). A single 4D-STEM image can be

of order 100 GB in size or larger, and a dataset can span into the TB regime. Although these

datasets are enormous and thus challenging to analyze, the end product is extremely sparse.
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High-speed pixelated CMOS detector

Single pixel detector

Convergent beam electron diffraction

Figure 3.1: Cartoon of 4-D STEM data acquisition CBED patterns are averaged over

a single annular detector in conventional STEM (left). In 4D-STEM (right), CBED patterns

are captured on a high-speed CMOS detector at each electron beam position
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The locations of the CBED disks (Fig. 3.2) relative to the central non-diffracted beam are

the scattering vectors (G) of the crystal.

3.2 Extracting Temperature from Strain Measurements

Strain can be measured in a 4D-STEM dataset by measuring tiny changes in the locations

of the CBED disks. Strain, (ε) is simply equal to a normalized change in scattering vector

(ε = −∆G/G0). If a sample is heated or biased in situ , and is allowed to expand freely,

this strain can be converted to a temperature change given a known coefficient of thermal

expansion. If a material expands uniformly in all directions, and the strain is � 1, the

following formula holds:

ε = −3

(
l − l0
l0

)
= −3

∫ T

T0

α(T ′)dT ′ (3.1)

If ∆T is small, α(T ′) can be Taylor expanded, and ε = −3α0∆T , where α0 is the thermal

expansion coefficient at room temperature.

Measuring strain in a polycrystalline film is challenging. In a single-crystal film, a double-

tilt holder may be used which can rotate the crystal to lie on zone-axis. Positioning a single

crystal on zone-axis will produce good quality CBED patterns with bright, uniformly illu-

minated disks. Polycrystalline films produce much worse-quality CBED patterns (Fig. 3.2),

where only a few, or possibly no CBED disks are illuminated besides the central undiffracted

disk. An additional challenge arises where if grains are small, the beam may pass through

two or more differently-oriented grains which produce overlapping CBED patterns, compli-

cating data analysis. The precision of the G measurement algorithm will increase as the

signal-to-noise ratio of the CBED disks increases. The central, undiffracted disk will always

nearly saturate the detector, and thus the signal-to-noise ratio of the diffracted disks will

depend on the dynamic range of the detector. The fast Gatan K2 CMOS detector used on

the TEAM 1.0 has relatively poor dynamic range compared to a CCD detector, and is the

limiting factor for the signal-to-noise ratio of the diffracted CBED disks.
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Figure 3.2: CBED pattern acquired on a K2 CMOS detector A typical CBED pattern

acquired from an aluminum film. The central (undiffracted) disk is brightest by over an order

of magnitude and consumes most of the dynamic range of the detector. Several diffracted

disks are visible, and G is measured as the vector between the undiffracted central disk and

a diffracted disk.
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Figure 3.3: Grain orientations within a polycrystalline aluminum nanowire. A

4D-STEM dataset is acquired from the green ROI (top left). Each CBED pattern is analyzed

to identify G vectors. The G vector lengths are binned and plotted versus cross-correlation fit

quality (upper right). Grain orientations can be mapped across the nanowire (lower plots).
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Figure 3.4: Strain measured from shifts in G. Strain can be measured from shifts

in the G vectors. Changes in G from the (222), (331) and (420) aluminum reflections are

averaged and converted to strain. The wire undergoes tensile strain when biased at 150 µW.
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Figure 3.5: Temperature in an aluminum nanowire measured with 4D-STEM.

Changes in lattice parameter across the length of an aluminum nanowire (left) are converted

to changes in temperature (right) given aluminum’s known coefficient of thermal expansion.

In this 4D-STEM experiment we bias aluminum nanowires in situ on the TEAM 1.0

microscope at the National Center for Electron Microscopy (NCEM) located at Lawrence

Berkeley National Laboratory (LBNL). Nanowires are patterned on our group’s in-house

fabricated silicon nitride windows, supported on silicon substrates. The nanowire patterns

are written with e-beam lithography, and 100 nm of aluminum is deposited with an electron-

beam evaporator. An ADF image of the nanowire displays the region (green ROI) where

4D-STEM data is collected at each biasing power (Fig. 3.3, top-left).

CBED disks are located[51], and in turn G vectors extracted. G vector length (inverse

distance) is binned and plotted versus fit quality (Fig. 3.3, top-right). Quantized peaks are

easily visible corresponding to allowed G scattering vectors. Displaying G information in this

form is analagous to a standard powder-diffraction pattern acquired with x-ray diffraction.
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Windows can be placed around each allowed scattering vector, and the real-space posi-

tions that fall within the reciprocal-space window can be mapped (Fig. 3.3, bottom). This

is an ability unique to 4D-STEM: Other STEM techniques cannot map grain boundary ori-

entations. It is possible to map grain boundary orientation using dark-field TEM, but this

process is cumbersome since an aperture must be aligned over each G vector that is mapped.

Strain is calculated by measuring the changes in position of the center of a diffraction

peak (Fig. 3.4). The centers of the peaks can be localized by fitting them to each to a

Gaussian distribution. A shift upward in lattice parameter (tensile strain) is visible when

the sample is biased at 150 µW (Fig 3.4), although the signal to noise ratio is too poor to

see clearly by eye.

Changes in lattice parameter (strain) are easier to see when lattice parameters are binned

across the length of the nanowire (Fig. 3.5). In this case the 3 µm wire is binned into nine

sections, and thus the spatial resolution is ∼ 300 nm. With this binning, a clear parabolic

shift in lattice parameter is visible that increases with increasing power. The parabolic

change in lattice parameter is because the temperature profile of a Joule-heated wire that is

perfectly heat sunk is parabolic[52].

The changes in lattice parameter are converted to changes in temperature using alu-

minum’s coefficient of thermal expansion (Fig. 3.4). Three temperature profiles are plotted,

one for each increasing bias power. Each temperature profile is well-fit to a parabola, which

is the solution to the 1-D heat equation for a biased wire. A maximum change in temperature

(relative to room temperature) of ∼ 100◦C is measured with 150 µW of bias power.

3.3 Mapping Temperature with Plasmon Energy Expansion Ther-

mometry

The bulk plasmon energy in some materials is described well via the free electron model. The

plasma frequency is the solution to a simple harmonic oscillator system: An ionic (negatively)

charged gas displaced from its (positively charged) nuclei. The restoring force in this system
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is the Coulomb force, and the resonance (plasma) frequency is:

ωp =

√
e2n

ε0m
(3.2)

where n is the valence electron density. The quantization of this frequency is the plasmon

energy, Ep = ~ωp. When a material can expand freely, the valence electron density is

temperature-dependent,

R(T ) ≡ Ep(T )− Ep(T0)
Ep(T0)

= −3

2

(
l − l0
l0

)
= −3

2

∫ T

T0

α(T ′)dT ′ (3.3)

If the ∆T = T − T0 is small, α(T ) can be Taylor expanded: α(T ) ' α1∆T + α2∆T
2.

This expression can be inverted to solve for a change in temperature ∆T :

∆T =
α1

2α2

(√
1− 8Rα2

3α2
1

− 1

)
(3.4)

Therefore a change in bulk plasmon energy can be converted into a temperature change.

If the plasmon generation cross-section in a material is large, the low-loss scattering regime

will be dominated by primary electrons which have generated one (or multiple) plasmon

excitations. Even with a monochromated primary electron beam, the full-width at half

maximum (FWHM) of this plasmon peak is fairly broad, on the order of an eV. Notably, an

EELS spectrum does not give absolute measurements of energy; They must be referenced to

the ZLP. This is because the entire spectrum can be shifted in energy due to imperfectly-

aligned electron optics. This shift in energy is also a function of (x,y) position of the probe,

since electrons entering the spectrometer from a non-normal angle will be shifted in energy

relative to normally-incident electrons. Each individual spectrum must contain at least two

fits: the ZLP and the plasmon resonance. The plasmon energy is then the difference between

the center of the plasmon and the center of the ZLP. In practice, the ZLP is usually fit well

to a normal distribution, and either a normal or Lorentzian distribution is used to fit the

plasmon peak.
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PEET works remarkably well in aluminum, due to aluminum’s sharp plasmon resonance,

large plasmon-generation cross section, and large thermal expansion coefficient (α1 = 23.5×

10−6 K−1). The free electron model yields an accurate value of plasmon energy: At room

temperature (T0 = 273 K), n(T0) ' 1.8 × 1029 m−3, and from equation 3.2, Ep = 15.8 eV.

This predicted value is within 4% of the measured 15.2 eV.

PEET can be used to measure Joule heating in nanoscale interconnects[53]. An alu-

minum nanowire is fabricated on an electron-transparent in situ biasing substrate using

e-beam lithography (Fig. 3.6). The wire is biased at 60 µW in both bias polarities, and

EELS spectrum images are collected in situ . Changes in plasmon energy are converted to

temperature (Eq. 3.4) using aluminum’s known coefficient of thermal expansion[53].

Temperature maps and corresponding line profiles show roughly parabolic temperature

profiles, which overlap closely in both bias polarities. This overlap in temperature profiles is

an important check to the validity of these temperature measurements, since Joule heating

is independent of bias polarity. The signal-to-noise ratio is obviously better than the tem-

perature measurements performed by 4D-STEM (Fig. 3.5), which is mainly due to the fact

that the strength of a plasmon excitation is not significantly affected by the orientation of a

crystal, whereas 4D-STEM only obtains strong signal from preferentially-oriented grains.
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Figure 3.6: Temperature mapping in a biased aluminum nanowire. ADF STEM

image of an aluminum nanowire (a,b). Plasmon energy maps (c) and corresponding line

profiles acquired at two different bias polarities. Changes in plasmon energy are converted

to changes in temperature (d).
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CHAPTER 4

Mapping Electromigration and Temperature in Cobalt

Nanowires
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4.1 Introduction to Electromigration

Copper is the current standard back end of line (BEOL) material used in processors[54].

Compared to the previous industry-standard aluminum BEOL interconnects, copper has

both higher electrical and thermal conductivity, and superior resistance to electromigration

failure[54]. However, as the critical dimension of transistors, and in turn first-level BEOL

interconnects, continues to decrease, the resistivity of copper increases along with its sus-

ceptibility to electromigration failure[55]. Additionally, copper interconnects require barrier

and adhesion layers which increase its resistivity at small critical dimensions[56].

Cobalt is being investigated as a next-generation interconnect material to replace copper[55,

57, 58]. Cobalt’s carrier mean-free-path is shorter than copper’s, and its bulk electrical con-

ductivity is lower[59]. However, because its carrier mean-free-path is short, cobalt’s electrical

conductivity is less dependent on an interconnect’s critical dimension[58, 59, 60]. Cobalt’s

activation energy of 1.89 eV is also higher than copper’s 1.11 eV, making cobalt more resis-

tant to electromigration at elevated temperatures[55] than copper. Cobalt is also a practical

material as it can be deposited by chemical vapor deposition[55] or electrodeposition[57].

The standard model of electromigration ion flux was proposed by Blech and Meieran[61]:

J =
nZ∗eρjD0

kT
e−Q/kT (4.1)

where Q and Z∗ are the activation energy for self-diffusion and effective charge of the

activated ion, respectively, and D0 is the self-diffusion coefficient. Void growth is caused by a

divergence in J , which is usually by a non-zero divergence in j (current crowding), or T (Joule

heating). The effective ion charge is a critical material-based parameter, which determines

partly how resistant a material is to electromigration failure. There is agreement that at high

temperatures (1250 ◦C), cobalt’s Z∗ is positive[62, 63], and at lower temperatures (below

615 ◦C) it switches to negative[64, 65]. The reason for a switch in sign of the effective ionic

charge is not known with certainty, but may be due to different electromigration mechanisms

dominating at different temperatures.
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4.2 Optimization of Multi-Peak Fit Windows

EELS analysis, as with most spectroscopic methods, is done by fitting functions to excita-

tions, such as core-loss excitations, plasmon excitations, and the zero-loss peak. Most work

in EELS centers around core-loss excitations, which can be analyzed by fitting a power-law

background to an energy windows immediately adjacent to a core-loss edge[6]. Multiple

edges from different elements can be fit within one spectrum, and the relative intensities

of the edges can give elemental concentrations. Additionally, the near edge structure of a

core-loss edge can yield valuable bonding information that is not possible with EDS.

To analyze Joule heating and changes in thickness due to electromigration, we focus on

the low-loss spectra, in particular the plasmon excitation and the zero-loss peak. Cobalt

nanowires are suspended on 15-20 nm silicon nitride membranes. Unfortunately, silicon ni-

tride also has a sizeable plasmon resonance, which overlaps almost exactly with the cobalt

plasmon in terms of energy and full-width at half maximum. This overlap can produce

systematic errors in material thickness and PEET-derived temperature, as we have demon-

strated in a previous study with silicon nanoparticles suspended on silicon nitride membranes[66].

As we have reported previously[66], when imaging silicon nanoparticles with EELS the

intensity of the silicon nitride plasmon relative to the intensity of the silicon plasmon increases

near the thin edges of the silicon nanoparticle. Since the the energy of the silicon nitride

plasmon is higher (∼ 23 eV) than the silicon plasmon (∼ 16 eV), a single-function fit will

yield artifically high plasmon energies near the thin edge of the silicon nanoparticle. This

effect is an artifact of overly-simple curve fitting and not a real phenomenon. The solution

to this problem is to increase the complexity of the curve fitting routine: The sum of two

Lorentzian distrubutions must be used to fit the sum of the silicon nitride and silicon plasmon

peaks. Adding 3 extra parameters to the fit would double the number of free parameters

and increase the error of the fit parameters. To minimize this problem, the silicon nitride

width and center are fit off the edge of the nanoparticle, when the beam is over bare silicon

nitride. The center and width of the silicon nitride plasmon are assumed to not change when

the beam is over the silicon and silicon nitride, and thus are fixed parameters. The intensity
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of the silicon nitride plasmon can change when the beam is off the nanoparticle versus on

the nanoparticle, and thus the intensity of the silicon nitride peak is a free parameter across

the image.

With this algorithm the number of parameters is only increased by one, from three to

four, and the systematic effect based on silicon thickness is greatly minimized. We apply

this same algorithm to the analysis of cobalt nanowie EELS data. Although the thickness of

the nanowire is relatively uniform, at least compared to a spherical nanoparticle, there are

still two significant systematic errors that can be corrected by implementing a multi-peak

fitting scheme. Firstly, the absolute thickness of the cobalt film is artifically inflated by

neglecting to separate the silicon nitride signal. Secondly, the PEET-derived temperatures

can be artifically lowered, since the CTE of silicon nitride is significantly smaller (3× 10−6),

than cobalt’s CTE (12× 10−6). Since the silicon nitride expands at approximately a quarter

of the rate of cobalt’s, its plasmon energy will hardly change with temperature. Adding a

shifting cobalt plasmon with an unmoving silicon nitride plasmon will reduce the shift of

their sum (if fit with a single Lorentzian distribution), and thus will artificially reduce the

PEET-derived temperatures.

Multi-peak fitting is performed in Mathematica using the “NonlinearModelFit” built-in

function. Prior to fitting the spectra to the various model functions, the proper fit windows

must be selected. Both the fit windows for the ZLP and the plasmon must be independently

optimized. The ZLP is asymmetric, and both its left and right fit are optimized separately

(Fig. 4.1). To optimize the fit bounds, two relevant parameters of fit quality must be com-

pared against each other. The choice is somewhat arbitrary, but we choose the reduced chi

squared and the error in the center of the Gaussian model. As the window size increases,

in general the reduced chi squared parameter will increase, and the error will decrease. The

optimal value for the fit window edge strives to minimize these two fit quality parameters.

In the case of an asymmetric distribution, like the ZLP, first one bound of the fit is fixed,

and the right bound is varied. Once the right bound is optimized, it then held constant and

the left bound of the fit is optimized. This process is performed iteratively until the values

70



-2 -1 0 1 2 3
0

200000

400000

600000

800000

Energy (eV)

C
ou

nt
s

0.0 0.2 0.4 0.6 0.8 1.0
0

1000

2000

3000

4000

5000

Right Bound (eV)

R
ed

uc
ed

C
hi

S
qu

ar
ed

C
en

te
r E

rr
or

 x
10

6  e
V

-1.0 -0.8 -0.6 -0.4 -0.2 -0.0
0

2000

4000

6000

8000

10000

12000

Left Bound (eV)

R
ed

uc
ed

C
hi

S
qu

ar
ed

C
en

te
r E

rr
or

 x
10

6  e
V

a

Red. Chi Squared
Center Error x 106 (eV) b c

d

-2 -1 0 1 2 3
0

20000

40000

60000

80000

100000

120000

140000

Energy (eV)

C
ou

nt
s

+

+

Figure 4.1: Optimizing the fit bounds for an asymmetric ZLP. A red square ROI

displayed on the STEM ADF image of the nanowire (a) denotes the location spectra that

are used to optimize the ZLP fit bounds. The left bound (b) and the right bound (c) are

optimized iteratively. The fit window works well for spectra taken from the silicon nitride

alone (d) and the silicon nitride and cobalt (e), despite a large difference in ZLP amplitude.
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for both bounds are the same from one iteration to the next. Importantly, since the spectra

are noisy and vary from one beam position to the next, every spectrum within a region of

10 by 10 pixels (100 pixels total) is fit with a Gaussian distribution, and the mean values of

the reduced chi squared and center mean are taken. The final convergent solution for this

iterative process is plotted for both the left (Fig. 4.1 b) and right (Fig. 4.1 c) bounds of the

fit window. The optimal bounds are determined to be -0.0175 eV and 0.5 eV . Although

the amplitude of the ZLP changes when the beam is off the cobalt (Fig. 4.1 d) relative to

impacting the cobalt (Fig. 4.1 e), the quality of the fit is the same, and thus the bounds

need not change across the EELS image.

As the next step in the multi-peak fitting process, the silicon nitride is fit independently

of the cobalt (i.e. when the beam is not incident on the cobalt), in order to extract a

mean plasmon energy and width of the silicon nitride. Unlike the ZLP, the silicon nitride

plasmon is nearly symmetrical, and thus the window optimizaton process is simpler: Instead

of optimizing both bounds of the fit window, the fit window will be centered on the center

of the plasmon peak and only the width of the window need be optimized. Again, a 10

by 10 array of EELS spectra (Fig. 4.2 a, red ROI) are fit independently for a range of fit

window widths, and the mean of the reduced chi squared the mean of the center error is

plotted versus fit window width (Fig. 4.2 b). The optimal value of fit window width, which

minimizes both the center error and the reduced chi squared is 11 eV. A typical silicon nitride

spectrum with a Lorentzian distribution fit is plotted (Fig. 4.2 c), using the optimal window

found through the reduced chi squared and center error minimization routine.

Using the fit windows optimized through the previously-described routine, ZLP is fit

across the entire silicon nitride membrane (Fig. 4.3). Fits are performed quickly in Mathe-

matica, using the “ParallelTable” command to utilize multiple CPU threads simultaneously.

Values for ZLP amplitude, center, and standard deviation are sorted into bins and plotted.

Gaussian distributions are fit to the histograms for the amplitude and standard deviation

fit parameters. The center of the Gaussian distribution is taken to be the mean value of the

fit parameter, and the standard deviation is taken to be the error bar of that fit parameter.
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Figure 4.2: Optimizing fit bounds for the silicon nitride plasmon A red square ROI

displayed on the STEM ADF image of the nanowire (a) denotes the location of spectra that

are used to optimize the silicon nitride fit bounds. Unlike the ZLP, the nitride plasmon peak

is symmetric and only requires an optimization of the width of the fit window (b). The final

fit (red line) is superimposed on a typical silicon nitride spectrum (c).
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Figure 4.3: ZLP fit parameters and histograms The ZLP is fit individually for each

spectrum, and histograms of the ZLP amplitude (a), center (b), and standard deviation (c)

show the distribution of the fit parameters. The amplitude and standard deviations are

normally distributed. The center of the Gaussian histogram fit is the mean value, and the

standard deviation of the histogram fit is the error.
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This scheme works well for the amplitude and standard deviation of the ZLP fit, however

the values for ZLP center are not normally distributed. The reason for this is that the EELS

images are roughly aligned using a custom script written by Matthew Mecklenburg in Digital

Micrograph, before they are imported into Mathematica.

A similar scheme is applied to analyze the silicon nitride plasmon when the beam is not

impacting the cobalt. Lorentzian distributions are fit to each individual EELS spectrum,

and a simple filter is used to determine when the beam is passing through solely the silicon

nitride, or the cobalt and silicon nitride. The filter in this case is derived from the ZLP

amplitude fits. When the beam is impacting the cobalt and the silicon nitride, a higher

fraction of primary electrons scatter inelasically out of the ZLP relative to when the beam is

only impacting the silicon nitride. Thus the ZLP will have a significantly lower amplitude in

spectra acquired when the beam is incident on the cobalt. Although the cutoff criteria can

vary from sample to sample, a limit of 4000 counts of ZLP amplitude serves as a good filter

in Fig. 4.4 to distinguish the nanowire from its silicon nitride support membrane. Each of

the Lorentzian fit parameters (amplitude, center, width) is Gaussian distributed, and fits to

these parameters binned into histograms yield the best fit value and the error.

4.3 PEET in Cobalt by Multi-Peak Fitting

Another optimization routine is performed to set the bounds for the cobalt multi-peak fitting.

Three functions are used in this scheme, along with data collected from when the beam is

over the bare silicon nitride membrane.

The first assumption that is made is that the silicon nitride support membrane is of

uniform thickness, which is reasonable considering the relevant area is a micron square of a

4 inch wafer coated by CVD silicon nitride. There are multiple ways to calculate thickness

EELS data, each of which is derived from Poisson statistics. The counts under each peak

(In) are described by the following formula[6]:
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Figure 4.4: Silicon nitride fit parameters and histograms The silicon nitride plasmon

is fit individually for each spectrum, and histograms of the silicon nitride amplitude (a),

center (b), and standard deviation (c) show the distribution of the fit parameters. All fit

parameters are normally distributed. The center of the Gaussian histogram fit is the mean

value, and the standard deviation of the histogram fit is the error.
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Figure 4.5: Cobalt multi-peak fit window optimization. A red square ROI displayed

on the STEM ADF image of the nanowire (a) denotes the location of spectra that are used

to optimize the cobalt multi-peak fit bounds. The reduced chi squared metric (b) and center

error (c) metric are plotted as a function of left fit bound location. The process is repeated

for the right fit bound: The reduced chi squared metric (d) and center error (e) metric are

plotted as a function of right fit bound location.
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In =
IT
n!

(
t

λ

)n
e−t/λ (4.2)

where t is the film thickness, λ is the plasmon generation mean free path, n is the order

of the plasmon excitation, and IT are the total counts. In our data the relevant peaks are

the ZLP (n = 0) and the first cobalt plasmon (n = 1). From Eq. 4.2:

I1
I0

=
t

λ
(4.3)

In other words, the thickness of the a film (in MFP’s) is equal to the ratio of the counts

under the plasmon to the counts under the ZLP. In this way the thickness of the silicon

nitride membrane can be precisely measured in each image. The counts under the ZLP are

proportional to the product of the Gaussian standard deviation and the amplitude, which

are precisely determined (Fig. 4.3). Similarly, the counts under a Lorentzian distribution

are proportional the product of the amplitude and the width, which are both precisely

determined using histogram fits of data from all bare nitride beam positions (Fig. 4.4). The

ratio of counts under the silicon nitride plasmon to the counts under the ZLP is then the

mean thickness of the film.

The sum of two Lorentzian distributions is fit to the overlapping silicon nitride and cobalt

plasmons. The silicon nitride plasmon width and center are assumed to be the same when

the beam is incident on the cobalt compared to when the beam is impacting bare nitride.

Thus the silicon nitride width and center, extracted from histogram fits (e.g. Fig 4.4), do not

vary with beam position across a spectrum image. The silicon nitride amplitude, however, is

not constant since when the beam is incident on the cobalt since the cobalt will scatter many

electrons away from the EELS detector, and reduce the counts under the ZLP and silicon

nitride plasmon. However, since the thickness of the silicon nitride is constant, the ratio of

the ZLP counts to the silicon nitride plasmon counts stays constant across the image. At

each beam position, the counts under the ZLP, along with the constant nitride thickness,

are used to lock in the counts under the silicon nitride plasmon.
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Figure 4.6: Optimized cobalt multi-peak fit. The cobalt and silicon nitride plasmons,

fit by a single Lorentzian distribution (a). The same fit window is fit with the sum of two

Lorentzians, one each for the silicon nitride and the cobalt plasmons. The silicon nitride

parameters are set by the thickness of the silicon nitride (determined by analysis done when

the beam is off the cobalt), and the counts under the ZLP.

Thus there are no extra added fit parameters in the multi-peak fitting scheme, which

minimizes fit errors. Again, the fit window bounds are optimized independently due to the

asymmetry of summed silicon nitride and cobalt plasmons. Reduced chi squared and cobalt

center error are minimized simultaneously for the left and right bound of the cobalt multi-

peak fit (Fig. 4.5). Comparing an example Lorentzian single-peak fit (Fig. 4.6 a) to the

multi-peak fit of the same optimized window (Fig. 4.6 b), the multi-peak fit has a better

reduced chi squared value, but almost double the error in cobalt plasmon center. Also

notable, the cobalt plasmon is ∼ 2 eV higher when the nitride is fit separately, compared to

when the sum of the nitride and cobalt are fit to a single Lorentzian.

4.4 Plasmon Energy Expansion Thermometry (PEET)

Plasmon energy expansion thermometry (PEET) is an EELS-based STEM technique which

has been used to measure temperature in aluminum[53], silicon[66], molybdenum disulfide[67],
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silicon nitride[68], and indium[69], with sub-10 nm spatial resolution. PEET measures

temperature-dependent changes in a material’s bulk plasmon energy using EELS, and con-

verts those changes into temperature measurements:

Ep = ~ωp = ~

√
e2n

ε0m
(4.4)

where n is the valence electron density. When a material can expand freely, the va-

lence electron density is temperature-dependent: n(T ) ' n(T0)[1 − 3f(T )], where f(T ) ≡∫ T
T0
α(T ′)dT ′. A normalized change in plasmon energy, R(T ), can thus be related to a tem-

perature change:

R(T ) ≡ Ep(T )− Ep(T0)
Ep(T0)

= −3

2

∫ T

T0

α(T ′)dT ′ (4.5)

If the ∆T = T − T0 is small, α(T ) can be Taylor expanded: α(T ) ' α1. This expression

can be inverted to solve for a change in temperature ∆T :

∆T = −2

3

R

α1

(4.6)

where the thermal expansion coefficient in cobalt[70], α1, is 13× 10−6/K, and the rate of

change in temperature per change in plasmon energy is -2.1 K/meV.

4.5 Measuring Temperature in Cobalt Nanowires via the TCR

Temperature changes due to Joule heating can be measured using cobalt’s temperature

coefficient of resistance (TCR). Measuring a temperature change using a known TCR is

the basis for resistance thermometry[71, 72], and we apply it here in these nanowires. The

sense leads on these nanowires are placed close to the center of the nanowire, where the

temperature increase due to Joule heating will be uniform. A bulk material’s resistance,

Rb(T ), is due to phonon scattering and is thus temperature dependent:
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Figure 4.7: PEET temperature profiles across a biased cobalt nanowire. PEET

temperatures, vertically averaged over the dashed blue box (a), are calculated at two different

bias current and both polarities are superimposed on a line profile (b). The maximum change

in temperature measured due to Joule heating is 1000± 200 K.
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Figure 4.8: Heated probe station setup A probe station with a heated stage is rigged

with micromanipulators and a hot plate. A block of aluminum is used as a support base

for the chip to provide a uniform temperature. Temperatures are measured by touching a

thermocouple to the aluminum block.

Rb(T )

Rb0

= 1 + α(T − T0) (4.7)

where Rb0 is the bulk resistance at room temperature, and α is the TCR in units of inverse

Kelvin. TCR coefficients are available in a wide range of materials. The above formula

(Eq. 4.7) can be inverted to measure changes in temperature given a change resistance.

Metals with a high TCR can measure temperature changes more precisely, and fortuitously

bulk cobalt has a high TCR[73] of 0.0068K−1 compared to other metals.

However, the resistance of a thin-film with smaller grains has an added temperature-

independent component, Rg, which is due increased grain-boundary and surface scattering.
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Figure 4.9: Measuring temperature via cobalt’s TCR. Resistance measured in a 4-wire

nanowire device is measured versus chuck temperature, and compared to bulk (a). Transport

data for all four current ramps demonstrates a decrease in resistance after the first ramp,

due to grain growth. Temperature changes due to Joule heating are plotted versus current

(c) and power (d). The ∆T vs. power plots are fit well to lines, as expected from the heat

equation.

The total resistance is the sum of these two terms[74]:

R(T ) = Rb(T ) +Rg (4.8)

The grain boundary and surface resistance term, Rg varies with film thickness, grain

structure, and surface-to-volume ratio among other factors, and must be measured.
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R(T ) = Rb0(1 + α(T − T0)) +Rg (4.9)

R(T )

Rb0 +Rg

= 1 +
Rb0

Rb0 +Rg

α(T − T0) (4.10)

The 4-wire resistance R(T ) can be measured as a function of temperature by using a

probe station with a heated stage, and the quantity Rb0/(Rb0 + Rg) is the slope of the

normalized resistance versus temperature. This was done for an individual nanowire on a

hot plate (Fig. 4.8) heated to 200 K above room temperature (Fig. 4.9 a, purple points). The

slope of the nanowire data is 48% the slope of bulk cobalt, and therefore 48% of the room

temperature resistance is temperature-independent and due to surface and grain boundary

scattering.

The 4-wire transport data from the four ramps of the experiment of Fig. 4.13 is signif-

icantly non-linear due to a resistance increase caused by Joule heating (Fig. 4.9 b). The

ramp down after 15 minutes of bias at 2.0 mA has significantly higher current the ramp up

(Fig. 4.9), due to an increase in grain size and a corresponding drop in resistance.

To calculate temperature from transport data, the differential resistance is measured

and the temperature-independent resistance is subtracted from that quantity, yielding the

temperature-dependent resistance. This resistance is converted to a change in temperature

(Fig. 4.9 c) using the bulk function for cobalt’s TCR, which has been measured[73] up to

1700 K. When plotted versus current, the temperatures reached in the first ramp are higher

than subsequent ramps, which is a result of the wire’s higher resistance before grain growth

occurs.

When temperature is plotted versus power (Fig. 4.9 d), all four ramps overlap closely.

The temperature points also fall nearly on a line, which is expected by the steady-state heat

equation j2ρ = −κ∇2T . The solution to this equation in a Joule heated wire[52] dictates

a maximum temperature of Tmax = T0 + j2ρL2/8κ. The total power deposited by Joule

heating is P = j2ρLA, therefore Tmax = T0 + αP , where A is the cross-sectional area of the

wire, L is the length of the wire, P is the power deposited, and α = L/8κA. The maximum
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Figure 4.10: 4-wire transport data and temperature measurements in both polar-

ities. In this experiment a device is biased at 1.5 mA constant current in both polarities

(a). 4-wire transport data is non-linear due to Joule heating (b). Using cobalt’s TCR, tem-

perature can be measured versus current (c) and power (d).
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Figure 4.11: 4-wire transport data and temperature measurements in one polarity

In this experiment a device is biased at 1.5 mA then 2.1 ma constant current in one polarity

(a). 4-wire transport data (b) is converted to temperature and plotted versus current (c)

and power (d).
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temperature of the wire is therefore proportional to power dissipated by Joule heating. The

slight curving upward of the temperature change versus power plot of Fig. 4.7 d is likely

due to a decrease in cobalt’s thermal conductivity at high temperatures[73, 75], dictated by

cobalt’s temperature coefficient of thermal conductivity.

This method of measuring temperature through the TCR is not limited by statistical

error since resistance can be measured to better than three digits. Systematic error is larger,

evident by the variation in slope of the linear fits of temperature versus power of the four

ramps (Fig. 4.7 d). Nominally, the slopes should be the same since the thermal conductivity

of the nanowire is unlikely to change significantly between power ramps. The variations

in slope are likely due to changes in resistance due to grain boundary growth which occur

during the course of each ramp, which cannot be fully accounted for by measuring room-

temperature resistance after ramp 2 and ramp 4. The linear fits of the four ramps have a

mean slope of 8.6 ± 0.3 K/µW. This error bar is 4% of the mean, and sets the systematic

error bar for this temperature measurement method. This accuracy is equal to or better

than current state-of-the art commercially available in situ STEM heating chips.

We thus have two independent measurements of temperature at our disposal when per-

forming in situ biasing experiments on cobalt nanowires. The temperature data (found

through the multi-peak fitting algorithm) displayed in Fig. 4.7 corresponds to TCR trans-

port data displayed in Fig. 4.10. The maximum change in temperature measured with PEET

is 1000 ± 200 K. Although there are differences in temperature measured between the four

ramps via the TCR method, Ramp 2 and Ramp 4 overlap closely, and a maximum change

in temperature of ∼ 1300 K is measured. The TCR-derived temperature nearly falls within

the error bar of the PEET-derived temperature. At a maximum, the difference in best-

estimate values implies a systematic difference of 30% between the two methods, which may

be explained by imperfect subtraction of the silicon nitride background plasmon.
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Figure 4.12: Device architecture and EELS spectra. A STEM ADF image of a cobalt

nanowire supported on a silicon nitride membrane (a). A 3-D rendering of device thickness,

measured with the EELS log-ratio method (b). An example EELS spectrum (c), taken from

the pixel marked by the red cross in (a) shows the zero-loss peak, cobalt plasmon, and M2,3

core-loss edge. A mean spectrum, taken from the right contact is superimposed in orange.

The ZLP and plasmon peaks are fit with Gaussian and Lorentzian distributions, respectively

(c, insets).
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4.6 Electromigration-Driven Grain Growth in Cobalt Nanowires

Cobalt nanowires (30 nm thick, 100 nm wide) are patterned on electron-transparent (15 nm

thick) in-house fabricated silicon nitride membranes (Fig. 4.12 a). The cobalt nanowires

are designed to have a 4-wire geometry to allow for precise electrical transport data to be

acquired from the center of the nanowire. EELS spectrum images are acquired from the

dashed-blue region-of-interest (ROI). An example spectrum (Fig. 4.12 c), acquired from the

location denoted by a red cross (Fig. 4.12 a), reveals the zero-loss peak (ZLP), the first

plasmon and the M2,3 core-loss excitation. The ZLP is fit to a Gaussian distribution, and

the plasmon is fit to a Lorentzian distribution (Fig. 4.12 c, insets), and the plasmon energy

is the difference in center values between the two fits.

EELS is a powerful quantitative technique which can be used to accurately measure

thickness[46, 76] and density[66] of a material with nanometer spatial resolution. Thickness

is commonly calculated through the log ratio method[46], which assumes plasmon generation

is a Poisson process (Eq. 4.2).

In the sample spectrum displayed in Fig. 4.12 c, the counts in the blue shaded region

are equal to I1, and the counts under the red shaded region are equal to I0. the The Poisson

formula (Eq. 4.2) can be rearranged to yield thickness in terms of the plasmon generation

mean free path: t = λI1/IT . Using an 80 keV electron accelerating voltage, and a 20 mrad

EELS collection angle, λ = 59 nm in cobalt films[76]. The log-ratio method yields precise out-

of-plane measurements of thickness with high in-plane spatial resolution: A 3-dimensional

rendering of thickness (Fig. 4.12 b) clearly shows sub-nm undulations in thickness due to

the fine (∼ 5 nm) grain structure of the cobalt nanowire.

Changes in thickness due to EM can be precisely mapped across the cobalt nanowire.

Thickness is calculated from EELS spectrum-images, using the plasmon-ratio method. In

this experiment multiple 15-minute EELS images are acquired with bias currents of (0,

+1.5, 0, -1.5, 0, 2, 0, -2, 0 mA). As the biasing experiment progresses, changes in cobalt are

displayed by averaging vertically over the width of the nanowire (Fig. 4.13 c). Changes in
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Figure 4.13: Electromigration measured by EELS The initial thickness of the cobalt

nanowire is calculated with by the EELS log-ratio method. Thickness profiles (b), averaged

vertically along the dashed-yellow box (a) are calculated after each 15 minute bias. Little

cobalt moves at the 1.5 mA bias in either polarity (c). Greater amounts of cobalt are removed

from the anode at 2.0 mA bias, in both bias polarities.
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Figure 4.14: Strain measurements across the nanowire. Plasmon energy is mapped at

0.0 mA bias an 2.0 mA bias (a). A small shift in plasmon energy due to thermal expansion is

barely visible by eye (b). Changes in plasmon energy are converted to strain, and vertically

averaged over the dashed-blue and dashed-red ROI’s (a) to yield line profiles (c). A tensile

strain between the unbiased and biased data is due to thermal expansion of the cobalt lattice.

A tensile strain between the as-deposited film subsequent unbiased data is due to a relaxation

of strain in the as-deposited film[77].

thickness, calculated by subtracting an “off” image from the previous “off” image (Fig. 4.13

c), demonstrate that little cobalt is removed at 1.5 mA bias, but much larger amounts are

removed at 2.0 mA bias (d). At both positive and negative 2.0 mA, cobalt is removed from

the anode and deposited at the cathode, indicating the Z∗ coefficient of this EM process is

positive. These measured thickness changes are at their largest ∼ 1.5 nm, which is relatively

small compared to the 30 nm thickness of the film.

Thickness measured by the log-ratio method cannot distinguish changes in thickness from

changes in density, but cobalt density (and strain) can be measured directly through cobalt’s
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plasmon energy. If strain is isotropic in all three dimensions, ∆n/n ∝ ε3. Substituting this

expression into the formula for plasmon energy (Eq. 4.4) yields an expression for strain:

ε = 2∆Ep/3Ep.

Cobalt plasmon energy is mapped, simultaneously with thickness, across each image in

the experiment described in Fig. 4.13. Changes in plasmon energy are converted to strain,

and plotted together (Fig. 4.14 c). The second and third “off” plasmon energy profiles

overlap closely with each other, but are different than the as-grown plasmon energy. The

cobalt film appears to be under significant compressive strain as-grown[77], which is quickly

relaxed by Joule heating at the 1.5 mA bias. The plasmon energy measured when the wire

is under positive or negative bias is nearly identical, and is significantly lower than the “off”

plasmon energy due to thermal expansion of the cobalt lattice.

Thickness changes, measured directly via EELS, yield valuable EM information which is

invisible in 4-wire electrical transport data. In a different experiment than shown in Fig.

4.13 and Fig. 4.9, a cobalt nanowire is biased at +1.5 mA for 60 mins, followed by +2.1

mA for 60 mins. Annular dark-field (ADF) images (Fig. 4.15 a, b, c) provide detailed maps

of grain size within the polycrystalline wire. At the 1.5 mA bias, little change is visible

in the crystal structure (Fig. 4.15 b), but at 2.1 mA bias, grain size increases dramatically

(Fig. 4.15 b).

This increase in grain size is correlated with the cobalt hcp to fcc phase transition[77] at

380 ◦C. Indeed, the temperature (measured by the TCR method) at 1.5 mA bias current is

300 ◦C (Fig. 4.15 g), which is below this phase transition temperature, and the resistance

of the nanowire increases slightly (5%) throughout the 60 min bias at this constant current.

After scan 4, the current is increased in steps up to 2.1 mA, and the temperature increase

due to Joule heating correspondingly increases. When the temperature of the wire surpasses

400 ◦C the resistance begins to decrease over time when held at constant current, which is

an indication of grain-growth. When the bias is held at 2.1 mA for 60 mins the resistance of

the nanowire decreases dramatically from from 19.0 Ω to 14.6 Ω, which is accompanied by

a massive increase in grain size (Fig. 4.15 c). This grain growth results in fewer scattering
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Figure 4.15: Correlating 4-wire electrical transport to thickness changes. ADF (a,

b, c) and thickness (d, e, f) images taken before biasing (a,d), after 60 mins of 1.5 mA bias

(a, e), and after 60 mins of 2.1 mA (a, f). Negligible change is observed in grain structure

or thickness at 1.5 mA bias, but at 2.1 mA bias the grains grow dramatically and significant

cobalt is removed from the anode. 4-wire data is acquired in real-time while the spectrum

images are acquired (g), and temperature can be calculated via the TCR method. Resistance

increases slightly during the 1.5 mA bias, and decreases dramatically during the 2.1 mA bias

due to expanding grains (c). Absolute value difference images (h, i) demonstrate that grain

growth occurs primarily on the anode of the device.
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centers for charge carriers, which lowers the resistance of the nanowire.

Thickness maps (Fig. 4.15 d, e, f), calculated by the log-ratio method, show negligible

changes at the 1.5 mA bias, and dramatic removal of cobalt on the anode after the 2.1 mA

bias. The thickness of the anode decreases significantly at 2.1 mA bias, while the thickness of

the cathode is almost unchanged. Depletion of metal on the anode of a wire is an indication

of an EM process with a positive effective ionic charge (+Z∗). This EM signal is not indicated

by transport data: EM will in general remove material, decreasing a device’s cross section,

and in turn increase its resistance. Yet in these devices resistance is dominated by grain size,

and decreases dramatically as the device anneals due to Joule heating. ADF imaging channels

are also a poor metric of thickness since they contain both inelastic and elastic scattering.

EELS is a precise, high-resolution technique to directly measure thickness changes due to

EM which are invisible by other techniques.

Similarly to EM, changes in grain structure are negligible at 1.5 mA, and are much larger

on the anode at 2.1 mA bias. Changes in grain structure are mapped by taking difference

images (Fig. 4.15 h, i) between the three ADF images (Fig. 4.15 a, b, c). At 2.1 mA bias,

the nanowire is Joule to nearly 1000 ◦C, and changes in grain structure due to annealing

are visible over the entire device. However, these changes in grain size are not symmetric

across the center of the wire, and the anode has developed significantly larger grains than

the cathode, which also extend over 500 nm away from the narrow section of the nanowire.

In a separate experiment a different cobalt nanowire is biased at alternating polarities

and increasing current densities (Fig. 4.16). Changes in crystal structure are measured by

mapping the squared difference (right column) of before (left column) and after (center

column) ADF STEM images. The squared difference in ADF signal is chosen as a metric of

grain growth, since grain growth can produce a positive or negative change in ADF signal,

depending on the grain’s crystal orientation. Thus the sign of the change in ADF signal is

not as useful for detecting grain growth as the absolute value of the magnitude of the change

in signal. For all four bias values (two magnitudes and two directions), significantly more

grain growth is apparent on anode compared to the cathode. The results of this experiment
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Figure 4.16: Secondary grain growth induced by EM. A cobalt device is biased in

constant current mode, with forward and reverse bias at increasing current density. After

each period of bias, the squared difference in before (left column) and after (center column)

is taken (right column). Significantly more grain growth is visible on the anode in both bias

polarities.
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confirm that EM accelerates grain growth on the anode of the nanowire.

4.7 Ex Situ Analysis of Cobalt Grain Structure with Transmission

Kikuchi Diffraction

The grain structure and texture of the polycrystalline cobalt nanowires can be analyzed

with an SEM-based technique, transmisssion Kikuchi diffraction (TKD). TKD can map

grain orientations, classify phases, among many other useful parameters[78]. It is closely

related to the more common electron backscatter diffraction (EBSD) technique, but with

a different detector angle. In EBSD the detector is located above the plane of the sample,

and collects Kikuchi diffraction patterns from backscattered electrons. In TKD, the detector

is located beneath the plane of the sample, and collects Kikuchi patterns from transmitted

electrons. The primary practical difference between the two techniques is increased spatial

resolution, which results from the smaller interaction volume with an electron-transparent

sample in TKD. The spatial resolution of EBSD is limited to 20-50 nm, whereas in TKD

spatial resolution is significantly below 10 nm[78]. All cobalt nanowire devices that are used

for in situ STEM experiments are fabricated on electron-transparent silicon nitride windows,

which allows them to be easily analyzed using TKD without any modification.

At high current densities, Joule heating induces a partial phase transition within the

cobalt nanowires (Fig. 4.17). The hcp to fcc phase transition temperature [77] is 380 ◦C, indi-

cating that Joule heating within the nanowire has surpassed that threshold. This phase map

was acquired ex situ at room temperature, after biasing. The fact that the low-temperature

hcp phase is not recovered at room temperature is surprising, but has been found to occur

in thin-film cobalt by at least one other group[77].

The grain orientations of hcp grains are mapped simultaneously using Kikuchi patterns

(Fig. 4.17). Pole figures of the hcp < 0001 > orientation are generated from data taken

within the left (cathode) and right (anode). The hcp < 0001 > orientation of grains within

the anode is better aligned to the out-of-plane direction compared to grains on the cathode.
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Figure 4.17: Ex-situ TKD grain analysis of a biased cobalt nanowire. Phase map
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current of 1.4 mA. The pole figures (bottom) reveal strong tendency for hcp grains to align

with the 0001 direction normal to the film surface.
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Not only are grains on the anode larger, but they are also better aligned along the < 0001 >

orientation.

4.8 Measurement of Effective Ionic Charge (Z∗) in Cobalt

For a given current density and temperature, it is possible to make an interconnect short

enough so that a back-stress gradient cancels out electromigration[79]. This short-length

(or Blech) effect is one of the most effective tools available to circuit designers to prolong

the lifetime of short interconnects. The back-strain gradient induced by EM is directly

proportional to the effective ionic charge (Z∗):

dσ

dx
=

2

Ep

dEp
dx

=
ejρZ∗

3BΩB
(4.11)

where b is a stress state-dependent coefficient, taken to be b = 2/3 for an equi-biaxial

stress state[80], Ω is cobalt’s atomic volume, and B is cobalt’s bulk modulus of 190 GPa [81].

Changes in plasmon energy can be converted to changes in strain (Eq. 4.4). PEET

assumes strains are thermally-induced, and converts them to temperature changes given a

material’s known coefficient of thermal expansion. As a function of position, thermally-

induced strain will be parabolic. Superimposed on this thermal strain (due to Joule heating)

is a linear strain due to EM, which is also bias-polarity dependent (Eq 4.11). Linear combi-

nations of plasmon energy maps at positive, negative, and zero bias can be taken to cancel

the thermal contribution and isolate the wind-force strain.

∆n+

n
= −Zejρ∆x

3ΩB
− 3α∆T (4.12)

∆n−
n

= +
Zejρ∆x

3ΩB
− 3α∆T (4.13)

Where ∆n+ is the normalized difference in atomic density between the positive bias

and zero bias images, and ∆n− is the normalized difference in atomic density between the
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Figure 4.18: TEAM 1.0 STEM equipped with a Gatan Continuum EELS spec-

trometer. A photograph taken of the TEAM 1.0 probe-corrected STEM equipped with

a high-speed Gatan Continuum EELS spectrometer, at LBNL’s Molecular Foundry. The

Keithley 2602 sourcemeter is visible atop the ladder, and sources current in situ to the

cobalt nanowire via a Hummingbird biasing holder. An ADF STEM image (b) is acquired

of a 4-wire cobalt nanowire device.
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negative bias and zero bias images. The change plasmon energy is related to the change in

atomic density simply: ∆n/n = 2∆Ep/Ep. The temperature-induced strain is then:

1

2

(
∆n−
n

+
∆n−
n

)
= −3α∆T (4.14)

And correspondingly the wind-force induced strain is:

1

2

(
∆n−
n

+
∆n−
n

)
= −Zejρ∆x

3ΩB
(4.15)

To increase our signal-to-noise ratio, we acquire in situ biased cobalt nanowire data at

the TEAM 1.0 probe-corrected electron microscope (Fig. 4.18 a) at the National Center

for Electron Microscopy (NCEM) at Lawrence Berkeley National Laboratory (LBNL). This

microscope is equipped with a Gatan Continuum EELS spectrometer, capable of acquiring

800 low-loss spectra per second. For comparison, the Gatan Quantum SE spectrometer at

USC is only capable of approximately 20 spectra per second, or a factor of 40 slower. This

instrument increases our signal-to-noise ratio in plasmon energy measurements by a factor

of
√

40.

Due to the Continuum’s high acquisition rate, plasmon energy maps (Fig. 4.19 b) can

be acquired with 0.5 nm pixel size. Plasmon energy profiles are extracted by averaging

vertically over the dashed-red ROI. Small areas of carbon contamination on the surface of

the nanowire become visible in the plasmon energy map, because carbon’s plasmon overlaps

with cobalt’s and introduces a shift upward in energy.

Grain boundaries in the nanowire are visible in the plasmon energy map (Fig. 4.20 a), a

testament to the spatial resolution of plasmon energy mapping. Within ∼ 5 nm of a grain

boundary, the plasmon energy decreases relative to the center of a grain. This is because the

cobalt lattice is no longer close-packed within a grain boundary (Fig. 4.20 c), and thus the

local atomic density (and plasmon energy) decreases. Notably, the plasmon energy dip is

wider (∼ 5 nm) than the physical extent of a grain boundary (an atom wide). The blurring

of the grain boundary in the plasmon energy map is due to plasmon delocalization, and is
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Figure 4.19: Plasmon energy maps acquired on a Continuum EELS spectrometer.

ADF (a) and plasmon energy maps (b) are acquired over the narrow section of a cobalt

nanowire. Plasmon energy is vertically averaged over the red ROI (b) and plotted (c).
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Figure 4.20: Changes in plasmon energy due to grain boundaries. The step size

(0.5 nm) is small enough in the plasmon energy map (a) to resolve decreases in density due

to grain boundaries. The density of cobalt is decreased at a grain boundary due to imperfect

atomic packing (c). Panel (c) is reproduced from [82].

an indication of the spatial resolution of plasmon-based strain mapping.

The average temperature at +1.40 mA and −1.40 mA bias is mapped along the length

of the nanowire (Fig. 4.21). Compared to data acquired on the Quantum SE (Fig. 4.7),

the signal-to-noise ratio of the temperature measurements is dramatically improved. The

temperature profile can be fit to a quadratic function (red line), but is nearly uniform

across the length of the nanowire. Joule heating raises the temperature of the nanowire by

∆T = 380± 20 K.

Pressure due to the wind force is plotted across the length of the nanowire (Fig. 4.22).

Although somewhat noisy, a clear pressure gradient is visible, and can be fit well to a line

(red overlay). This pressure gradient of 680 kPa/nm corresponds to a Z∗ = +0.62 ± 0.09.

The magnitude of this measurement is nearly an factor of three smaller than the Z∗ = +1.6
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Figure 4.21: Temperature measurement in a cobalt nanowire with a Continuum

EELS spectrometer. The average temperature is plotted between the positive and nega-

tive 1.4 mA bias. The signal-to-noise ratio is visibly better than previous data acquired on

a Quantum SE spectrometer.
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Figure 4.22: Maps of electromigration-induced pressure. Pressure due to the electron

wind force is plotted versus position along the nanowire axis. A Z∗ of +0.62 ± 0.09 is

extracted from this data.

measured by Ho[63] at 1300 ◦C. This discrepancy is possibly due to a significant difference

in temperature at which the two experiments were performed.

A significant tensile strain of ∼ 500 MPa is measured on the anode of the nanowire. This

tensile strain may explain the asymmetric grain growth described earlier in this chapter

(Fig. 4.16). Cobalt has been found[83] in in situ TEM stressing experiments to evolve larger

grains under tensile stress. Here, instead of mechanically inducing tensile stress, we induce

tensile stress with a high current density. This control of grain growth with an electronic

current is a unique feature of these cobalt nanowires which may allow engineering of larger

grains with lower resistivity, and in turn higher EM resistance.
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CHAPTER 5

Conclusion

In this dissertation we further expand on quantitative STEM techniques like EBIC and

EELS to probe electrically-active defects in situ . EBIC, normally an SEM-based technique,

is applied to electron-transparent GaAs nanowire devices using a STEM biasing holder. The

spatial distribution of e-h generation, the fundamental limit to EBIC’s spatial resolution,

is measured directly. The narrow, cylindrical e-h generation function is measured to have

a radial decay length of 12.8 ± 0.2 nm, which allows order-of-magnitude higher-resolution

EBIC than is achievable with SEM EBIC.

By raising the accelerating voltage of the STEM above the knock-on damage threshold of

GaAs, we converted the STEM to a highly-precise source of β radiation. Vacancy-interstitial

defects introduced by the primary beam were found to function as effective recombination

centers, reducing the charge-collection efficiency, and in turn EBIC, of the heterojunction

devices. By recording abrupt drops in EBIC as the beam is rastering, individual insertion

events can be located with single-pixel (sub nm) precision. We expect this new EBIC capa-

bility will open the door to high-resolution studies of radiation sensitivity within nanoscale

semiconductor devices.

Electromigration is a critical source of failure in nanoscale interconnect, and we have

developed new techniques based on EELS characterize EM within cobalt. Cobalt is a

next-generation interconnect material, and is highly resistant to EM, compared to the now-

standard copper. EELS provides highly-precise (sub-nm) out-of-plane thickness measure-

ments, and has been implemented in situ to measure small thickness changes induced by

EM within cobalt nanowires. The superior thickness precision of EELS relative to HAADF
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has been critical to characterizing EM within these nanowires, since cobalt is highly resis-

tant to EM and little material moves on the few-hour timescale possible for in situ TEM

experiments.

Converting changes in cobalt’s plasmon energy to strain yields measurements of tempera-

ture changes from Joule heating. A gradient in strain is found within a nanowire under bias,

allowing for the magnitude of the effective ionic charge can be measured (Z∗ = +0.62±0.09).

Conventional ADF STEM movies acquired in-situ demonstrate clear influence of EM

on secondary grain growth. Grains on the anode are consistently larger than grains on

the cathode of cobalt nanowires. This effect is likely due to the electromigration-induced

buildup of tensile strain on the anode of the nanowire. Larger grains lower the resistivity

of a nanowire, and in turn increase its EM resistance. It may be possible to exploit this

property of cobalt to engineer larger grains within cobalt nanowires.
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