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Abstract

Measuring the electron and positron primary cosmic ray spectra between 20

MeV and 1 GeV with the AESOP-Lite balloon-borne spectrometer

by

Sarah Mechbal

We report a new measurement of the cosmic ray electron and positron spectra

in the energy range of 20 MeV and 1 GeV. The data were taken during the first

flight of the balloon-borne spectrometer AESOP-Lite (Anti Electron Sub Orbital

Payload), which was flown from Esrange, Sweden, to Ellesmere Island, Canada,

in May 2018. The instrument accumulated over 130 hours of exposure at an

average altitude of 3 g cm−2 of residual atmosphere. The experiment uses a gas

Cherenkov detector and a magnetic spectrometer, consisting of permanent dipole

magnet and silicon strip detectors, to identify particle type and determine the

rigidity. Electrons and positrons were detected against a background of protons

and atmospheric secondary particles. The primary cosmic ray spectra of electrons

and positrons, as well as the re-entrant albedo fluxes, were extracted between

30 MeV and 1 GeV during a positive solar epoch. The positron fraction below

100 MeV appears flat, suggesting diffusion-dominated solar modulation at low

rigidity. The all-electron spectrum is presented and compared with models from

a heliospheric numerical transport code.
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Chapter 1

Introduction

Cosmic ray electrons have been observed since the 1960’s [34, 75], yet their

spectral shape at low energy remains a mystery. Below 10 GeV, cosmic rays

are susceptible to the solar modulation, the effects of the magnetic field of the

heliosphere on their propagation to Earth. The all electrons spectrum (electrons

+ positrons) displays a “turn-up”, the name we give to the transition region

around 80–100 MeV where the spectral index changes and becomes negative at

lower energies: this had previously been observed in the full electron spectrum

measured by the LEE (Low Energy Electrons) payload [44, 35, 37], as shown in

Fig. 1.1.

Despite the great progress made with the advent of high precision space missions,

a gap in the understanding of the cosmic ray electron and positron cosmic ray

spectra remains below 100 MeV. In this energy range, measurements made on

Earth can be compared to the unmodulated Local Interstellar Spectrum (LIS) now

probed by the two Voyager spacecraft, having crossed the heliopause in 2012 and

2018 [92, 93]. While well-established comprehensive three-dimensional numerical

models have been used along with experimental data from Voyager, PAMELA

and AMS-02 to reproduce CR spectra at 1 AU [85, 102, 21], the lack of empirical
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knowledge in the low-rigidity regime hinders a full test of charge-sign dependent

solar modulation, provided by a simultaneous measurement particle/antiparticles

species.

In order to carry on the exploration of the solar modulation effects on low-

energy cosmic ray electrons and positrons, our team has designed, built, and

successfully flown a balloon-borne instrument: AESOP-Lite. The mission sets

on resolving the positron and electron spectra through a series of balloon flights.

With an energy range from 20 MeV to 1 GeV, it will illuminate past measurements

from LEE, add to recent PAMELA and AMS-02 observations and provide a 1 AU

reference point to the interstellar full electrons of Voyager: it is the topic of this

thesis work.

Figure 1.1: The electron spectra from previous experiments. Observe the
turn up in the spectrum below 100 MeV. Computed modulated spectra are
shown in dashed lines. Figure taken from the AESOP-Lite NASA proposal
NNH14ZDA001N-HTIDS.
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Chapter 2

Cosmic rays in space

Since their definitive discovery over a century ago by Viktor Hess, aboard mul-

tiple balloon flights 1, cosmic rays (CRs) have been understood to be an essential

part of the Universe. Cosmic ray physics stands at the unique and enthralling

intersection of particle physics, plasma physics, and astrophysics. In more re-

cent history, the community has been abuzz with the possibility of cosmic ray

astronomy, with the more recent efforts towards the detection of the highest at-

tainable energy cosmic rays [67]. While early particle physics discoveries were

made detecting cosmic rays (the positron, the muon, the kaon, to name a few),

the detection of Ultra High Energy Cosmic Rays (UHECR) could provide a han-

dle on Beyond the Standard Model physics, at an energy sector unreachable by

modern-day accelerators.

In brief, cosmic rays are energetic charged particles, originating in outer space

and striking the Earth’s atmosphere in all directions at relativistic speed, at a rate

of about 1000 particles per square per meter per second. Protons make up ∼ 90%

of all CRs, helium ∼ 9%, while the leptonic contribution remains low: electrons
1A figure who draws much appeal to anyone besotted with the romantic image of the Scientist

Adventurer
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and positrons represent less than ∼ 1%, yet their study is crucial. In addition

to heavier nuclei, antimatter is also found in the cosmic radiation, in the form of

antiprotons and positrons. The antimatter search has fueled many experiments

and theories: knowledge of their origin will enlighten us on the existence of new

astrophysical sources (e.g positrons from pulsars) or the presence of exotic particles

(dark matter annihilation).

The fundamental questions of cosmic rays physics can easily be summarized:

"Where do they come from?" and "How are they accelerated to such high ener-

gies?". Answering them is not as simple. We do however know that after their

birth, before reaching us on Earth, CRs will have undergone a turbulent travel

across the interstellar space, suffering energy losses due to electromagnetic in-

teractions, nuclear collisions for hadrons and radiative processes for leptons. On

their way, CRs traverse the magnetic fields of the Galaxy, the heliosphere and

the Earth’s geomagnetic field. CRs below 10 GeV are particularly affected by

the various modulation processes they undergo as they traverse the heliospheric

magnetic field (HMF), changing their energy distribution as a function of time,

position, particle charge and species.

We devote the first half of this chapter to a general discussion of cosmic rays

in space: a review of their origin, acceleration and propagation through the inter-

stellar medium (ISM) is given, with a special regard to electrons and positrons.

The second half of the chapter is concerned with the solar environment, the he-

liospheric magnetic field, and its effects on CR propagation and fluxes at Earth.

Previous measurements of the electron and positron fluxes are discussed.
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2.1 Cosmic rays in the galaxy

To fathom some of the riddles posed to us by the existence of cosmic rays, there

are several parameters that physicists can look at: the distribution in energy (spec-

trum) of each component, the abundances of the different nuclei (composition),

and, for the highest energy CR only, the distribution of arrival directions. Observa-

tions of X-ray and gamma-ray, produced in CRs interactions with the interstellar

medium (ISM), can also inform us on the spatial distribution of CR in the Galaxy.

The energy spectra might give us clues about acceleration mechanisms, while the

comparison of the chemical composition with other astrophysical objects (such as

the Sun) helps us differentiate between features arising from propagation and the

spectral shape at the injection point. The search for the distribution of arrival

directions lies in the knowledge that UHECR are not deflected very much by the

interstellar magnetic field and point back approximately to their source. We dis-

tinguish between primary particles, relics from their original production site, and

secondary particles, which originate from the spallation of primary nuclei with the

interstellar gas, or the Earth’s atmosphere.

2.1.1 Cosmic ray spectra and composition

The first thing one notices when looking at the differential cosmic ray spectra

(shown in Fig. 2.1) is the sheer vastness of their range: spanning over 12 orders

of magnitude in energy, and 30 orders of magnitude in flux, it is necessary to plot

the intensity on a log-log scale. The second remarkable feature of the all-particle

spectrum is how it can be described by inverse power-laws of the form E−α (with α

a positive spectral index) spanning large energy ranges. The theoretical backbone

to this characteristic is presented in Sec. 2.1.2.

The spectrum offers 4 identifiable regions. Below 10 GeV, solar modulation
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Figure 2.1: Global view of the energy spectra of cosmic rays of all type (taken
from [46]). The equivalent lab energies of various particle accelerators are indi-
cated in the energy axis in the abscissa.

modifies the power-law index from its interstellar value: this is our realm of study.

The second region goes from 10 GeV to 106 GeV (1 PeV), the differential spec-

tral index is α ∼ 2.7, with a transition known as the ’knee’, the name given

to the spectral break around 3 × 1015 eV. From 107 GeV to 109 GeV (1 EeV),

the ’ankle’, the spectral index is α ∼ 3.1. Particles with energy below the knee

are generally believed to be accelerated in one kind of cosmic generators (shocks
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associated with supernova remnants for example) [60], while particles between

the knee and the ankle are thought to originate in some other type of galactic

sources [45]. At the ankle, the spectrum flattens again to α ∼ 2.6, and it is spec-

ulated that cosmic rays at these energies have traveled from extragalactic sources

since the Galactic magnetic field (magnitude) becomes too weak to trap particles

above that threshold . Finally, the last region of the spectrum spans from 10

EeV to around ∼ 1020eV, the Greisen-Zatsepin-Kuzmin (GZK) cutoff [105]. It

represents the theoretical upper-limit for cosmic rays; at these energies, protons

would interact with the Cosmic Microwave Background photons, resulting in me-

son photo-production and preempting the possibility for these particles to ever

reach us from extragalactic distances (∼ 15 Mpc).

As an aside, let us take a short moment to appreciate the scope of fluxes in

Fig. 2.1, and its implication for the type of experimental methods needed in the

detection of CRs at different energy ranges. In the lower energy range, where

the rate of particles at 100 GeV is approximately 2 particles per square meter

per steradian per second, it is possible to make a high precision, direct measure-

ment of primary cosmic rays, using a magnetic spectrometer: AESOP-Lite is one

such example. An instrument with a relatively small geometry acceptance in the

order of 0.1 m−2 sr−1 can detect thousands of particle per day, which is enough

to probe the spectrum at the energy range of a few MeV to a hundred GeV. A

unit widely used in cosmic ray physics it the magnetic rigidity, R = pc

Ze
, which

describes the motion of particles in magnetic fields, regardless of their charge or

mass. The maximum detectable rigidity (MDR) of a spectrometer depends on

the tracking resolution, and the strength of its magnetic field, or the size of the

fiducial volume of the magnetic field region (the reliable, central area of the detec-

tor). The most precise magnetic spectrometer CR instruments are AMS-02 [15]
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aboard the International Space Station (ISS), and the now defunct PAMELA [84]

experiment, which was attached to the Russia geo-orbiting satellite Resurs DK1.

Moving rightward on the energy scale, between 1 and 100 TeV per particle, ex-

perimentalists have been able to make direct detection of CR before they interact

with the atmosphere using a calorimeter detector, which allows for instruments

with large geometry acceptances. However, what is gained in energy range is lost

in the energy resolution: there can be large fluctuations in the deposited energy

in the calorimeter from event to event, and systematic errors stemming from the

necessary correction for the the average missing energy of particles that do not

annihilate in the fiducial volume of the instrument. One example of such a detec-

tor is ISS-CREAM [91] (previously known as CREAM), a calorimeter experiment

that was first carried on circumpolar balloon flights from Antarctica before it

was placed on the International Space Station. At the highest energies, above

109 GeV, the low particle rate offers very dim prospects of accumulating good

statistics: with only one expected particle per square kilometer per steradian per

century, it is necessary to build detectors with large surface areas, exposed for

long period of times. These are the ground-based air shower arrays, such as the

Pierre Auger observatory [67], or the Telescope Array (TA) [2] to only name a

couple, that have areas spanning thousands of square kilometers. The detectors

are located at the surface of the Earth, and thus do not measure primary cosmic

rays, but the product of the atmospheric cascade of particles - called an Extensive

Air Shower - initiated by an incident particle at the top of the atmosphere, using

water Cherenkov detectors (for Auger), or scintillators (for TA).

Fig. 2.1 also includes the spectra of electrons, positrons and antiprotons. Even

though these species are not entirely primary, since an important contribution to

the spectrum comes from the interaction of cosmic ray nuclei with the ISM, their
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study informs us a great deal about the processes cosmic rays undergo. Leptons

are affected by different energy-loss processes than hadrons, and the study of

antimatter and deviations from purely secondary models is of immense interest

to the astrophysics and particle physics community. Additionally, this thesis is

interested in the study of electrons and positrons: more will be said about the

subject.

The chemical abundances of cosmic rays is another well of information on the

origin and propagation process of cosmic rays from their source to the Earth.

Particularly telling is the comparison of the elemental abundances of CRs com-

pared to that of the solar system, as presented in Fig. 2.2, underlining several key

similarities and differences:

i ) both CR and solar abundances feature the odd-even effect, with the even Z

nuclei (being more tightly-bound, and also more isotope-rich) more abundant

than odd nuclei

ii ) nuclei with Z > 1 are much more abundant relative to protons in CR than

in the solar system

iii ) two groups of elements (Li, Be, B and Sc, Ti, V, Cr, Mn) are orders of

magnitude more abundant in CR than in the solar system composition

The spallation CR nuclei undergo as they propagate across the Galaxy explains

points (ii) and (iii) : these lighter elements are in fact absent as end-products of

stellar nucleosynthesis (as displayed by their very low abundance in solar mate-

rial). In CR, they appear as secondary products of the collision of higher mass

nuclei, in particular carbon, oxygen and iron with the interstellar medium (ISM).

From our knowledge of the spallation cross-sections from particle physics one can

get insight of the propagation history of CR through our Galaxy: we dive into
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this topic in some more details in Sec. 2.1.3.

Figure 2.2: The cosmic ray elemental abundances measured on Earth (filled
symbol), compared to the solar system abundances (open symbols), all relative to
carbon = 100, taken from [46] and references therein.

With these foundational bases secured, we turn to the question of possible CR

sources and acceleration models. Qualitatively, a robust acceleration mechanism

must provide a way to explain:

• the power-law spectrum (and power-law index)

• the acceleration to energy up to the knee for Galactic Cosmic Rays (GCR)

and up to the ankle for Extra Galactic Cosmic Rays (EGCR)

• the elemental abundances of CR to interstellar abundances
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2.1.2 Cosmic rays sources and acceleration

Historically, the question of cosmic ray acceleration has been approached from

two fronts: what astrophysical objects could power the local energy density of

cosmic rays ρCR ∼ 0.5 eV cm−3, and what mechanism could actually deliver such

power. A quick calculation can give us an insight to the first part of this question,

as done by [51]. Assuming a uniform distribution of source in the Galactic disk,

the total power LCR required to maintain a steady rate of cosmic rays in the Milky

Way is:

LCR = VDρCR
τesc

= 7× 1040erg/s

with VD the volume of the Galactic disk (taking it to be a 200 pc thick cylinder

of radius 15 kpc), and τesc the mean containment time in the Galaxy. This power

requirement happens to be quite close to the expected power ejected by a type

II supernova LSN ∼ 3 × 1042 erg/s originating from a 10 M� star, assuming one

supernova explosion every 30 years in the Galaxy.

Thus, if there were to be a mechanism of minimal efficiency in the vicinity of

supernovae blasts, that would theoretically be sufficient to power all the galactic

cosmic rays. Elegant theories were already being proposed in the 1940s, chiefly

by Enrico Fermi [40], what is now known as the first and second order Fermi

acceleration. Following the treatment of the topic in [46] and [72], we give a brief

review of these acceleration mechanisms.

Consider a process in which a particle increases its energy by an amount pro-

portional to its energy at each crossing of a magnetized plasma cloud. If ∆E = ξE

per encounter, then, after n encounters:

En = E0(1 + ξ)n (2.1)
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where E0 is the particle’s energy at the injection. Let us call Pesc the probability

that the particle will escape from the acceleration region, such that the probability

of remaining in said region after n encounters is (1 − Pesc)n. To reach an energy

E, the number of encounters necessary is:

n = ln( E
E0

)/ ln(1 + ξ). (2.2)

The proportions of particles accelerated to energies greater than E is

N(≥ E) ∝
∞∑
m=n

(1−esc)m = (1− Pesc)n
Pesc

, (2.3)

Substituting n from 2.2 into 2.3, we get:

N(≥ E) ∝ 1
Pesc

( E
E0

)−γ, (2.4)

with

γ = ln( 1
1− Pesc

)/ ln(1 + ξ). (2.5)

Looking for a theory that could reproduce the spectral features of cosmic

rays, Enrico Fermi published in 1949 his first (chronologically, not mathemati-

cally speaking) toy theory of a charged particle motion in “wandering magnetized

clouds". These interstellar molecular clouds, for instance, act as magnetic mirrors,

through which a particle gains or loses energy at each head-on (trailing) cross-

ing, via the transfer of kinetic energy of a moving plasma to individual charged

particles.

Fig. 2.3 shows a schematic view of Fermi’s second-order acceleration: the

fractional energy change can be positive or negative, which means that particles

can either gain or lose energy, depending on whether the particle-cloud scattering

12



Figure 2.3: A schematic view of a head-on collision (a) and a trailing collision (b),
with V the cloud velocity in the lab frame, v the particle velocity, θ, the angle of
incidence and m� M the mass of the particle and the cloud, respectively. Taken
from [72].

is head-on or tail-on. If one assumes the particle to be relativistic, and ignores

any possible ionization loss, averaging over all angles θ results in a net increase in

energy proportional to (V/c)2, V being the cloud velocity in the lab frame: hence

the name second order acceleration, in regards to the velocity of the cloud. But

although the second-order Fermi acceleration provides the particle an acceleration

mechanism, it is not a very efficient one. There were several problems with Fermi’s

first attempt at a theory. Firstly, the random velocity of clouds hovers around

(V/c)2 ∼ 10−4, a number too small to effectively accelerate particles. Secondly,

and though one of the achievements of the theory is its derivation of an inverse

power-law for the spectral distribution dN(E)
dE

∝ E−γ, it does not predict the

exponent γ.

Now, if one could produce a mechanism where all collisions would be head-on,

the energy gain of a particle could be far more consequential: in this lies the basic

philosophy of the theory of particle acceleration in strong shock waves. Strong

shocks, like a supernova blast, have a plasma flow velocity much higher than that

of the speed of sound in the medium. Relativistic, high energy particles can be
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found in front of the shock wave (upstream), where magnetic irregularities render

the velocity distribution of particles isotropic, just as turbulence behind the front

(downstream) does the same with the particle present. Fig. 2.4 describes the

dynamics of high energy particles in the vicinity of a strong shock wave.

Figure 2.4: (a) Strong shock wave propagating at supersonic velocity U through
interstellar gas with density 1, pressure p1, and temperature T1. The density,
pressure and temperature behind the shock are 2, p2 and T2. (b) The flow of
interstellar gas in the vicinity of the shock front in the reference frame in which
the shock front is at rest.(c) The flow of gas as observed in the frame of reference
in which the upstream gas is stationary and the velocity distribution of the high
energy particles is isotropic.(d) The flow of gas as observed in the frame of ref-
erence in which the downstream gas is stationary and the velocity distribution of
high energy particles is isotropic. Taken from [72].

Let us take the reference frame where the shock front is at rest, and consider an

upstream particle, crossing the front to encounter the gas behind the shock, and in

the process increasing its energy by ∆E/E ∼ V/c. The shock wave is propagating

at a supersonic velocity U through stationary interstellar gas with density ρ1,

pressure p1 and temperature T1. The density, pressure and temperature behind

the shock are ρ2, p2 and T2 , respectively, as illustrated in panel (a) of Fig. 2.4. The

particles are then randomized behind the front, cross the interface again, and are

met by the gas moving towards the shock front this time, gaining the exact same
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energy in the process. This is the breakthrough of the mechanism formulated by

Bell [16]: regardless of the direction of the crossing, a particle always gains, never

loses energy, and the increase is of first order of (V/c). This process is faster and

more powerful than the second order mechanism, considering that the velocity of

shock waves is magnitudes higher than that of molecular clouds. Moreover, first

order acceleration not only predicts a power-law behavior of the energy spectrum,

it also derives the exponent N(E)dE ∝ E−2dE. Observations find a spectral

index of ∼ 2.7 for protons, and 3.0 for electrons.

Observations made by Fermi-LAT and AGILE [1, 3] of two gamma-ray spectra

of the SNRs IC 443 and W44 offer very compelling evidence of in situ proton ac-

celeration in the shock wave of the the SNR. When accelerated protons encounter

the interstellar medium, they produce neutral pions, which in turn decay into two

gamma rays:

p+ p→ π0 + other products→ 2γ

The gamma-ray spectra exhibit a peak around 1 GeV, with a steep fall at sub-

GeV energies, as expected from neutral pion decay (see Fig. 2.5). Ad hoc leptonic

models of gamma-rays from bremsstrahlung (with and without break) and inverse

Compton scattering fail to match the data, a strong indication that CR hadrons

are indeed accelerated in SNRs.

However between their emission from a source and their detection at Earth,

CRs propagate through the interstellar space, undergoing multiple processes that

severely change their spectral features. The basic concepts of particle transport

theory in the Galaxy will later be applicable to transport in the interplanetary

medium.
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Figure 2.5: Gamma-ray spectra of IC 443 and W44 as measured with the Fermi-
LAT and AGILE [1, 3]. In the TeV range, points from MAGIC and VERITAS are
shown. Solid lines represent the best-fit pion decay model, dashed and dashed-
dotted lines denote the bremsstrahlung and bremsstrahlung with a break at 300
MeV c−1 in the electron spectrum, respectively.

Figure 2.6: An edge-on view of our Galaxy. The Solar System is 8.5 kpc away
from the Galactic Center (black dot)

2.1.3 Propagation in the Galaxy

Once accelerated at the boundary of shock waves, cosmic rays must now prop-

agate through the Galaxy. There, as they encounter interstellar matter, they

scatter and fragment, producing secondary particles. Our Galaxy has a radius of

about 20 kpc, with the Earth sitting at ∼8.5 kpc away from its center. Sweeping

around the bulge, luminous matter is organized in spiral arm structures. Most

of the interstellar matter matter consists of hydrogen in the form of atomic neu-

tral hydrogen (HI) and molecular hydrogen (H2): the mean density of HI is ∼ 1

atom/cm3, and that value decreases by a factor of 2 or 3 in the space between the
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arms. Molecular hydrogen is concentrated in the central region of the Galaxy, as

well as far denser molecular clouds. The galactic magnetic field is parallel to the

spiral arms, with an average field strength of ∼3µG, containing high irregularities

however. The magnetic field is embedded in the ionized gas: together, they form

a magnetohydrodynamic (MHD) fluid, which supports Alfven waves, traveling at

a characteristic velocity 1
2v

2
A = B2

8π . The streaming of cosmic rays can generate

Alfven waves, which in turn can be a source of scattering for cosmic rays.

A charged particle traveling through the Galaxy is affected by several pro-

cesses: scattering by magnetic fields leads to a random walk in both real space

(diffusion) and momentum space (diffusive reacceleration). Particles may be spa-

tially convected away by the galactic wind (which induces adiabatic losses), and

lose energy as they interact with either interstellar matter or the electromagnetic

field and radiation of the Galaxy, generating synchrotron radiation in the mag-

netic field, and Inverse Compton scattering with photons. All these processes are

strongly dependent on particle energy, species, charge and on position in space

and time. They modulate the initial energy spectrum at the injection point, and

by the time they reach our Solar system, the spectral features of CRs will have

been severely modified.

By numerically solving the transport equation, the measured particles and an-

tiparticles fluxes of primary and secondary CRs can be evaluated together with the

associated theoretical predictions and uncertainties associated with their assumed

origin. An important test for CR propagation models is their ability to reproduce

both the antiprimary-to-primary flux ratio and the secondary-to-primary nuclei

ratio, such as the abundance of light elements lithium, beryllium and boron in the

cosmic rays (see again Fig. 2.2). The measurement of primary/secondary ratios

allow for the estimation of the average amount of material traversed by particles
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between injection and observation [6, 11]. The mean free paths of charged CR

λ decreases as the rigidity P of the particle increases, and follows a power-law

λ ∝ P δ, where δ is the diffusion coefficient. In addition, unstable radioactive

nuclei such as 10
B e have been used to study of the confinement time of cosmic rays

for several Galactic propagation models [88, 104]. We will take some time here

to present the basis of transport theory, since the same principles will apply for

particle propagation through the heliosphere. We invite the more curious ones to

learn about them in these references [95, 106, 77]. The following general transport

equation describes the main propagation mechanisms:

∂Ni

∂t
= Qi︸︷︷︸

a

+5 · (D5Ni − uNi)︸ ︷︷ ︸
b

− ∂

∂E
[biNi]︸ ︷︷ ︸
c

− piNi︸ ︷︷ ︸
d

+
∑
k≥1

Nkpk→i︸ ︷︷ ︸
e

(2.6)

where ∂Ni represents the density of particles of type i per unit energy. The

physical transport and modulation mechanisms contained in Equation 2.6 are:

• (a) Qi, the source term

• (b) D the diffusion tensor in random magnetic fields that account for the

high CR isotropy and relatively long confinement time in the Galaxy. The

diffusion coefficient D(E) goes as Eδ, with δ = 0.3 - 0.6. The second term

in the parenthesis represents the adiabatic energy loss that comes from con-

vective particle transport in the Galactic wind with velocity u

• (c) the energy loss term. For electrons (and positrons), the rate of energy

loss can approximated to:

dE

dt
= −b(E)E2, (2.7)
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with

b(E) = A1(3 ln γ + 19.8) + A2γ + A3γ
2,

where γ = E

mec2 and me is the electron mass. The first term, A1 ' 7.64 ×

10−9nH eV/s (nH is the number density of hydrogen atoms in particles/n the

ISM), describes ionization losses which have a logarithmic dependence on

the electron energy. The second term A2 ∼ 10−16nH eV/s describes energy

losses via bremsstrahlung. Finally, the last term represents inverse Compton

and synchrotron losses:

A3 = 4
3σT cω0 ' 2.66× 10−14ω0(cm3/s), (2.8)

where σT is the Thompson cross-section and ω0 = ωB + ωCMB + ωopt is the

energy density with where ωB ' 0.6 eV cm−3 is the energy density of the

galactic magnetic field of strength B = 5 µ, ωCMB = B2

8π ' 0.25 eV cm−3

is the cosmic microwave background radiation energy density, and ωopt '

0.5 eV cm−3 is for the energy density of optical and infrared radiation in the

interstellar medium. For electrons of energies above 1 GeV, the losses due

to synchrotron radiation and inverse Compton scattering in the interstellar

matter dominate over ionization and bremsstrahlung energy losses. Solving

Eq. 2.7, an electron will lose all of its energy after a time

τe(E) = 1
b(E)E , (2.9)

Plugging in the values given above, this yields an energy-dependent charac-

teristic time τe(E) ≈ 1016 s/E with E expressed in GeV. During that time,

an electron would diffuse a distance le ≈
√
Dτe(E). Thus, the lifetime of

an electron is shorter with increasing energy, and it is reasonable to assume
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that all electrons reaching Earth have diffused from a nearby source (∼ 5

kpc for 1 GeV electrons).

• (d) loss of nuclei of type i by collisions and decay with a rate

pi = vσi
mp

+ 1
γτi

where γτi is the Lorentz dilated lifetime of the particle i, and vσi

mp
is the rate

at which nuclei i interact in hydrogen of number density nH = /mp

• (e) cascade term, or secondary production, which includes here secondary

production in a hadronic cascades and nuclear fragmentation processes from

a parent particle k to a secondary product i

2.1.4 Electrons and positrons

CR electrons are the most abundant negatively charged particle of the cosmic

radiation, and were known to exist long before their direct detection, as radio

astronomers observed the synchroton radiation from relativistic electrons in su-

pernovae envelopes and other galaxies. Electrons in CRs, because of their low

mass and leptonic nature, have unique features. CR electrons experience different

types of energy loss as they travel through interstellar space, as we have learned in

2.1.3. Above a few GeV electrons undergo severe energy loss through synchrotron

radiation in the magnetic field and inverse Compton scattering with the ambient

photons of the CMB. Therefore, measurements of cosmic ray electrons provide

information about the electromagnetic conditions and the propagation of cosmic

rays in the interstellar space not accessible with studies of the nuclear cosmic

radiation.

The electrons and positrons intensity is about 1% of the protons at 10 GeV and
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decreases to about 0.1% at 1 TeV. Electrons and positrons can also be produced

in the interaction of CR protons and nuclei with the ISM, mainly via pion decay

π± → µ± → e±. This secondary production process yields a nearly equal amount

of electrons and positrons, however the positron fraction

Electrons are hence a probe of the local conditions of not only our Galaxy, but

our heliophere as well. The propagation mechanisms of CR through interplanetary

very closely resemble those that describe the transport of CR through the Galaxy

presented earlier. The basic CR transport equation in the heliosphere was derived

by Parker in 1965 [82]. In the next section, we will review some fundamental

concepts of the solar modulation of cosmic rays, that is the time and charge

varying effect of the Solar environment on the arrival of cosmic rays on Earth.

2.2 Cosmic rays in the heliosphere

2.2.1 The solar environment

The Sun is the central body and energetic engine of our Solar System. Its

magnetic field, embedded in the solar wind (SW), is also the source of the biggest

magnetosphere of the solar system, the heliosphere.

The Sun

The Sun is nothing but a typical star in our Galaxy, classified as a G-type main-

sequence star (also referred to as a yellow dwarf). Hydrogen (∼ 90%), helium (∼

8%) and traces of heavier elements make up its chemical composition. It has

radius R� ' 7 × 105 km, mass M� ' 2 × 1030 kg, luminosity L� ' 3.8 × 1026

W and age t� ' 4.6 × 109 yrs. The Sun lies in a spiral arm of our Galaxy at a

distance of 8.5 kpc from the Galactic Center and at 1 AU (.5 × 108m) from the
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Earth.

Figure 2.7: Diagram (roughly to scale) of the Sun’s interior and atmosphere.
Energy is created at the core via the pp-chain at a central temperature of 1.6 ×107

K and transferred outward by radiation and convection. Above the chromosphere,
a 100 km thick transition region marks the separation with the hot corona of the
Sun. Taken from https://www.astronomynotes.com/starsun/s2.htm-1.

Fig. 2.7 is a diagram of the Sun’s interior and atmosphere. The Sun, being a

gaseous body, does not have a physical surface, however its visible (in the optical)

surface is called the photosphere, located over the convection zone. The flow of hot

plasma in the convection zone, driven by the fusion in the core, is responsible for

the solar magnetic field, by the movement of the free electrons and protons. Above

the photosphere are two transparent layers that make up the Sun’s atmosphere:

the chromosphere, visible during the eclipses, which extends some 103 km above

the photosphere, and the corona which is observable a million km beyond the

chromosphere. The temperature in the outer layers does not, as one might be

inclined to think, decrease with increasing distance from the photosphere: on the

contrary, from 5780 K at the surface of the photosphere, it rises to about 1.5 ×106
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K in the corona. This causes the Sun’s atmosphere to escape the gravitational

bound of the Sun in a stream of high energy electrons and ions at energies ranging

from 0.5 to 10 keV out of the corona, blowing a solar wind. Embedded in it is a

magnetic field of magnitude B ∼ 1 nT, the heliospheric magnetic field, which is

an order of magnitude greater than the Galactic magnetic field.

The solar wind and heliospheric magnetic field

In the ecliptic plane of the Sun the radial flow of the solar wind combined

with the differential rotation of the Sun winds the heliospheric magnetic field in

the shape of an Archimedean spiral (Fig. 2.8). The solar wind itself is made up

of a fast component flowing out at high helio-latitudes with an average velocity

∼ 700 km/s, and a slow component (∼ 400 km/s) in the equatorial region, as

discovered by the Ulysses spacecraft first polar orbit around the Sun [74]. The

separation between the opposite polarities of the Sun’s magnetic field is called the

heliospheric current sheet (HCS), which is effectively the extension of the solar

magnetic equator into the solar wind. Because the magnetic and rotation axes of

the Sun are not aligned the rotation of the Sun (see illustrated tilt in the magnetic

field lines in Fig. 2.9), the HMF adopts the so-called shape of a “ballerina skirt”

[81]. The wavy plane has a tilt angle α, the angle between the Sun’s rotation axis

and the magnetic axis. As solar activity grows throughout a cycle and the solar

magnetic field moves away from an ideal dipole field, the larger tilt angle will

cause the HCS to have a greater latitudinal extent ("waviness"), and curvature

gradient. During high levels of activity, the observed tilt angle increases to as

much as α ≈ 75◦, from α ≈ 5◦ to 10◦ at low activity.

As it expands outwards, the solar wind encounters the interstellar medium, and

interacts with it to form a boundary, an asymmetric ellipse called the heliopause
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Figure 2.8: A representation of the heliospheric currentsheet as seen by an
observer 30◦ above the equatorial plane and 75 AU from the Sun. Taken from
[65].

(HP), where the pressure of the solar wind is equal to that of the ISM. The region

of space contained in the confines of this limit is the heliosphere. Fig. 2.9 presents

a diagram of the classic structure of the heliosphere with its main components and

boundaries. At 70 to 100 AU from the Sun, the solar wind reaches subsonic speeds

forming a shock called the termination shock (TS). An important goal of the two

Voyager spacecraft, both launched in 1977, has always been to observe the TS

and HP. In 2004, at 94 AU, Voyager 1 measured a sudden decrease in the solar

wind speed: the instrument had crossed Sun’s termination shock, and entered the

heliosheath, the boundary layer between the termination shock and heliopause.

Voyager 2 crossed the TS in 2007, at 84 AU. NASA announced that Voyager 1

had exited the heliosphere at 121.7 AU on August 25, 2012, when it measured

a sudden increase in the electron and proton CR fluxes [92]. More recently, it

was announced that Voyager 2 also crossed the heliopause on November 5 2018

[93]. A final bow shock is predicted, as the interstellar flow is diverted around the

heliopause.
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Figure 2.9: Traditional view of the heliosphere. Key elements of the interaction
between the solar wind and the ISM, including the termination shock, bow shock,
and Galactic Cosmic Rays. Source: [78]

2.2.2 Charged particles in the heliosphere

We briefly review the main populations of charged particles in the heliosphere;

they can originate from outer space, or in the Sun, while some others are ac-

celerated in interplanetary shock waves. Galactic cosmic rays (GCR) enter the

heliosphere from outer space and travel towards the Earth. They are the subject

of this dissertation, and the study of solar modulation. Their main characteristics

have been presented in Sec. 2.1.

Solar energetic particles (SEP) are high-energy particles produced and acceler-

ated in extreme solar events such as solar flares, or the shock wave associated

with a coronal mass ejection (CME). They were first observed in the early 1940s

by Forbush [42]. They consist of protons, electrons and heavier ions with energy

ranging from a few tens of keV to sometimes many GeV, in which case they can

cause radiation damage to instruments in space (a subject of interest to space
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meteorologists). The studies of the chemical abundance of SEPs provide a sample

of solar material, which are compared with local cosmic, interstellar, and coronal

abundances (again, see Fig. 2.2).

Anomalous cosmic rays (ACRs) are interstellar neutral gas atoms that enter the

heliosphere, and are subsequently ionized by the solar wind or UV radiation: they

are then called pick-up ions: they switch course, and travel outward towards the

termination shock. The ions repeatedly collide with the TS, gaining energy in

the process, until they are able to escape from the shock and diffuse toward the

inner heliosphere: they are then known as anomalous cosmic rays. The spectra of

ACRs have a different spectral index at energies of tens of MeV with respect to

the all particles GCR spectrum [66].

Jovian electrons: Apart from GCR electrons, the Jovian magnetosphere at∼ 5 AU

is also a relatively strong source of MeV electrons, with energies up to ∼ 30 MeV,

as observed by the Pioneer 10 and Ulysses spacecrafts. From a modeling perspec-

tive, Jovian electrons are a useful tool for the study of the particle propagation

in the heliosphere, and a potential source of the signal at 1 AU (on Earth). All

of these types of particles are affected by the turbulence of the heliosphere. The

next section looks at the impact of solar activity on the propagation of GCRs.

2.2.3 Cosmic rays and the solar activity cycle

Solar magnetism follows clear 11-year and 22-year cycles, as historically recorded

by sunspot numbers. Sunspots (Fig. 2.10) are now understood to be surface man-

ifestations of emerging magnetic fields produced in the solar interior, where the

magnetic field lines suppress the convection at those points. They are cooler re-

gions than the rest of the photosphere, which is why they appear as dark spots

in telescope images, and are the seats of strong magnetic fields (∼ 0.1-0.5 T).
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The latitudes of sunspots also varies throughout a cycle, moving from high solar

latitude towards the equator as the cycle progresses from minimum to maximum.

Sunspots number is one of the many solar activity indices which fluctuate between

successive solar maxima and minima. Fig. 2.10 illustrates in three dramatic snap-

shots taken by the SOHO mission the increase in solar activity. In the first panel

(left), the Sun is quiescent and its surface smooth: the image was taken during

a solar minimum phase. In the last panel, the corona of the Sun appears very

turbulent.

Figure 2.10: The growing solar activity as seen by SOHO (Solar and Heliospheric
Observatory). The images are taken with EIT (Extreme ultraviolet Imaging Tele-
scope) instrument. The Sun reaches its expected sunspot maximum of its 11-years
solar cycle in the year 2000. Pictures from https://umbra.nascom.nasa.gov/
eit.

The strength of the magnetic field logically follows the temporal rise and fall of

sunspot numbers, averaging around 5 nT during solar minimum activity, and 10

nT at solar maximum near the Earth [103]. Even though the Sun has a complex

magnetic field, the dipole term nearly always dominates the magnetic field. As

the solar activity approaches its maximum, when the polarity reversal happens,

the dipole gets destroyed and reproduced again in the opposite polarity. This

alignment between maximum activity, rise of the tilt angle, and the crossing of

the magneto-equator polar component of the HMF is visible on the top and bottom
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Figure 2.11: The anti-correlation between neutron monitor counts at the Oulo
station and the level solar activity as recorded by sunspot numbers and tilt angle.
Taken from [55].

panel of Fig 2.11, where the 22-year pattern emerges. When the solar magnetic

field points outward in the Northern hemisphere and inward in the Southern

hemisphere, the Sun is said to be in a positive polarity cycle A > 0 (A+). The

opposite situation is referred to as a negative polarity cycle, A < 0 (A-).

Ground-based neutron monitors (NM) data have clearly shown the effects of

the 11 and 22-year cycles on the flux of Galactic cosmic rays that impinge at the

top of the Earth’s atmosphere. The neutrons detected by the worldwide array of

NM detectors are secondary by-products of the interaction of GCR and the nuclei

of the atmosphere as they provoke a hadronic shower during their propagation

through the ∼ 1000 g cm−2 density of material from the top of the atmosphere to

sea level. A change in the amplitude and shape of the incoming GCR spectra will

be reflected in the neutron data, as shown in Fig. 2.11: a clear anti-correlation

between solar activity and the neutron count on Earth is revealed. This pattern

underscores the changing solar wind’s effects on the propagation of GCR through
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the heliosphere, the solar modulation of cosmic rays.

Further evidence that the Sun is the cause of the flux suppression is the si-

multaneous comparison of count rates in the outer and inner heliosphere (Fig.

2.12). Measurements made by the Voyager spacecrafts in the outer heliosphere

show that, while still modulated by the solar wind, GCR at a greater distance

from the Sun have a higher amplitude. The time delay ∆t between comparable

spectral features from the inner and outer heliosphere is further proof that the

Sun is the cause for the variations in the cosmic rays flux.

Figure 2.12: As an illustration of the positive radial gradient, the count rate
of >70 MeV protons as measured by the Goddard Spaceflight Center instrument
on board Voyager 2 (in the outer heliosphere), is compared to the University of
Chicago instrument on board IMP 8 (near Earth). The intensity is always higher
in theouter heliosphere. Taken from [55].

2.2.4 Solar modulation models

It was theorized in the 1970’s that in addition to the energy loss mechanisms

tied to the solar activity cycle, the effects on particle drifts caused by the 22-year
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polarity cycle must be taken into serious consideration [64, 69]. Every 11 years

the polarity of the HMF reverses during periods of extreme solar activity so that

positively and negatively GCR gradually begin to drift in opposite directions. For

an A+ cycle, this means that while positrons (q > 0) will drift towards the inner

heliosphere primarily through the polar regions and then mainly outwards along

the wavy current sheet (A > 0 panel of Fig. 2.13), electrons (q > 0) will drift

inwards mainly along the current sheet and outwards through the polar regions.

The effect is reversed in a A < 0 epoch (see right panel). Hence, particles of

the opposite charge polarity experience different modulation conditions during

the same solar cycle, before they reach the Earth. Their arrival gets obstructed

when they encounter the more equatorial regions, which only gets wavier as solar

activity progresses to its maximum. Traveling through the polar regions is however

easier, considering the magneto-dynamics of a Parker spiral (see Fig. 2.8 again).

The relevance of charge-sign dependent drift pattern in the solar modulation of

cosmic rays, was first noted experimentally in observations of He and electrons

time series on Earth [48].

The basics of the global modulation of GCRs in most parts of the heliosphere

are theoretically contained in Parker’s (1965) transport equation, given in terms

of rigidity P :

∂f

∂t
= −VSW ·5f−〈vD〉 ·5f−5·(KS ·5f)+ 1

3(5·VSW ) ∂f

∂ lnP +fsource (2.10)

where f(r, P, t) is the CR distribution function at time t and at vector position

r in 3D. Terms on the right-hand side represent respectively convection, gradient

and curvature drifts, diffusion, adiabatic energy changes, and a source function

(for example, Jovian electrons below 30 MeV). The details of particle motion

and scattering in the irregular HMF are contained in the diffusion coefficients as
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Figure 2.13: The different elements of the diffusion tensor with respect to the
Parker-spiral (left). The arrows V indicate the radially expanding solar wind
velocity. The global drift pattern of positively charged particles in an A+ and A-
solar magnetic epoch, together with a wavy current sheet, are shown in the right
panels. Taken from [55].

elements of the tensor KS which consists of a parallel diffusion coefficient (K‖)

and two perpendicular diffusion coefficients, one in the radial direction (K⊥r) and

one in the polar direction (K⊥θ) (for reference frame, see left panel of Fig. 2.13).

The adiabatic energy change depends on the sign of the divergence of VSW : if

(5 · VSW ) > 0, then adiabatic energy losses occur, as is the case in most of the

heliosphere, except inside the heliosheath where we assume that 5·VSW = 0, and

particles such as anomalous cosmic rays (ACRs) are re-accelerated. The average

over pitch-angle 2 drift velocity 〈vD〉 is given by:

〈vD〉 = 5×KA
B

B
, (2.11)

where KA is the general drift coefficient, B is the magnetic field vector of mag-
2The angle between the direction of the magnetic field and a particle’s spiral trajectory.

31



nitude B. For more ample review of the transport equation of GCRs in the

heliosphere, see [86]

An early attempt at solving the Parker equation led to the development of the

still-popular force-field approximation, which relies on a single solar modulation

parameter φ [52, 57]. One of the formulations of the model relates the CR flux

measured at Earth J1AU to the local interstellar flux JLIS:

J1AU = JLIS(E + Φ) E × (E + 2Er)
(E + Φ)(E + Φ + 2Er)

(2.12)

with the modulation function Φ given by Φ = Ze
A
φ with Z the charge of the parti-

cle, A the mass number. E is the kinetic energy of particle in (GeV/nucleon), Er

the rest energy. The force-field model makes a series of simplifying assumptions

which break down at lower energy: it includes a simple 1D diffusion coefficient,

assuming a spherically symmetric heliosphere (across the helio-equatorial plane)

and ignoring anisotropies in the particle transport across the heliosphere. Further-

more, the force-field lacks any description of the charge-sign dependence, which

was proven to be an important modulation mechanism.

The effort to solve the transport equation with numerical models started in

the 1970s and has evolved to nowadays include a 3D physical description of the

heliosphere, with the wavy current sheet and the heliosheath, and the symmetric

diffusion tensor KS [86, 87]. One of the many challenges of GCR transport theory

in the heliosphere is the lack of knowledge of the rigidity dependence of the dif-

fusion coefficients. Deriving these ab initio from the quasi-linear theory (QLT) of

turbulence in the solar plasma is no easy feat. Modelists however have made use

of the CR data below 30 GeV collected by high precision measurements such as

PAMELA to constrain values of the diffusion and drift coefficients [38, 102, 13, 21].

Simultaneous measurements of GCR particles and antiparticles species are a
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crucial test of the competing modulation mechanisms as a function of rigidity and

position over a complete solar activity cycle. Equally as important is a robust

knowledge of the Local Interstellar Spectra (LIS) to use as initial input of the

numerical transport code. In the next section, we review experimental results of

CR electrons and positrons from Voyager, PAMELA, AMS-02 as well as previous

balloon-borne observations.

2.2.5 Observational highlights

The first hint of a charge-sign effect in the solar modulation came from neutron

monitor time series which exhibit sharp (in A- epoch) and flat (in A+) features

depending on the polarity of the HMF [48, 47, 98] (observe these differences over

the 22-year cycle in Fig. 2.12). This pointed to a changing response of protons

to time-varying solar modulation parameters. Direct observations of charge-sign

dependence of particle/antiparticle ratios in the leptonic and hadronic channels

came later with several balloon missions. Relevant to us are the finding of our

predecessor AESOP, which measured electrons and positrons from 0.5 to 6 GeV in

the course of 5 flights [29]. Fig 2.14 shows how the positron abundance (in black)

rises and falls with the changing solar epochs, while also underlining the symmetry

of the effect, visible in the apparently opposite cycle of the antiproton/proton ratio

is experiencing, as measured by the BESS payload [12]. These observations added

a layer of evidence to the drift model of solar modulation.

The PAMELA experiment has taken continuous measurements of electrons

and positrons in the period between July 2006 and December 2015, starting from

the minimum of solar cycle 23 (2006-2009) until the middle of the maximum

of solar cycle 24, through the polarity reversal of the HMF which took place

between 2013 and 2014 (from A- to A+) [4, 7, 8]. The positron to electron ratio

33



Figure 2.14: Positron fraction at rigidity ∼1.25 GV from AESOP’s measure-
ments are shown in black squares. In red is the antiproton/proton fraction at the
same rigidity from BESS. Solid symbols refer to data taken in the A+ state, while
open symbols refer to A-. The solid lines are the related predictions from a model.
Taken from [27].

measured in this time period clearly shows a charge-sign dependence of the solar

modulation introduced by particle drifts (Fig. 2.15). From 2006 to 2009, the

HMF was in a A- polarity, which means that electrons are drifting towards Earth

via the polar regions, while positrons are traveling through the more perturbed

equatorial current sheet. As solar activity wanes during that period, so does the

tilt angle α of the HCS. This has little effect for the incoming intensity of the

electrons, but facilitates the passage of positrons, as the curvatures and gradients

of the HCS decrease. Hence, we expect the slight rise of the positron ratio e+

e−

observed between 2006 and 2009. From 2010 onward, past the solar minimum, the

tilt angle increased sharply so that the positron flux also decreased proportionally

34



faster than the electron flux, which explain the slightly decreasing ratio e
+

e−
in that

period. Once solar activity reaches a maximum, both particle species are affected

and the effects of drifts are not as visible, hence the steady ratio from 2012 to 2014.

This continued until the increased solar activity destroyed the dipole component

of the HMF, and both particle species were equally influenced: the ratio steadied.

After the polarity reversal, which took two years, the positrons started drifting

through the polar latitudes and electrons via the equatorial plane. This caused the

ratio to increase steadily. These observations highlight how the changing geometry

of the HCS generates an interplay between the effects of particle diffusion and

particle drift, the latter is expected to be particularly important during periods

of minimum solar activity.

Figure 2.15: Time series of the positron abundance between 0.5-1 GeV as mea-
sured by the PAMELA spectrometer. Taken from adrianitime2016.

The sampling of the full electrons (e++e−) LIS by Voyager 1 and Voyager 2

marks another consequential experimental milestone of the 2010’s [92, 93]. From

a galactic point of view, these measurements can tell us about the origin and

propagation history of GCR electrons and nuclei. The LEE (Low Electron Energy)

payload, our other predecessor, provided pioneering measurements of low energy

electrons, over the course of 23 flights [59, 44]; its observations have highlighted

the mysterious turn-up in the full electron spectrum around 80 MeV.
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Figure 2.16: (Left) Computed electron LIS (solid black curve) and the corre-
sponding modulated electron spectrum at the Earth (dashed black curve) com-
pared to the V1 electron observations beyond 122 AU and PAMELA observations
at the Earth (1 AU) for the second half of 2009. (Right) Computed positron LIS
and the computed modulated positron spectrum at the Earth compared to the
PAMELA positron observations during the period 2006-2009. Taken from [21].

Figure 2.17: The electron spectra from previous experiments. Observe the turn
up in the spectrum at 100 MeV.

Fig. 2.17 presents LEE observations [37] alongside PAMELA’s lowest energy

bins [7]. The red circles are Jovian electrons measurements by ISEE 3 [76], a

known source of charged electrons in the inner heliosphere. One of the leading

theories to explain the negative spectral index is the flat rigidity-dependence of
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mean free paths of electrons below 1 GeV, as calculations from solar energetic

particles events seem to confirm (see Fig. 2.18) [33]. This parameter is related

to the diffusion coefficients λ‖ = 3K‖
ν

, such that the shape of it rigidity depen-

dence becomes a very important modulation factor in numerical codes. Such an

explanation is ad hoc and developed by empirical inference, since quasi-linear the-

ory predicts that the mean free paths of electron keeps on falling with decreasing

rigidity.

Figure 2.18: Typical rigidity dependence of electrons and positrons mean free
paths for the parallel, perpendicular and drift coefficient. Taken from [21].

Fig. 2.16 shows computed LIS for electrons and positrons produced with the

GALPROP code, a numerical code for calculating the propagation of cosmic rays

and the model the diffuse gamma-ray emission relativistic charged particles in

the Galaxy [94]. The GALPROP output is then used as input in a heliospheric

transport code [21]. The modulated spectra at Earth (dashed line) agree well with

PAMELA data, given a modulation and polarity epoch. Voyager data have helped

constrain LIS input models for different species, and, coupled to PAMELA ob-

servations, have led to encouraging results from a modeling perspective. However

progress critically depends on availability of high quality electron and positron
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spectra below 100 MeV at 1 AU to compare with Voyager observations over a

range of solar modulation levels.

What’s more, important results on the positron fraction reported by PAMELA,

Fermi, and AMS-02 [5, 9, 30] showed a significant excursion from the expected

secondary behavior of this fraction with energy for a purely secondary source..

In Fig. 2.19, PAMELA measurements are shown in red, while the purely sec-

ondary model is represented in the solid black line. The high energy results (> 10

Figure 2.19: The positron fraction measured by the PAMELA experiment com-
pared with other recent experimental data. The solid line shows a calculation for
pure secondary production of positrons during the propagation of cosmic rays in
the Galaxy. Taken from [5].

GeV), not susceptible to solar modulation, elicited much excitement, prompting

theories explaining possible new sources of primary positron cosmic rays; such

as pulsar [58, 39] or dark matter particles [23] . More pertinent to our studies

was the apparent disagreement between the HEAT ballon-borne detector (open

triangles in Fig. 2.19) and AMS-01 results (filled stars), and PAMELA’s at lower
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energy, considering the older measurements agreed with a secondary production

of positrons, whereas the newer ones do not. This discrepancy was explained

as an effect of charge-sign dependence of the solar modulation, since these older

measurements were taken during the 1990s, i.e., in a period of opposite polarity

of the heliospheric magnetic field (HMF) with respect to PAMELA results [5].

The knowledge of the low-energy positron abundance is necessary to discern

the effects of charge-sign dependent drifts, diffusion, and possible Galactic or local

sources of cosmic rays. That measurement will also shed a light on the origin of

the turn-up. With the open questions left by the LEE mission in mind, such a

measurement will also shed a light on the origin of the turn-up. We can expect

different possible scenarios:

1. if the positron abundance is higher than what the secondary model predicts,

it would point to a source of primary positron in this energy regime,

2. if the positron abundance had a similar ratio to that at higher energies, this

would point to a lack of knowledge of the electron diffusion coefficients to

explain the difference between previous LEE results and models,

3. if the abundance is less than expected, that might be explained by a local

source of electrons within the heliosphere.

In order to carry on the exploration of the solar modulation effects on low-

energy cosmic ray electrons and positrons, our team has designed, built, and

successfully flown a balloon-borne instrument: AESOP-Lite. The mission sets on

resolving the positron and electron spectra through a series of balloon flighgts.

With an energy range from 20 MeV to 1 GeV, it will illuminate past measurements

from LEE, add to recent PAMELA and AMS-02 observations and provide a 1 AU

reference point to the interstellar full electrons of Voyager.
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Chapter 3

The AESOP-Lite instrument

3.1 Instrument overview

AESOP-Lite is the latest in a long series of balloon missions aimed at studying

the solar modulation of cosmic ray electrons and positrons from 20 to 700 MeV. It

follows and inherits from the LEE instrument, built at the University of Chicago

and flown for the first time in 1968 [59]. It enjoyed 23 successful missions and

pioneered measurements of low-energy cosmic electrons before it was decommis-

sioned after a final flight in 2011. Using cesium iodide and lead glass calorimeters,

it could resolve a wide range of energy from 20 MeV to 20 GeV. However, it did

not distinguish electrons from positrons. To overcome this, a second instrument,

AESOP, was designed at the Bartol Research Institute where the research later

continued [28]. In multiple tandem flights with LEE, it observed the positron

abundance from 0.5 GeV to 4.5 GeV, and studied the charge-sign modulation of

electrons and positrons in the decade between the mid-1990’s and the mid-2000’s.

It made use of a magnet spectrometer and a digital optical spark chamber [36] to

track penetrating particles. A diagram of both instruments is given in Fig. 3.1.

The AESOP-Lite instrument is presented in Fig. 3.2: it shows a scaled diagram
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Figure 3.1: Diagram of the LEE (left) and AESOP (right) instruments. LEE
made a calorimetric measurement of electrons and positrons CsI (T4) and lead
glass (T5) calorimeters. The top part of the LEE instrument remains unchanged
in AESOP-Lite. AESOP is equipped with a magnetic spectrometer and can dis-
tinguish the sign of a particle’s charge. Taken from [59, 28].

as seen from an event display. The top part of the telescope, taken from LEE,

consists of 3 plastic scintillators (T1-T3-Guard) and a gas Cherenkov detector

(T2), together comprising the top level trigger in flight-mode. The components

of the instruments are as follows:

• Plastic scintillators T1 and T3 trigger when a minimum ionizing particle

(MIP) interacts in the active region, and together they constrain the geo-

metric acceptance of the instrument. They also serve to reject Z>1 and > 1

MIP particles. The guard is used as an anti-coincidence counter to flag any

shower-producing event to be discarded,

• T2, The gas Cherenkov detector is instrumental in providing mass discrim-

ination and cutting out the dominant proton signal. A proton with kinetic

energy below 15 GeV would not trigger the detector, which keeps the trig-

41



ger rate to a virtually dead-time-free level in flight. In addition, it can only

detect downward-going particles, canceling the background of upward-going

"splash albedo" particles produced in the atmosphere by cosmic rays with a

large incident angle.

• The magnet spectrometer provides the key measurement of the electron

energy, in replacement of the calorimeters used in LEE. 4 tracking layers

record the bending in one view, while 3 layers in the non-bending plane

track the passage of the particle in the view parallel to the magnetic field

direction.

• Scintillator T4, which has the largest surface area, insures that a particle

has fully penetrated the instrument, and that no shower was induced in the

lower half of it.

A picture of the apparatus appears in Fig. 3.3.

The first consideration to reckon with in designing the payload was the reduced

weight required to reach higher altitudes on a balloon, in order to minimize the

contribution of secondary cosmic rays produced in the residual atmosphere. In

addition, the geometry factor had to be such that good statistical accuracy can

be reached, despite the low flux of primary electrons. The spectrometer design

must strike a balancing act between having many measuring planes, a sufficient

lever arm L, and a reduced scattering between layers. In addition, the instrument

must be able to operate suspended from a stratospheric balloon, with the myriad

of operational implications that this requirement incurs. This chapter is meant as

a holistic presentation of the commissioning, construction, integration and testing

of the AESOP-Lite payload, a work that culminated in the success of its inaugural

5-day flight in May 2018.
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Figure 3.2: Cross section of the AESOP-Lite instrument as viewed from the
event display software, in the non-bending (left) and bending plane (right). Shown
is an electron candidate recorded during the 2018 flight. The triggers T1, T2, T3
and T4 were fired (in green), whereas no signal was seen in the guard (in red).
The active layers in the given view are drawn in red.

3.2 The telescope system

3.2.1 Scintillators

A scintillation counter is the simplest detection instrument for measuring ion-

izing radiation by using the property of a charged particle to lose energy in a

material, which in turn scintillates, and detecting the resultant light pulses. It
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Figure 3.3: The AESOP-Lite instrument on the half shell. The top scintillator
(T1) and the conical gas Cherenkov detector (T2) are clearly visible. Covered in
black electrical tape to eliminate light leaks are 4 photomultiplier tubes (PMT)
connected to one end of each scintillators (T1, T3 and T4, vertically placed) and
the Cherenkov detector (horizontally, on the right). The heater can be spotted,
placed under one of the magnet’s spiral arms.

consists of a scintillator which generates photons in response to incident radia-

tion, mounted to a photomultiplier tube (PMT), which converts the light to an

electrical signal, to processes this signal electronically.

The entry telescope consists of three NE 102 A plastic scintillators (T1, T3

and Guard) and a gas Cherenkov detector (T2). T1 is a cylinder of radius RT1 =

13 cm and thickness t = 0.5 cm, while T3 is smaller in size, with RT3 = 3.5 cm and
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t = 0.5 cm. The guard is an annulus with inner radius Rinner = 3.5 cm and outer

radius Router = 13.5 cm, placed just below scintillator T3. The combination T1-

T2-T3 defines the geometry factor of the instrument (18cm2sr), with a maximal

acceptance angle of 27.5◦ from vertical. Scintillator T4, placed at the bottom of

the instrument, is bigger and thicker, with RT4 = 18 cm and t = 1.0 cm. The

light deposit is thus greater in T4, and is used to detect any particle that has

fully penetrated the instrument, or has produced any hard knock-on electrons

(δ-rays) inside the spectrometer. The calibrated ADC count distributions of each

scintillator are shown in Fig. 3.4.

3.2.2 Cherenkov gas detector T2

The Cherenkov gas detector plays an essential role rejecting protons in flight,

which account for ∼ 90 % of the incident cosmic rays at the top of the atmosphere,

and the same time keeping the trigger rates of the instrument down to an opera-

tional level. A particle passing through a material at a velocity greater than that

at which light can travel through the material emits radiation, v > c
n0(λ) , with c

the vacuum speed of light, n(λ) the refractive index of a dispersive medium, and

v is the speed of the particle. The defining feature of a gas threshold Cherenkov

counter is its Lorentz factor γth which sets the threshold for light production as

a function a particle’s speed, and hence, for a given momentum, its mass. This

allows the discrimination between a lighter particle (which does radiate) and a

heavier particle (which does not radiate) of the same energy or momentum. A

variety of materials can be used, and the choice between glass, water or a silicon

aerogel lies in the desired energy and particle type to be detected. We wish to set

a γth such that electrons with a kinetic energy Ek ≥ 8 MeV produce light. Given
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Figure 3.4: Pulse height analyzer (PHA) distributions for scintillators T1, T3,
guard and T4, in units of ADC counts. The signal in a scintillation counter grows
as ∼ Z2. For Z=1

that:

Ek = m0(γth − 1), (3.1)

with m0 the particle’s rest mass, this gives us γth = 15.7. The AESOP-Lite

Cherenkov counter is filled with C3F8 (octofluoropropane); γth depends on the

refractive index n of the gas, such that:

γth = 1√
1− n2

, (3.2)
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which can be expressed as:

n =

√√√√ γ2
th

γ2
th − 1 (3.3)

For γth = 15.7, we have nth = 1.002035.

The threshold parameter to be set by controlling Pth, the gas pressure in-

side conical receptacle of T2. At constant temperature, volume, and under the

assumption of having an ideal gas, we have:

Pth(λ, 20◦C) = P0 ×
nth − 1
n0(λ)− 1 ×

293.15
273.15 , (3.4)

with P0 = 1 atm, n0(λ) the dependence of the refractive index of a C3F8 gas

at 0◦C at 1 atm as given by [19]. The gauge unit is PSI and gives a differential

pressure with respect to outside atmospheric pressure. Fig. 3.5 shows the pressure

values at the gauge to give γth as a function of the value of the wavelength used

to determine the refractive index. Results of eq. 3.4 are given in Fig. 3.5, with

Pth(λ, 20◦C) expressed in units of differential pressure (psi) to match the gauge.

For a PMT model RCA 31000A, which is sensitive to λ in the UV, the pressure

of the gas is set to Pth = 12.7 psi. The PHA distribution of the T2 subsystem is

shown in Fig. 3.6.

3.3 The magnetic spectrometer

The tracking system consists of 7 planes of silicon strip detectors (SSDs) and a

Halbach ring dipole magnet [54] (see Fig. 3.7). The average field is 0.3 T, though

its known non-uniformity must be accounted for when reconstructing tracks. The

field points primarily in the +x direction, and the average Bx in the symmetry

plane is 0.33 T. Across the magnet bore, in the symmetry plane, it varies by as

47



Figure 3.5: Dependence of the absolute pressure of C3F8 at 20◦C required to
have γth =15.7 as a function of the wavelength λ used to determine the refractive
index.

Figure 3.6: Pulse height analyzer (PHA) distribution for gas Cherenkhov signal
T2. Notice the multiple photo-electron peaks in the distribution.

much as 3.2% , whereas the variation within the bore along the symmetry axis is

25%. The integral of Bx along the symmetry axis from z = −20 cm to z = +20 cm
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is 0.057 Tm.

Figure 3.7: Left:Picture of the AESOP-Lite magnet using a Halbach design.

The detectors are disposed in a xy-configuration, with 4 layers (L1, L2, L3 and

L5) in the bending plane to measure the particle deflection (see Fig 3.2), and 3

layers (L0, L4, L6) to view their trajectory in the non-bending plane. The split

magnet design allows a tracking layer to be easily placed in the bending view at

the center of the field, thus optimizing the momentum resolution.

3.3.1 Silicon tracker

The SSDs were custom designed and manufactured by Hamamatsu Photonics

for the Large Area Telescope (LAT) of the NASA Fermi gamma-ray telescope

mission [14]. Each sensor is an 8.95×8.95 cm2, 400µm thick single-sided detector,

with a strip width of 56µm and pitch of 228µm. The spatial resolution is σres

= 228√
12

= 66µm. A bias potential of ∼ 120V is applied across the n-type bulk

material between the strips and the back-side electrode. Each p-type strip implant

is AC-coupled to an aluminum strip just above and biased through a ∼ 50 MΩ

polysilicon resistor.
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Aluminum strips and bias rings on pairs of sensors are wire bonded together to

form ladders. The ladder strips are then wire bonded to aluminum traces on single-

layer glass "pitch-adapter" circuits, which in turn are wire bonded to the readout

integrated circuits. The positive bias voltage is applied directly to the backs of

the sensors through conductive epoxy that attaches them to printed circuits that

are cut out under the sensor active areas. Fig. 3.8 shows a photograph of one of

the seven tracker modules.

Figure 3.8: Photograph of one of the seven tracker modules. The SSD sensor
strips are wire-bonded to form two-sensor ladders. The 768 channels are wire
bonded to 12 readout ASICs via glass-substrate pitch-adapter circuits.
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3.3.2 Front End electronics

Each SSD strip is connected to a channel of one of the twelve 64-channel

readout ASICs (Application Specific Integrated Circuit) [63], which were designed

for the tracking readout of a prototype proton-CT scanner [62]. The chips are

capable of more than ten times faster readout than those used in the Fermi LAT,

which is not relevant to the low rates of AESOP-Lite, but they are also easier

to use and configure for this application. For a simplified block diagram of the

ASIC, see Fig. 3.9. Each channel has a charge-sensitive amplifier followed by a

shaping amplifier and discriminator. The shaping time constant has two digitally

configured settings and can also be adjusted by external resistors. For AESOP-

Lite it is about a microsecond, resulting in an effective noise charge at the input

of ∼ 1200 electrons and a signal-to-noise ratio for minimum ionizing particles of

∼ 27.

The discriminator thresholds are set by a single internal DAC per chip. The

discriminator output goes into a logical OR of all channels to provide an asyn-

chronous trigger output, and it is also sampled by the clock within an adjustable

window and buffered pending a trigger decision. Hits above threshold are output

by command as a list of strip clusters. Two 64-bit masks can be used to remove

individual channels from respectively the trigger output and the data flow.

The cluster lists are buffered for up to four events (although this buffering

is not used for AESOP-Lite) and delivered by LVDS (Low-Voltage Differential

Signaling) in twelve serial streams to a Xilinx Spartan-6 FPGA operating with

the same 10 MHz clock as used by the ASICs. The FPGA firmware configures

and monitors the tracker, and the seven FPGAs work together to deliver the data

to the FPGA of the top, master board, which then sends the data by a 115200

baud UART (Universal Asynchronous Receiver/Transmitter) to the AESOP-Lite
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Figure 3.9: Simplified block diagram of the ASIC logic. Taken from [63].

data acquisition.

The FPGAs communicate with each other at 10 million bits per second by

LVDS signals transmitted over CAT-5 cables. They also sample the ASIC trigger

signals, make a logical OR of the signals from the twelve chips, and pass the results

from one bending-plane board to the next and from one non-bending-plane board

to the next. The master board thus receives two trigger coincidence signals, one

from the bending view and one from the non-bending view. The tracker trigger

is an OR of those two signals.
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3.3.3 Tracking performance test

Threshold scan We studied the noise occupation of each chip in order to set its

discriminator threshold to maximize the signal to noise ratio. Using the capability

of the ASIC chip to send a calibration pulse of constant amplitude, we scanned

the range of threshold values, pulsing all channels 400 times at each threshold

step. The pulse amplitude was set to 60 DAC units (1 DAC unit=0.05 fC). For

each step, we calculated the efficiency, which is the ratio of the number of hits

detected over the number of pulses sent. As the threshold approaches the signal

level, the efficiency will decrease, as shown in Fig. 3.10. We fitted the points to

the complementary error function f(x), to extract the Gaussian parameter σnoise:

f(x) = 1
2erfc(x−

µ√
2σnoise

) = 1
2 × (1− 2√

π

∫
exp

−(x−
µ√

2σnoise
)−2

) (3.5)

σnoise = Qnoise = 0.208 fC ∼ 1300 electrons. In 400 µm of silicon, the minimum

charge deposit is Qsignal = 5.1 fC ∼ 32,000 electrons. Hence, on average, we get a

signal to noise ratio S/N = Qsignal/Qnoise ∼ 25. All 84 chips were calibrated and

set to an individual DAC threshold value:

DAC = 5σnoise × (1 + 4σDAC), (3.6)

with σDAC the threshold dispersion. Increasing by the dispersion is needed as

there are 64 channels but only one DAC per chip. A typical threshold value is

around 23 DAC.

Noise Occupancy A more direct indicator of the noise performance of the

tracker came from looking at the noise occupancy of all channels, which is the

probability of finding a noise hit in a given time interval: using a command
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Figure 3.10: Threshold for one channel of one chip. Each point is obtained by
sending 400 calibration pulses.

which triggers a readout, we sent 500,000 triggers to the sensors, and recorded the

number of hits for each chip of each board. The edge channels of chips 0, 5, 6, 11

are masked because they were too noisy already. These correspond to the edge

strips of the sensor, with bias current flowing around their edges. In a first run,

the threshold DAC were uncalibrated: we found the average noise occupancy per

chip to be on the order of ∼ 10−4. In a subsequent run, we set the thresholds to

the nominal value obtained from the scans: the occupancy then fell to 10−7. No

channel was found to be too noisy before the launch, so none was masked from

the trigger/data in flight (besides the edge channels). However, noise issues were

notable during the flight, with the sensors picking up coherent noise, most likely

from the electronics crate’s digital CMOS signal.
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Efficiency study The efficiency of each layer was tested before the integration

of the trackers in the instrument. All the layers were vertically stacked together

(no magnetic field), and the trigger was chosen to be a coincidence of layers 0,

3 and 6. In a 64-hour run, there were 56,300 triggers, coming from cosmic ray

muons at ground level. The PC read out each event over the UART connection: a

program then corrected for the optical alignment, calculated coordinates and ran

a pattern recognition routine, drawing straight lines between all pairs of top layer

and bottom layer hits and looking in the other layers for hits that fell closest to

the line. The best track was kept, based on a combination of χ2 (χ2/ndf < 20)

and number of hits. To studied the efficiency, we looked one by one at the layers

not used in the trigger (1,2,4,5): we considered all events with hits in all of the

other 6 layers. For those events, we looked at the layer being analyzed and found

the hit closest to the fit track. If there was a hit within 2 mm, it was counted as

a success, otherwise a failure. The total efficiency was found to be 97%, however,

about 2.3% of the detection area of each board is inactive due to the gaps between

the sensor ladders, making the efficiency of the tracking optimally satisfactory. An

example of the efficiency study of a layer is shown in Fig. 3.11.

3.4 DAQ and trigger system

While being tested during its fabrication at the Santa Cruz Institute for Parti-

cle Physics (SCIPP), the tracking system (the seven tracker boards) was capable

of operating independently, triggering internally, in the master-slave scheme pre-

sented in Sec. 3.3.2. The tracker boards were then sent to the Bartol Research

Institute at the University of Delaware to be integrated with the rest of the in-

strument (the entry telescope, the magnet, and scintillator T4). The question of

the AESOP-Lite Data Acquisition System (DAQ) then became central to devise a
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Figure 3.11: Track fitting residual for layer 2. The integral of the histogram
gives the efficiency of the tracking layer, given a total number of known triggers.

feasible trigger scheme. All of the following components were a legacy from LEE,

except for subsystems inherent to the tracker system.

The DAQ comprises a series of boards mounted in a card cage. The card cage

provides buses for power, ground, and various signals that are transmitted between

boards. The overall structure has multiple MC68HC05C8A microcontrollers that

communicate over both parallel and serial interfaces. Each microcontroller is

programmed individually using assembly language techniques. There is no overall

operating system. Communication between processors is always by means of an

intermediate FIFO, eight bits wide. The processors are always interfaced to a

FIFO with a parallel configuration, but board to board communication is by a

serial bus, similar to SPI, but with significant differences. Within the board, the

processor communicates to devices such as ADCs and counters via a standard SPI

bus. A description of each "board" component of the DAQ is given below.
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Readout/Command Board The fundamental element of the system is the

Readout/Command board, which contains three microcontrollers, A, B and C.

Controller C is the center of the system. It contains the command interface to

accept commands from different sources and transmit them on the backplane

in a standard format. Processor A on the command board continuously polls

the other boards for data, and places the data in FIFO A. Processor C accepts

each byte of data, typically passing the byte directly to FIFO B. Processor B

on the command board takes the data from FIFO B and transmits them via the

high speed telemetry stream. The data can be fed directly into the COM port

of a personal computer. The data acquisition, display and command program

is written in Visual Basic 6 with a Windows operating system installed on the

ground support equipment (GSE) computer.

Counter Board There are two Counter Boards in the DAQ. As the name im-

plies they primarily count pulses from various sources but they also have readouts

for bus voltages and local temperature. Each board has ten, 24-bit scalers. Most

of these scalers count trigger rates of discriminators attached to photomultiplier

tubes, plus some coincidence logic rates (Master Coincidence and Go). Four of

the scalers read the frequency outputs of two Digiquartz barometers that are used

as altimeters. The barometers are mounted in the card cage and are powered

from the same bus that feeds the other electronics. The scalers are all read non-

destructively at intervals of one, five, or ten seconds with the readout rate selected

by command, with a default of five seconds.

High voltage control board In AESOP-Lite each photomultiplier is powered

by an individual high voltage supply which requires an analog input that propor-

tionally determines the output voltage. The analog control signal to each supply
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is provided by the high voltage control board, which is capable of providing four

such analog outputs. Since there are five photomultipliers in AESOP-Lite (T1,

T2, T3, T4 and G) there are two of these boards in the card cage. All outputs are

individually set by commands to the microcontroller on the board, which operates

four independent digital to analog converters (DAC). When a command to main-

tain a certain level is received, the microcontroller ramps the appropriate analog

output up or down to the new level over a period of several seconds to avoid high

voltage transients. There is no feedback to the data system – monitoring the ef-

fect of high voltage changes is done by noting the response of the photomultiplier

trigger rates or pulse height analysis.

Pulse Height Analysis Master/Coincidence Board This "PHA Master"

controls the trigger logic associated with the photomultipliers and gathers data

from the "PHA Remote Boards" that are the direct interface to the photomul-

tipliers. The PHA Master accepts standard commands from the backplane and

it contains a FIFO that transmits collected packets of pulse height data to the

data system. There is a separate tracker trigger system, and a separate tracker

data packet, with the tracker and PHA systems somewhat coordinated by the

"Tracker Master" board. Each PHA data packet is time stamped so it can be

correlated with the tracker data – since there is no guarantee that there will be

a tracker event for each PHA event and vice versa. Signals from logic discrimi-

nators are available to the PHA Master, which also contains the photomultiplier

coincidence logic. The primary logic function is a simple AND of the selected

input signals. Any combination of the input signals can be selected to produce

the output, termed COIN. The trigger rate of COIN is one of the signals sent to

a counter board. A secondary signal termed "GO" is generated for each COIN

that occurs when the PHA system is not busy processing a previous event. GO is
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also sent to a counter board as well as to the Tracker Master, where is it used to

coordinate track readouts. The GO also initiates readout of the semi-autonomous

PHA Remote boards.

Tracker Master Board The Tracker Master is the interface between the main

DAQ and the largely autonomous tracker system. It communicates with the read-

out board through the standard command and data interface, while it communi-

cates with the tracker over an LVDS interface consisting of three lines, two output

and one input. One pair of lines forms a full duplex, asynchronous communication

link between a UART in the tracker and a UART in the Tracker Master, operated

as ten bit characters (8 data, one start, one stop) at 115 kbps. The other output

line transmits the GO pulse from the backplane to the tracker.

Trigger logic The coincidence signal from the AESOP-Lite scintillators proved

to be too slow, with too much jitter, to trigger the tracker reliably, requiring use

of the internal tracker trigger for all data acquisition. coincidences T1–T2–T3

and T1–T2–T4 were both used as an online trigger in flight (the "GO" signal).

The tracker system self-triggers with a logical OR of two triggers: one from the

bending view, the other from the non-bending, requiring in each view a coincidence

of the top 3 layers: L0, L4 and L6 in the non-bending view, and L1, L2 and L3

in the bending view. The tracker holds its data following each tracker trigger

until a "GO" signal is received by the tracker master board from the T1-T2-T3

coincidence. If 5 µs pass with no "GO" signal received, then the tracker data are

discarded. There is no buffering of events in the system. Instead the trigger is

disabled until the event readout is completed or the data are discarded for lack of

a "GO" signal, a simple solution allowed by the low cosmic-ray rate.
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3.5 Instrument integration and performance

Running an instrument on the lab bench was one thing. Doing so on a strato-

spheric balloon, under near space conditions, another. For one, we had to insure

that the great departure in pressure and temperature from sea level conditions

did not interfere with a continuous data taking operation. Payload weight, power

consumption, reception and transmission of data via telemetry were all require-

ments to be met during the integration of AESOP-Lite to its flight deck. The

completion of this task, leading to the Mission Readiness Review (MRR), took

place at the Columbia Scientific Balloon Facility (CSBF), in Palestine TX, during

the winter of 2018. The next section describes the testing and performance of the

greater flight system.

The gondola is 84" long, 48" deep and 60" high, for a total weight of 940 lbs.

The payload launched with an additional 600 lbs of ballast. Four 100 W Sun-

Cat SIP type solar panels provide power to the instrument in flight, which uses

73 W with heaters on, and 43 W without. The solar arrays are connected to

a Morningstar Charge Controller which maintained ∼ 26 V across the lead acid

batteries with 6 Ω-load. A labeled picture of the integrated AESOP-Lite gondola

is provided in Fig. 3.12.

3.5.1 Pressure vessel

In its flight configuration, the instrument sits inside a 2.5 cm thick pressure

shell made of aluminum with a polyurethane foam insulation, amounting to ∼ 2

g.cm−2 of material. The shell allows the instrument to operate at atmospheric

pressure inside of it, and, crucially, must prove to be hermetically sealed when

closed. Tests of the barometric integrity of the pressure shell were conducted

in Palestine and Esrange. A vacuum is pumped inside the shell, which is then
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Figure 3.12: The fully integrated AESOP-Lite flight deck in Esrange, Sweden.
MIP stands for (Micro Instrumentation Package) provided by CSBF.

back-filled with nitrogen gas before it is sealed. The temperatures and pressures

outside and inside the shell are recorded periodically throughout the multi-days

run. Fig. 3.13 shows the successful results of the pressure leak test, with the shell

maintaining a near constant pressure of 4 days. The rate of leakage was found to

be minimal, as it would take over 3600 days from the pressure inside the shell to

drop 1 atm.1

1Are you losing track of pressure units yet?
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Figure 3.13: The absolute pressure of the shell Pabs = Pinside + Poutside in psi,
recorded over time during the pressure leak test. The pressure is corrected for the
inside temperature for an ideal gas assuming constant volume at 293 K.

3.5.2 Barometer and PHA calibrations

Barometer calibration Calibrations of the two barometers’ MIPFLIT read-

ings of the AESOP-Lite instrument were performed in Palestine, Texas and Es-

range, Sweden prior to the AESOP-Lite maiden flight. The two barometers were

used in flight to record the pressure outside the shell, the accuracy of the reading

being instrumental to measuring the float altitude and atmospheric overburden.

The most important region lies between 2 and 3 ∼ g.cm−2 during flight.

The Paroscientific barometer is used as the reference point to calibrate the

altimeters on the instrument.A hose of a certain known volume is connected si-

multaneously a vacuum pump cylinder, one of the instrument’s altimeters (1 or 2),

and a separate Digiquartz Paroscientific Barometer. We start measurements at

the lowest possible pressure value reading, then incrementally backfill the pump’s

cylinder with N2 gas, and record pressure readings from both the standalone
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Paroscientific barometer and the altimeter pressure in the DAQ software, as the

pressure grows from below 1 mmHg up to 800 mmHg (see Fig. 3.14).

Figure 3.14: Piecewise linear fit and residual for barometer 2 data

For barometers 1 and 2, we have fit a continuous piecewise linear function (see

Fig. 3.14 of the following forms:

Pcorrected =


1.064× PBar1 − 0.414, if PBar1 < 1.97

1.0× PBar1 − 0.288, if PBar1 > 1.97
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for barometer 1, and

Pcorrected =


1.004× PBar2 − 0.335, if PBar2 < 6.46

PBar2 − 0.312, if PBar2 > 6.46

for barometer 2. The breaking points are given by the piecewise fit.

Fig. 3.15 shows the variations of one barometer reading during flight and the

corrected offset of our calibration. They are compared to the values of a CSBF

barometer (Columbia Scientific Balloon Facility).

Figure 3.15: Time series of the calibrated and uncalibrated pressures during
flight. As the sun sets below the horizon, the volume of the balloon shrinks and
its altitude drops, which explains the diurnal variations.

PHA calibration Calibrations of all active PHAs (T1, T2, T3, T4 and Guard

channels) of the AESOP-Lite instrument were performed in Palestine, Texas and

Esrange, Sweden. A pulser was used to check for any offsets from linearity in the

MIPFlit pulse height reading. A 6th order polynomial was used to fit the data

and calibrate the pulse heights histogram, as shown in Fig. 3.16 for the PHA

corresponding to channel T1.
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Figure 3.16: Calibration of PHA for channel T1: the polynomial fit function
and residual are shown.

3.5.3 Thermal vacuum and compatibility tests

The AESOP-Lite instrument and CSBF’s equipment were thoroughly tested

during 8 hours in a space simulator Bemco chamber. The vacuum chamber cycles

through extreme temperature and pressure conditions: the air is first pumped

down to 2 mmHg, before the temperature is brought to -40◦C for two hours, the

ambiant temperature of the troposphere crossed during the ascent. This provides

an important test of the thermal modeling of our shell, and the proper activation

of the three snap switch heaters that trigger for different temperature thresholds.

It is important for the trackers to remain near room temperature, mainly because

of the coefficient of thermal expansion of the silicon adhesive with which the
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SSD ladders are glued to the board. A "belly-band" belt made of R13 fiberglass

material insulates the interior of the shell. The chamber, after another vacuum

cycle is then brought to +40◦C this time.

Figure 3.17: Time series results of the ∼ 12 hours Bemco chamber test. From
top to bottom the variation of temperature inside the chamber, pressure inside the
instrument shell (barometer 2) and in the chamber (barometer 1), temperature of
all tracking layers, and power consumption are shown.

Results from the vacuum chamber test are compiled in Fig. 3.17. As the
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chamber’s temperature neared -40◦C (top panel), the heaters inside the instru-

ment were automatically activated (as seen in the 10 W power consumption surge

at ∼ 17:00), which allowed the trackers temperature to never drop below 20◦C.

Likewise, the shell again proved to be an efficient pressure vessel: as the vacuum

was pumped inside the chamber, and barometer 1 recorded 0 mmHg pressure,

barometer 2 inside the shell shows that sea-level pressure was maintained.

Assessments of all telemetry channels were conducted during the compatibility

tests of the instrument in Palestine and Sweden. The successful transmission of

data through different channels is reviewed in Fig. 3.18, where it can be seen that

there were no differences in the recorded data bytes coming from the blackbox

recorder and the LOS port.

3.5.4 Telemetry system and data recording

To provide continuing communication and location data, our payload utilizes

NASA’S Micro-Instrumention Packaging (MIP) telemetry system (found on the

left-hand side of the deck in Fig. 3.12. It consists of three telemetry channels, all

doubly redundant (COMM 1-2), which can send and receive data and commands

to and from the Ground Support Equipment (GSE) computers, located in Pales-

tine, TX, and Esrange, Sweden. Both operational and relay science commanding

functions, such as termination and ballasting, occur through the MIP telemetry.

Uplink commanding, from ground to the payload, uses the Iridium ports which

provide over-the-horizon capabilities at a rate of a 240-byte data packet once a

minute. The significantly faster MIP LOS (Line of Sight) antenna, using RS232

UHF transceivers at a high rate of 19.2 kbauds is another method of uplink com-

manding. As its name indicates, the LOS channel is only operational for the

first day of flight at most, when the payload remains above the horizon. Uplink
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Figure 3.18: Rates of scintillator T1 as recorded via telemetry with the LOS
channel (top panel), and the internal BBR logger (middle panel). The data packets
received are identical, as demonstrated by the flat line in the bottom panel.

commanding is used throughout to monitor the good health of the instrument,

or change trigger configuration for instance. Downlink data transmission, that is,

from the payload to ground, happens through 4 channels, 3 of which transmit at

a high rate: OpenPort Pilot, MIP LOS and fast LOS are used for instrument data

only, and at a low rate, the MIP Iridium sends back housekeeping packets to all

GSEs. The nomenclature of this telemetry scheme is made explicit in Fig. 3.19.

The real-time LOS and Open Port transmitted signal cannot be used as stan-

dalone data recording system (only ∼ 50 % makes it back, because packet loss due
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Figure 3.19: Diagram of all telemetry channels and their related nomenclature.
The arrows direction indicate uplink and downlink data transmissions

to gaps in satellite coverage), although it permits many sanity checks on the mis-

sion success before the recovering the instrument. Two serial blackbox recorders

(BBR1 and BBR2) on the gondola, as well as a write-out card plugged into the

electronic crates inside the shell, are installed to safely record all events. The

entire data set for the 2018 flight was no bigger than 600 MB.

3.6 Ground performance and flight performance

The instrument was extensively tested during ground runs in Palestine, Texas

and Esrange, Sweden. Cosmic ray signals on the ground were used to that end,

with a liberal T1-T4 trigger, making online selection on neither the Cherenkov

counter (T2) nor T3. This large acceptance increases the signal of atmospheric

muons, which we use to cross-check the charge-sign separation of the spectrometer

by measuring the µ+/µ− ratio. By using the Cherenkov trigger in anticoincidence,
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Figure 3.20: Ground level distribution of the signed inverse-momentum of muons
as measured by AESOP-Lite in May 2018 at Esrange. The selection on the events
required for the particle to have passed T1-T3-T4, while the guard and Cherenkov
detector T2 were put in anticoincidence, offline.

we eliminate low-energy electrons and positrons, as well as high-energy (E > 1.5

GeV) muons that fire T2. Fig. 3.20 shows this double-peaked distribution in

the signed inverse momentum: as most cosmic rays are positively charged, more

positive muons arise as decay products of the interaction of high-energy particles

with nuclei in the atmosphere. We measure µ+

µ−
= 1.2595 ± 0.07, a value close to

the measurement made by CMS below 100 GeV [68].

The spectrometer measures the deflection of a particle’s trajectory during its

passage through the volume of the magnet. The deflection is proportional to the

inverse of the rigidity R = pc

Ze
of a particle. At high energies, where the effects

of multiple scattering can be neglected, the resolution of the detection degrades

with increasing rigidity. The overall capability of a magnetic spectrometer can

be evaluated by its maximum detectable rigidity (MDR). If, we require offline for

T2 to be have been fired, in ground runs where T1-T4 was the online trigger, the
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distribution is then dominated by low-energy electrons and positrons, as well as

high-energy muons that appear as quasi-straight tracks (∼ 7 mrad deflection at

∼ 1.5 GeV). We can determine the MDR by fitting a gaussian function to the

inverse momentum signal of the quasi-straight tracks, since that is the parameter

measured by the instrument (Fig. 3.21), from which we calculate the MDR at 5σ

is 1/5σfit = 533 MV, with σfit the parameter given by the Gaussian fit shown

in Fig. 3.21.

Figure 3.21: Cosmic ray signal on the ground with T1-T2-T3-T4 requirement,
with the guard in anticoincidence.

This rigidity range is amply separated from the background of highly relativis-

tic protons encountered during flight: only a proton with kinetic energy 13.8 GeV

and above can produce Cherenkov light, according to Eq. 3.1.

The cosmic ray events collected from ground runs were processed with track

reconstruction algorithms developed with Monte Carlo simulations, the subject of

chapter 5.

AESOP-Lite launched on May 15th 2018 from Esrange, Sweden (67◦89’N) on
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Figure 3.22: Picture of the AESOP-Lite gondola moments before launch.

a NASA 40 MCF (Million Cubic Feet) zero pressure long duration stratospheric

balloon for a 133 hour-long flight at an average altitude of 135 kft (∼41 km,

which corresponds to ∼ 3 g cm−2 atmospheric overburden). It landed on Ellesmere

Island, Canada (78◦40’N). Fig. 3.22 IS picture of the gondola moments before

launch. The magic of (near-space) is visible in Fig. 3.23. The northerly trajectory

of the payload allowed the experiment to survey regions of low rigidity cutoff

(below 200 MV), as illustrated by the flight map in the right panel of Figure

3.24.
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Figure 3.23: Our mascot, Roger, enjoying the view of the Lofoten Islands in
Norway from float altitude.
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Figure 3.24: Trajectory of the first flight. The first 90 hours of the flight surveyed
latitudes where diurnal variations of the geomagnetic field are still present, as
indicated by the color-coded legend.

74



Chapter 4

Analysis method

In the simplest of sense, what our instrument – any particle physics instrument

– measures is a count of particles and some of their properties. This reading

however is only relative to the apparatus; for it to be understood by fellow cosmic

ray physicists, we must translate this count into the absolute unit of flux. A

(differential) flux gives the rate of particles as a unit of GeV− m−2sr−1s−1, or

rather, in equation form:

Φe−,e+(E) = Ne−,e+

T × ε(E)×G(E)×∆E (4.1)

That is, we must relate our sample of electrons and positrons Ne−,e+ to:

• the acceptance (or geometry factor) G of our instrument, given in cm2sr

(what portion of the sky do we have access to?)

• its efficiency ε (out of n particles passing through the acceptance, how many

do we record and use?)

• the live-time T (for how many seconds were we taking data?)

• and as we are dealing with a differential flux, measurements are sectioned
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into energy bins of width ∆E

Not every event recorded is an electron or a positron. Protons constitute the

main background, along with alphas. The decay product of light hadrons, such as

atmospheric muons during the ascent are also to be expected. The calculation of

the geometry factor and the momentum reconstruction algorithms are based on

Monte Carlo simulations, which are presented in Ch. 5. In Ch. 6, we establish the

criteria under which we select our sample of electrons and positrons candidates,

Ne−,e+ , and their associated selection efficiencies. As Eq. 4.1 spells out, ε and

G are energy-dependent, due to the presence of the magnetic field, and multiple

scattering of particles through the pressure vessel and instrument.

In any experiment, the measured energy distribution differs from that of the cor-

responding true one, due to the inherent distortions associated with detector’s

effects and the performance of the reconstruction algorithm. The task at hand is

then to unfold the observed distribution so as to extract the true one, once the

response of the instrument has been estimated. Ch. 7 describes in detail the un-

folding procedure based on Bayes’s theorem used to recover the true distribution

of particles, and present results from this method.

Once these steps are completed, we obtain a flux of electrons and positrons at

the top of the payload. However, in addition to the hadronic background present

in the upper atmosphere, there exists a non-negligible contribution of secondary

electrons and positrons resulting from the the interaction of primary cosmic rays

with the nuclei present at ∼ 2 g cm−2. Since we wish to retrieve the primary flux

of cosmic electrons and positrons, we must estimate the background contribution

flux to subtract from our data set. This is done by implementing a MC simulation

of the atmosphere and propagating a distribution of Galactic cosmic ray protons,

alphas, electrons and positrons, and retrieving the flux of secondary electrons and

76



positrons at different float altitudes (commonly known as a growth curve). This

work is presented in Ch. 7. The spectra of cosmic ray electrons and positrons,

as well as the positron fraction, obtained from the first flight of the AESOP-Lite

payload are presented in Ch. 8.
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Chapter 5

Monte Carlo simulation of the

detector

Ideally, the energy-dependent response of our instrument would be studied

in an accelerator run, with several beams of electrons and positrons within the

target energy range, in addition to a full Monte Carlo (MC) simulation of the

detector in dedicated software for multi-particle transport. For lack of any such

accelerator study opportunity (beam of electrons at such low energy are not very

common either), the study of the AESOP-Lite instrument relies chiefly on the

latter option.

All MC studies of the AESOP-Lite instrument1 presented are generated with

the FLUKA software [41, 26], a general purpose tool for calculations of charged

particle transport and interactions with matter, making use of several user-defined

routines written in FORTRAN77.

Simulations of electrons and positrons (10-1500 MeV), protons (100 MeV-20

GeV), muons(100-10 GeV) were completed. With their help, we estimate energy

deposit in scintillator counters, particles’s trajectories, distributions of tracker hits,
1Also, those of atmospheric shower code.
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considering the effects of scattering and shower production. The tool of numerical

simulations is also used to calculate the geometry factor of the instrument: its

acceptance to a uniform flux of particles.

The geometry and magnetic field inputs to the FLUKA code are described in

Sec. 5.1, calculation of the geometry factor is described in Sec. 5.2. The detailed

explanation of the track reconstruction routines and their performances are given

in Sec. 5.3.

5.1 Description of the FLUKA input

5.1.1 Instrument geometry

Figure 5.1: (Left): cross-sectional view of the AESOP-Lite model as displayed
in the FLUKA specific graphic interface Flair.
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Figure 5.2: Top-down view (XY cross-section) of the AESOP-Lite magnetic
field, from the map. One out of every 50 point is shown here. Inside the magnet,
the field lines point to the +x-direction.

Simulations of electrons and positrons, protons, muons, and alpha particles

were completed. For all energies, 50 statistically independent cycles of 105 seed

particles each were generated. Particles were propagated in steps of 100 microns

through the various materials of the instrument defined by the user in the“.geo”

file. The point of origin (0,0,0) of the simulation reference frame is the center of

scintillator T3. The shell is comprised of two layers: the first one is an 6061 alu-

minium alloy material of density ρAL6061 = 2.7 g cm−3 and 0.2032 cm of thickness

t. The second layer is an isofoam compound, (t=2.5 cm) made of H,C,N,O of

known density 4.14× 10−2 g cm−3. The scintillators are described by a polyvinyl

material. It was not possible to simulate the Cherenkov radiation in T2, but the

pressurized C3F8 gas was included, setting the absolute pressure to 1.803 atm,
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and density

ρ = 14.48 kg m−3,

for an ideal C3F8 gas at 20 ◦C. The energy deposit distributions of simulated

80 MeV electrons in the scintillators and Cherenkov gas detector are presented

in Fig. 5.3. We set a mock threshold to a third of the Landau peak value, to

imitate the discriminator in the PHA triggers on the instrument. The collected

MC “signal” is recorded in MeV, whereas the instrument data stream gives us

a value in ADC counts. The calibration and comparison of the MC energy loss

distributions in T1, T3 and T4 and flight data become important for selection

efficiency studies of cuts made on PHA values (see 6.2.2). Results for T2 and

the guard are here shown, although they are not used as a direct comparison to

the data. However, simulations serve as indicators of the boundary crossings on

a particle’s path.

The tracking layers are described as 400 micron thick slabs of silicon. The

magnet walls are made of iron, and nitrogen fills the in-between spaces. The

manufacturer provided us with a magnetic field map of Hall probe measurements

(Bx, By, Bz) in 5 mm steps from the center of the magnet to ±20 cm in x, y, z.

We used and modified the FLUKA “magfld.f” routine to construct a histogram

from the field map, shifting the z−axis by 10.63 cm, such that the center of the

magnet aligns with measurements made on the instrument. The field map is

plotted in Fig. 5.2, displaying the top-down view along the z-axis of the magnet

(as would an incoming particle “see” it). Inside the magnet walls, in the heart of

the spectrometer, the field points in the +x-direction, with an average magnitude

of ∼ 3000 G (1 T = 104 G).

The AESOP-Lite data processing and analysis software was developed in the

C++/ROOT [25] framework. The software can process MC and real instrument
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Figure 5.3: The energy deposit in MeV for a 80 MeV electron generated with
the MC simulation.

data using unified classes. The instrument DAQ software, called “MIPFLIT’

outputs a byte-formatted “.BPD” text file. The simulation outputs a differently

formatted text file. The analysis software processes both outputs to fill a ROOT

event class, dubbed “ALEvent”, with a subclass “ALTckhit”, containing the spe-

cific properties of each tracker hit. All results are contained in the final output of

the ALEvent ROOT “trees”.

5.1.2 Source beam

An important part of putting in place a Monte Carlo simulation is the defini-

tion of a source beam. If one were not limited by computing power, storage space,

and the finiteness of time in general, the most straightforward source would be

be a half-hemisphere with a 2π angular domain, which would cover the entire top

of the instrument. Of course, the vast majority of the events generated would

never reach the entry telescope: clearly, this method would be inadequate and

unnecessarily costly. The best option left for us is to launch particles from a disk
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a certain distance above the shell, and find an optimal radius and angular domain,

such that it would cover the full acceptance of the instrument, and insure that a

maximum fraction of the particles simulated reach T1-T3. In order to correctly

determine the geometry factor, one needs to sample a uniform distribution in

radius R, zenith angle θ et azimuthal angle φ such that:

• R2 between 0 and R2
max,

• cos2(θ) between 0 and θmax,

• azimuthal angle φ between 0 and 360◦

We search the optimal values Rmax and θmax, for a beam placed at z = 65 cm

from scintillator T3. We ran several simulations at a few energies at high and low

momenta, varying the radius of the source, while the zenith angle of the particle

was liberally unconstrained such that 0 < θmax < 90◦ (all downward particles). We

study the variation of the geometry acceptance as a function of a source radius,

in order to find a value at which the portion of particles reaching the detector is

independent of R. The plateau was found to be reached at R = 30 cm, at all

energies, and we choose R = 35 cm.

In the same spirit of saving computation time, we restrict the solid angle of the

source beam by studying the angular dependence of the geometry factor: Fig. 5.4

shows that most the particles that pass the T1-T3 selection have a zenith angle

θ < θmax=40◦ (the rest of them simply don’t reach). We restrict the source to

that value.

83



0 10 20 30 40 50 60 70 80 90
Zenith angle at the source (in degrees)

0

10

20

30

40

50

60

70

#
e

n
tr

ie
s

35cmSourceYesB90Deg20MeV, T1 T3ZenDist

Entries  2790
Mean    18.23
Std Dev      8.88

Figure 5.4: Zenith angle θ at the source for particles that have passed the
selection T1-T3, for a source of radius R=35cm

5.1.3 Tracker system

The detectors are represented as 400 micron thick layers of silicon, 9 cm wide.

In the real system, each tracker is discretized in 768 separate channels, all con-

nected to 12 chips. We replicate this in the MC in the post-simulation event

builder program by including a discretization algorithm assigning tracker strips

to a hit depending on its position. If a particle crosses a layer at a position cor-

responding to the space between two strips, the hit will be assigned to both of

them, as the charge would be deposited in both channels in real life. The MC

simulation does not take into account the energy deposit in the strip to determine

a pulse height amplitude threshold: if the particle crosses the strip, then a hit will

be recorded.

What’s more, we included some minor tracker malfunctions which were ob-

served in-flight in the simulated data:

• 2 dead channels
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• 2 noisy channels

• Malfunctioning chip in Layer 6, which would periodically set the strip num-

ber to 0 (see Fig. 5.5)

Figure 5.5: The behavior of chip 8 in layer 6 during the flight (top), and in the
MC (bottom). Periodically, the chip would set the hit strip address 0, causing a
partial loss of information and effective area

We establish a definition of what constitutes a hit: only a maximum of 3

consecutive hot strips can be “hot”. This removes any parallel incoming particle,

shower within the detector, or possible burst of noise of channels that displayed

high noise levels during the flight. We also assign a different uncertainty σhit to

the hit depending on the number of strips that were touched:
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• 1 strip, σhit = p√
12

• 2 strips, σhit = p√
2× 12

• 3 strips, σhit = 2× p√
12

5.2 Geometry factor

A detector effective size or acceptance G is called a geometry factor, which

represents the product of the area of the instrument as seen by an incoming particle

times the solid angle from which an incident flux can reach the instrument.

In a purely geometric formulation, G is measured in cm2sr and can be calcu-

lated [96]:

G =
∫

Ω
A(ω)dω (5.1)

where dω is the element of solid angle and Ω its domain. A(ω) is the instrument

directional response function, defined as

A(ω) =
∫
S
r̂ · d~σ (5.2)

where r̂ is the unit vector in the direction ω, r̂ · d~σ is the effective element of the

surface, and S the total area of the last telescope detector (see Fig. 5.6). For a

single, one-sided planar detector with area A, the geometry factor is

G = πA (5.3)

Gsource = A
∫ 2π

φ=0

∫ 0

θmax

cosθdcosθdφ = π(πR2
source)

[
cos2θ

]0

θmax
, (5.4)

with Gsource the angular acceptance of the source beam defined in Sec. 5.1.2.
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Figure 5.6: An ideal cylindrically symmetric telescope with two circular detec-
tors. Taken from [96].

A thorough evaluation of the geometry factor of the AESOP-Lite must include

the full simulation of the detector, to take into account energy loss effects, multiple

Coulomb scattering and production of secondary particles, in addition to the

effects of the magnet spectrometer. The geometry factor G of the detector is

found by counting the fraction of events that have passed a given set of selections,

such that

G = nsel
ntot

Gsource (5.5)

with Gsource calculated using Eq. 5.4. We calculate the geometry factors according

to Eq. 5.5 for a set of different possible selections, from the requirement to pass

the entry telescope (T1 & T3), to crossing the whole spectrometer. As expected,

the inclusion of the magnetic field introduces a great energy dependence to the

results (see Fig.5.7). The geometry acceptance is ∼ 18 cm2sr for T1&T3, and

drops to ∼ 11 cm2sr for T1 & T3 & all layers at 300 MeV, and ∼ 21.86 cm2sr for

T1&T3, and ∼ 1.06 cm2sr for T1 & T3 & all layers at 20 MeV. The electron and

positron simulations yielded comparable results, within statistical uncertainties.

We can think of the total efficiency of an instrument – the apparatus’s response

87



0 100 200 300 400 500
Energy (MeV)

0

2

4

6

8

10

12

14

16

18

20

22

 s
r)

2
G

e
o
m

e
tr

y
 f
a
c
to

r 
(c

m

T1 T3
T1 T3 L0
T1 T3 toL1

T1 T3 toL2
T1 T3 toL3
T1 T3 toL4

T1 T3 toL5
T1 T3 toL6
T1 T3 toL6 T4

Figure 5.7: AESOP-Lite geometry factor shown for electrons from 10 to 500
MeV.

to an incoming flux of electrons and positrons – as the combination of two things:

1. the geometry factor, which describes the geometrical constraints of the

AESOP-Lite instrument, such as the aperture of the entry telescope or the

presence of a magnetic field

2. the detection efficiency, as the fraction of incident particles, satisfying

the geometrical factor requirements, which are detected and fulfill the whole

set of selection criteria.

Thus, we make it clear that we will normalize the efficiency we calculate in Ch

7 to the geometry factor selection we choose, so as to not count an efficiency

twice. For this work, we have chosen T1-T2-T3 (the orange top curve) as the

quoted geometry factor of the instrument. The subsequent efficiency on the tracker
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selection will have the equivalent energy-dependence effect displayed in the bottom

purple curve.

5.3 Track reconstruction

The tracking system records 7 position measurements along the trajectory of a

particle traversing the volume of the magnetic field. The momentum of the particle

is then derived from the parametrization of its trajectory. The impact points

atop and below the spectrometers can also be evaluated. The general exercise of

calculating momenta from the motion of a charged particle in a magnetic field is

called "track reconstruction". There are mainly 3 steps in this process:

• Track finding, or "pattern recognition", the task of assigning position mea-

surements (hits from the trackers) to a track candidate,

• Track fitting, the determination of parameters and covariance matrix of the

particle’s track along the previously chosen position points,

• Testing of the track hypothesis, by checking the fit quality with hit residuals

and study of the χ2

In a magnetic field B, the motion of a charged particle is determined by the

Lorentz force:

dp

dt
= ev ×B, (5.6)

d2r

ds2 = e

p

dr

ds
×B, (5.7)

given as a function of the path length s, the position vector r, charge e and

momentum p. In the case of a homogeneous magnetic field, this equation describes

a helix, which, projected in two dimensions, is the association of:
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1. a line in the non-bending plane (in our coordinate system, xz-plane, parallel

to the B-field, pointing in the +x̂-direction) 2, and

2. a circle in the bending plane, (in our coordinate system, yz-plane), which

is perpendicular to the direction of the B-field. For not too-low momenta,

we make a linear approximation to the circle equation, which leads to a

parabolic estimation of the curved trajectory.

However, in the case of an inhomogeneous magnetic field, B(s) varies along

the track, and one has to solve a differential equation or numerically integrate the

extrapolation of track segments over short distances. This can be done with a

Runge-Kutta procedure using the magnetic field map given by the magnet man-

ufacturer.

The resolution σpT

pT
of the transverse momentum is limited by a certain number

of factors, each of which dominates in a different momentum regime. According

to [53], for N equidistant measurement layers:

σpT

pT
= σxpT

0.3BL2

√
720
N + 4 , (5.8)

with σx the spatial resolution of the SSD tracker, and L the lever arm of the

spectrometer. That is to say, that the resolution of the momentum degrades

proportionally to the momentum itself, and is inversely proportional to B and L2.

However, we must also bear in mind that during its passage through the detector

material, a particle suffers innumerable elastic scatterings in the Coulomb field

of the nuclei in the detector material, which alter its trajectory stochastically.

This Multiple Coulomb Scattering (MCS) adds a contribution to the limit of the
2This is only approximately true if the turn angle φ of a helix is small.
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momentum resolution:

σpT

pT
|MCS = 0.2

βB
√
LX0 sin θ

, (5.9)

with β the relativistic velocity, X0 the radiation length of material, and θ the

scattering angle, as shown in the diagram 5.8. The effects of MCS grows as
1
p
, hence, they impact low momentum events more. Scattering is a cumulative

process, and introduces correlations amongst consecutive measurements in the

same plane.

Figure 5.8: Diagram of the effect of multiple scattering on a particle traversing a
material of thickness X. The original trajectory is deviated by an angle θ. Taken
from [89].

One way to take into consideration the effects of MCS is with the Kalman

filter technique [43], which adds the multiple scattering as random process noise

at the very position in the trajectory where it originates. The tracker system was

also designed to mitigate the effects of MCS, by stacking 3 consecutive layers on

the bending plane, this way limiting the path length through the material.

We first present the pattern recognition track finding and track fitting routine,

which selects hits belonging to a single track, and fits and proceeds by fitting a

line and a parabola in both projections. The Runge-Kutta procedure developed

for the track reconstruction of events in the AESOP-Lite spectrometer is later

91



described. The performance and momentum resolution of both algorithms are

tested with MC simulations.

5.3.1 Pattern recognition

Once an event has successfully passed the selection criteria of the online trigger

coincidence (for instance T1–T2–T3), it is first processed with a pattern recogni-

tion (PR) routine which selects hits that belong to a same track. It does so using

a global method:

1. in the non-bending view, the algorithm fits all possible lines between the top-

most and bottom-most layers who have one or multiple hits, associates the

closest hit in each intermediate layer, and chooses the track that minimizes

the χ2

2. similarly in the bending view, a parabola is fit to all possible configurations

of hits in the four layers of the plane and the best fit is chosen

Each hit point is assigned a measurement error depending on the number of

strips in the cluster, as described in Sec. 5.1.3. To perform the fit, the routine

needs at least two layers hit in the non-bending plane, and 3 layers in the bending.

The transverse momentum pT is related to the radius of curvature R and the

strength of the magnetic field B:

pT = eBR = 0.3BR, (5.10)

with B in T , R in m, and elemental charge e =
√

4πα
√
~c ∼ 0.3 in Lorentz-

Heaviside units. The momentum is in units of GeV. The total momentum of a
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Figure 5.9: Left: the line fit done in the xz-plane. The dip angle θNB is derived
from the parameter p1 of the degree 1 polynomial fit. Right: View of the arc in
the yz-plane. The sagitta is shown in the center of the arc, along with the radius
of curvature R.

particle in then:

ptot = pT
cos θNB

, (5.11)

with θNB the dip angle given by the line fit in the non-bending plane, and shown

in the left diagram of Fig. 5.9. In the bending yz-plane, a parabola is fit:

y = az2 + bz + c, (5.12)

y′ = 2az + b, (5.13)

y′′ = 2a (5.14)

with y′ and y′′ the first and second derivative of the parabolic function. The

parametric equation of the signed curvature κ is then obtained such that:

κ = y′′

(1 + y′2) 2
3
, (5.15)

κ = 2a
[1 + (2az + b)2]

2
3
, (5.16)

We evaluate the mean curvature of all layers in the bending plane which have
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a hit, such that the mean curvature and mean radius are:

κmean = κL1 + κL2 + κL3 + κL5

4 , (5.17)

R = 1/κmean (5.18)

The deflection (signed), in radians, θB (shown in the right-hand side of Fig

.5.9) is found by evaluating:

θB = arctan(y′(zL5))− arctan(y′(zL1)) (5.19)

In the non-bending plane, a simple polynomial of degree 1 is fitted the xz-plane:

x = p0 + p1z, (5.20)

The dip angle is found by calculating:

θNB = arctan(p1) (5.21)

Combining the results from (5.18) and (5.21) into Eq. 5.11, assuming B = 0.3

T yields the value of the total momentum p0PR, which is signed. For an electron,

this value will be negative, and vice versa for positrons. The total energy is

mass-dependent and given by:

E =
√
p2

0PR +m2 (5.22)

Two examples of “good” and “bad” fits using this metod are shown in Fig.

5.10.

However, this pattern recognition routine that we have just described makes

the simplifying assumption of having a uniform magnetic field. We know from the
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Figure 5.10: Anatomy of “bad” (top) and “good” (bottom) events. The first
event is heavily scattered, and the high χ2 value serves as a flag for weeding out
such poorly reconstructed tracks.
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magnetic field map provided (from 5 mm spaced measurements with a Hall probe),

that the AESOP-Lite magnetic field is highly non-uniform over the full tracking

volume, so a simple helix cannot be expected to fit well to the measurements.

Although the pattern-recognition program has shown that reasonable fits are

obtained with parabolas in the bending view and straight lines in the orthogonal

view, the parabola parameters do not necessarily translate directly into measure-

ments of momentum. Numerical integration, for example with a simple non-

adaptive fourth-order Runge-Kutta method, can follow a charge-particle’s chang-

ing momentum through an arbitrarily changing field, as long as multiple scattering

in the silicon can be neglected.

5.3.2 Runge-Kutta fitting

Unfortunately, lacking an analytic expression for the trajectory, the Runge-

Kutta algorithm cannot be used within a typical non-linear fitting program. Nev-

ertheless, it can be used in simple fitting methods that do not rely on calcula-

tions of gradients. We have made use of the Nelder-Mead minimization method

[79] to make a direct search for the track parameters that produce a numerically-

integrated trajectory passing closest to the tracking-detector hits. The code starts

with an initial momentum at a point above the top silicon layer, as obtained from

the pattern-recognition fit. It then uses fourth-order Runge-Kutta integration

to propagate the trajectory in 5 mm steps through the AESOP-Lite magnetic-

field map. At each silicon layer it calculates the distance from the reconstructed

hit to the trajectory. The sum of squares of those distances form a χ2 value

for the Nelder-Mead algorithm. That algorithm makes steps around the initial

momentum and position to see how the χ2 changes, which necessitates redoing

the numerical integration with each step. The Nelder-Mead heuristic algorithm
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thus searches for parameters that minimize the χ2. Convergence to even a lo-

cal minimum is not guaranteed, but it generally works well as long as the initial

momentum and position are not far from the optimum.

Once the approximate minimum has been found, the code attempts to calcu-

late a Hessian matrix by simple numerical second-order differentiation about the

minimum. Assuming that a true minimum has been found and that the numerical

derivatives give reasonable approximations, then a covariance matrix for the track

parameters can be calculated from the Hessian matrix. This fitting method does

not always converge to a reasonable result, unlike the linear pattern-recognition

fit, which always gives something usable. But when it does work, the Runge-

Kutta method yields a value for the track momentum that should not require any

further calibration or "fudges."

A limitation of this method, of course, is that it does not account for multiple

scattering in the silicon. In principle a Kalman-Filter fit based on piece-wise

helical tracks, to accommodate the non-uniform field, can optimally account for

the multiple scattering, but the small number of measurements in each view of

the AESOP-Lite tracking detector makes it difficult to achieve successful fits.

5.3.3 Reconstruction performance

The performance of both reconstruction algorithms was evaluated for all par-

ticles, at several discrete energies in the relevant band.

The distribution of the reconstructed inverse momentum—and not the mo-

mentum itself—follows a normal distribution. For a set of selected events, for

each simulated energy and bin in zenith angle, θ, the 1/preco distribution is fit to

a Gaussian function. The reconstruction probability density function (PDF) also

contains the information about the particle’s energy loss, as it will have traversed
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the pressure vessel wall, the scintillators T1 and T3, as well as the C3F8 Cherenkov

gas prior to reaching the spectrometer. The resolution, bias, and efficiency of the

reconstruction are thus parametrized for 16 energies for electrons and positrons.

The parameters of the fits can be then individually and linearly interpolated to

extend the knowledge to the entire energy range of the instrument.

The comparison of both algorithms confirms the higher accuracy of the Runge-

Kutta algorithm in predicting the parameters of the particle’s trajectory. Fig. 5.11

shows that for low momenta, the mean of the gaussian distribution is systemati-

cally closer to the true value at L0. The bottom panels of Fig. 5.14 present the

mean µreco and 1 σreco standard deviation of the PDF fits for both electrons and

positrons Preco as a function of the truth momentum Ptruth. We can see that the

RK points (in orange) are closer to the y = x−4 line, as, on average, a particle will

lose 4 MeV prior to entering the spectrometer at L0. The resolution σreco/preco is

smaller for the PR at higher energies. The width of the flight energy bins is chosen

such that they are greater than the resolution of the reconstruction. Table 5.1

and 5.2 compiles the fit parameters of the gaussian probability density functions

for the PR and RK algorithms, respectively.

The pull of the reconstructed y-coordinate L4 (Fig. 5.13) is another such

example of the systematic higher accuracy of the RK to the PR, with a better

estimation of the track in the bending view than the simple parabola gives, as

the RK pull ytruthMC
− yreco is centered around 0 in Fig. 5.13. Fig. 5.12 provides

another means of visualization, as the trajectory of the RK parameter fit moves

closer to the "true" MC points, than the PR ones (in circles).

In the analysis, the RK algorithm was chosen as the final momentum de-

termination method. The flight data is reconstructed indiscriminately at first,

but particle selection criteria must be applied to properly identify electrons and
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Energy (in MeV) µreco (MeV/c)−1 σreco Reconstruction resolution (in %) χ2/ndf
20 -5.55e-02 ± 1.87e-04 4.79e-03 ± 1.85e-04 8.63 0.95
30 -3.75e-02 ± 7.06e-05 4.01e-03 ± 6.69e-05 10.72 1.23
40 -2.78e-02 ± 4.79e-05 3.19e-03 ± 4.56e-05 11.48 1.34
50 -2.20e-02 ± 3.51e-05 2.50e-03 ± 3.28e-05 11.37 1.06
60 -1.81e-02 ± 2.96e-05 2.12e-03 ± 2.82e-05 11.68 2.50
70 -1.54e-02 ± 2.41e-05 1.78e-03 ± 2.31e-05 11.59 1.76
80 -1.33e-02 ± 2.06e-05 1.54e-03 ± 2.02e-05 11.55 1.92
90 -1.17e-02 ± 1.84e-05 1.39e-03 ± 1.78e-05 11.81 1.30
100 -1.06e-02 ± 1.60e-05 1.21e-03 ± 1.52e-05 11.49 1.62
150 -6.83e-03 ± 1.07e-05 8.16e-04 ± 1.01e-05 11.95 1.25
200 -4.99e-03 ± 7.72e-06 5.94e-04 ± 7.27e-06 11.89 1.78
300 -3.26e-03 ± 5.42e-06 4.19e-04 ± 5.24e-06 12.87 1.35
400 -2.43e-03 ± 4.36e-06 3.39e-04 ± 4.16e-06 13.94 1.37
500 -1.94e-03 ± 3.73e-06 2.87e-04 ± 3.63e-06 14.85 1.53
700 -1.39e-03 ± 3.19e-06 2.46e-04 ± 3.14e-06 17.72 1.70
1000 -9.75e-04 ± 2.74e-06 2.10e-04 ± 2.64e-06 21.51 2.02

Table 5.1: Pattern Recognition, fit results for selected events

Energy (in MeV) µreco (MeV/c)−1 σreco Reconstruction resolution (in %) χ2/ndf
20 -6.35e-02 ± 2.50e-04 6.55e-03 ± 2.29e-04 10.31 0.82
30 -3.99e-02 ± 7.93e-05 4.48e-03 ± 7.61e-05 11.22 0.99
40 -2.87e-02 ± 4.90e-05 3.24e-03 ± 4.63e-05 11.27 1.36
50 -2.24e-02 ± 3.48e-05 2.47e-03 ± 3.37e-05 11.02 1.45
60 -1.83e-02 ± 2.91e-05 2.09e-03 ± 2.76e-05 11.46 1.69
70 -1.54e-02 ± 2.27e-05 1.68e-03 ± 2.22e-05 10.90 1.98
80 -1.33e-02 ± 1.98e-05 1.46e-03 ± 1.86e-05 10.98 2.46
90 -1.17e-02 ± 1.80e-05 1.35e-03 ± 1.77e-05 11.54 1.81
100 -1.05e-02 ± 1.54e-05 1.17e-03 ± 1.48e-05 11.15 1.59
150 -6.78e-03 ± 1.06e-05 8.03e-04 ± 1.03e-05 11.85 2.02
200 -4.96e-03 ± 7.72e-06 5.97e-04 ± 7.34e-06 12.03 2.38
300 -3.29e-03 ± 5.87e-06 4.58e-04 ± 5.61e-06 13.91 1.32
400 -2.54e-03 ± 5.24e-06 4.09e-04 ± 5.13e-06 16.12 1.69
500 -2.08e-03 ± 4.69e-06 3.62e-04 ± 4.53e-06 17.39 1.34
700 -1.53e-03 ± 4.16e-06 3.24e-04 ± 4.05e-06 21.12 1.35
1000 -1.08e-03 ± 3.59e-06 2.78e-04 ± 3.45e-06 25.67 1.08

Table 5.2: Runge-Kutta, fit results for selected events
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Figure 5.11: Distribution of the inverse reconstructed momentum and the Gaus-
sian fits for 20 MeV electrons with incidence 0.9 < cos θ0 < 1). The PR recon-
struction is in red, RK in blue. The true MC value of the inverse momentum at
L0 is shown in black.

positrons in the data sample.
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Figure 5.12: 3D view of the helical trajectory of a MC event, as reconstructed
by the pattern recognition and Runge-Kutta fitter. Open circles indicated the
“true” (MC) positions in the non-bending, filled circles the “true” points in the
bending plane, and crosses are the position interpolated from the PR fit. The
solid line traced the reconstructed trajectory from the RK fit parameters. Signed
momenta are given in GeV/c.
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Figure 5.13: Pull distributions (ytruthMC
− yreco) for tracking layer L4 generated

from Monte Carlo simulations.
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Figure 5.14: Resolution σreco/preco of the PR and RK algorithms for electrons
(top left) and positrons (top right). The distributions of preco vs ptruth are shown
in the bottom panel. Deviation from the y = x diagonal is explained by the energy
loss of a particle from the top of the payload to the first tracking layer L0.
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Chapter 6

Particle identification and event

selection

During the 2018 flight, the AESOP-Lite instrument recorded 136 hours of

data, from launch to balloon termination. However, not every particle passing

the trigger requirement is an electron or a positron. Protons constitute the main

background, along with alphas. During the ascent, atmospheric muons are also

present. Robust selection criteria must be established to successfully filter un-

wanted particles from the final data sample.

Each selection that we apply inevitably incurs a loss of efficiency in the detec-

tion of electrons and positrons, cutting out some of the desired signal in the process

of removing background particles. The efficiency of each selection, in addition to

that of the instrument’s trigger, needs to be estimated to correctly extract the flux

of particles. To do so, we make use of flight data, ground runs and Monte Carlo

simulations of the instrument. There are several ways to estimate the efficiency of

each selection and one must be careful in taking into account possible correlation

between each detector’s sub-system, which would introduce systematic errors in

the calculation. Fig. ?? is a summary flowchart of the sequential particle selection
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and the determination of each efficiency using MC and flight data, concurrently

at times. This chapter expands on the topic.

6.1 Particle identification

To obtain a sample of electrons and positrons, we must make multiple selec-

tions on the raw data set. Cuts on the signals in T2 and T3 are necessary to

remove low-energy protons and Z > 1 particles. The guard is set in anticoinci-

dence to remove particles that begin to shower above the spectrometer. Limits

on the fiducial volume of the tracking system, as well as the number of hits pro-

duced, are necessary to filter out showers within the instrument and events that

have produced energetic δ-rays. Finally, a requirement that a particle has fired

T4, the bottom-most scintillator and a selection on the χ2 of the reconstruction

are added.

6.1.1 Selection on T2

The main purpose of the Cherenkov detector T2 is to discriminate against

the high background of protons present in the cosmic ray signal. As has been

established in Sec. 3.2.2, the Lorentz threshold γ is set to a value γ = 15.7, such

that protons with kinetic energy below 13.8 GeV and muons below 1.5 GeV should

not trigger the detector. However, there remains in the sample a background

of low-energy scintillating protons and alphas, with energies below that of light

production, that nevertheless produce a light signal that appears in the first 3

photo-electron (PE) peaks 1. Fig. 6.1 shows the distribution in flight of the T2

signal. The first 3 PE peaks are visible and dominant: they correspond to that
1This could have been avoided by setting the DAQ discriminator logic threshold of the PHA

analyzer to a higher value.
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Figure 6.1: Flowchart of the analysis method used in AESOP-Lite, involving
both MC and flight data.
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population of scintillating protons. This is even more striking in Fig. 6.2, which

shows the T2 signal for all tracks with reconstructed momentum between 20 and

1000 MeV/c. Below the cut at 160, in the contaminated sample, we observe that

the positive charges (in red) are about an order of magnitude higher than the

negative charges (blue), confirming our suspicions that the protons are indeed the

origins of the signal.

Figure 6.2: PHA distribution of the T2 Cherenkov detector during the 2018
flight. The vertical line shows the lower-limit cut.

We choose to remove all events with a signal in T2 < 160. That value was

chosen by studying the distribution of the PE peaks in the PHA signal, and

more tellingly, by directly comparing the event rates of the AESOP-Lite 2018

flight with those of the LEE instrument during the 2009 campaign (here on now

referred to as "LEE09"). The PHA analyzers and DAQ system were the same in

both instruments. We juxtapose their growth curves, the distributions of count

rate as a function of altitude (in this case, atmospheric pressure), for different cut

values on T2, as presented in Fig. 6.3. No cuts on T2 were made on the LEE09

signal. We observe, on the left panel, that the rate of particles is higher at float

altitudes (at low pressure, on the left-hand side of the x-axis) when the selection

107



Figure 6.3: Signal in T2 for all reconstructed tracks with a momentum between
20 and 1000 MeV/c. The purple vertical line is the offline lower threshold applied
to the T2 signal .

is done with T2 > 100, just above the first PE peak. However, the rates were

found to match quite nicely with a cut above the third PE peak, at T2 > 160, as

seen on the right panel of Fig. 6.3.

For protons and muons with energies high enough to trigger the Cherenkov

detector and that will remain in the sample after the selection on T2, their recon-

structed momenta are well above the maximum detectable rigidity of the spec-

trometer, so that a cut on the reconstructed momentum should eliminates them

from the signal. The proton contamination in the sample is studied in a following

section.

6.1.2 Selection on T3

The energy deposit in a scintillator grows proportionally to Z2. Alpha particles

are present in the upper atmosphere, as they constitute ∼ 10% of all cosmic rays.

We apply a cut on scintillator T3 to eliminate higher Z particles from our final

sample. Fig. 6.4 shows the PHA signal of scintillator T3 during flight (in black):
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Figure 6.4: Growth curves of AESOP-Lite 2018 flight and the LEE09 flights for
different selection on the T2 signal. On the left panel, events with T2 > 100, and
on the right panel, events with T2 > 160.

the distribution of Z=1 particles peaks at ∼ 80 ADC counts, whereas a fainter

one is seen at about four times that value, around ∼ 325 ADC counts.

To emphasize the separate distributions of electrons and alphas shown in Fig.

6.4, two sets of selections are done: to bolster the alpha signal, we look for events

with a high PHA value in scintillators T1 and T4 (red dotted spectrum). For

the electrons, a more severe restriction on the number of hits in the trackers is

applied (9 hits max.), in order to confidently select them. While the Bethe-Bloch

formula describes the average energy loss of a charged particle through matter,

the Landau distribution models the ionization loss of a charged particle passing

through a thin layer of material. For our case however, we found that the PHA

signals were best described by a Landau-Gaussian convolution, with 4 parameters:

the amplitude of the Gaussian function A, the width of the Gaussian σ, the Most

Probable Value (MPV) of the Laundau distribution, and η its scale.

The blue line is the fit to electron signal, while the alpha’s appears in red. The

values of each fit’s parameters are used to initialize a global fit of the total T3
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Figure 6.5: PHA distribution of the scintillator T3 during the 2018 flight. The
vertical line shows the upper-limit cut. Values are given for a Landau-Gaussian
convoluted function. The red dotted line shows an alpha-enhanced spectrum.

distribution to a sum of two Landau-Gaussian functions, shown in the solid black

line.

To select electrons and positrons, we demand that T3 < 200.

6.1.3 Tracker and reconstruction selection

We impose a set of conditions on the fitted track to obtain a reliable recon-

struction:

• We restrict the allowed range of hit positions in the first three tracking

layers to eliminate events that have scattered near or in the magnet walls,

or produced electromagnetic showers in the upper-half of the spectrometer.

All dimensions are given as measured from the center of the layer:

– In L0: | x | < 4.0 cm

– In L1: | y | < 6.0 cm
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– In L2: | y | < 6.25 cm

• At least 6 (of 7) tracking layers must have a hit, with a maximum of 9 hits.

We demand that all 4 layers in the bending view record a hit, and that at

least 2 (of 3) layers in the non-bending view do so. This condition eliminates

multi-track and δ -rays events.

In addition to the tracking requirements listed above we ask that the Runge-

Kutta χ2 < 104. This value is inferred by visual inspections of MC events that

have passed all the preceding selections: events above that limit display a high

amount of scattering in either the non-bending or bending plane. The reason

for such a high χ2 value is in part explained by the fact the Multiple Coulomb

Scattering (MCS) effects are not accounted for in in the χ2. Fig. 6.5 shows the

χ2 distribution of events having passed the selection criteria, as a function of the

bias ∆P = Ptruth − Preco

Ptruth
for events with ∆P < 30%, from which choose we χ2 <

104, a value that reduces the efficiency of the final electron sample by ∼ 2% (Fig.

6.5).

Finally, the measured track must extrapolate to the T4 active area be consid-

ered an electron or positron candidate.

To summarize, we select electrons and positrons in the flight sample by requir-

ing:

• T2 > 160

• T3 < 200

• No Guard

• Hits be within the limited geometry of the first 3 layers

• 6 or 7 tracking layers with a recorded hit, with a maximum of 9 hits in total
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Figure 6.6: χ2 distribution of events having passed the selection criteria, as a
function of the bias ∆P = Ptruth − Preco

Ptruth
for events with ∆P < 30%

• χ2 < 10000

• Signal in T4

6.1.4 Sample contamination

The contamination of the electron and positron sample from protons and al-

phas has been studied using MC simulations. The expected spectra of protons for

each average atmospheric depth in flight has been calculated using an atmospheric

simulation, presented in Sec. 7.2.1. A second simulation of protons injected into

the AESOP-Lite instrument is then weighed by the expected spectra previously

obtained: this gives an estimate of the proton flux expected in-flight. The selection

criteria are applied to the MC sample, and the surviving population compared to

the measured electrons and positrons in flight. The contamination was found to
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be negligible, in the order of ∼ 10−4.

6.2 Detection efficiencies

As a general comment, we note that the most accurate way to determine the

response and efficiency of a detector to a flux of particles is to test the instrument

with a beam in an accelerator, to validate and tune Monte Carlo simulation results.

This was done with the LEE instrument some decades ago [59], another reason

why we benchmark our measurements against those of LEE electronics. The

second option is to use Monte Carlo simulations of several particle types over a

wide energy range to study the instrument’s response. A the third possibility is

using flight data, making use on the redundancy of detector systems. However,

this can give rise to a biased sample, if the detector being studied is the only one

that can select a certain type of particle.

The total detection efficiency of the final event sample ε is made of two com-

ponents: the trigger efficiency εtrigger and the particle selection efficiency εsel, such

that:

ε = εtriggerεsel (6.1)

6.2.1 Trigger efficiencies

The trigger efficiency is defined as εtrigger = εGOεtkrtrig, with εGO the efficiency

of the first-level trigger (T1-T2-T3 or T1-T2-T4), and εtkrtrig the tracking system

trigger efficiency.
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GO efficiency

We estimate the efficiency εGO of the first-level GO trigger, the coincidence of

the PHA signals of detectors T1-T2-T3. A GO has to be received for the tracking

system to retain an event that triggered internally. For lack of a redundant trigger

system, we make a dead-time measurement: the rate of the GO trigger in flight

is compared to the coincidence rate of the PMT signal, termed COIN in our

system. The COIN is incremented each time the coincidence condition (from the

PMT system) is satisfied. The GO is incremented each time the PHA system is

triggered to take a new set of pulse heights. The GO rate is typically over 99% of

the COIN rate indicating that there is less than 1% deadtime in the PHA system.

The number of PHA events typically exactly equals the GO count, indicating that

the data system in and of itself is not introducing any losses, with εGO=99%.

Tracker trigger efficiency

Another efficiency to contend with is that of the tracker trigger during the

flight. We attempt to quantify the failure of the tracking system to trigger when

a particle has fully penetrated the instrument. As explained in Sec. 3.4, the

tracker trigger consists of an OR of the non-bending (NB) plane trigger and the

bending (B) plane trigger. The NB trigger is an AND of all NB layers, that is L0,

L4 and L6, while the B trigger is an AND of 3 out of the 4 layers (L1, L2 and L3).

Thus, an event will be sent to the DAQ system if it either fires:

1. the non-bending plane only (Pattern 1)

2. the bending plane only (Pattern 2)

3. both planes (Pattern 3)
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Early on in the flight, it became apparent from mere inspection of the live event

viewer that the bending plane was failing to trigger, even though a particle was

fully traversing all the layers.

A method combining both MC and flight data was devised in order to estimate

the triggers efficiency εNB and εB. We divide MC events into bins of reconstructed

momentum, and consider those that have passed the B trigger and the reconstruc-

tion criteria. Of those events, we then count the fraction that pass the trigger

requirement of the NB view. The MC informs us on the efficiency expected from

a purely geometric viewpoint, as particles of different momenta will be deflected

to varying degree by the magnet. We then find that same fraction in each mo-

mentum bin in flight events by selecting events from the electron and positron

sample that set the trigger bit in the B view (Pattern 2 or 3) and have a good

reconstructed track: of this sample, we look at the fraction that set the NB view

trigger bit. The difference between the data and MC ratios is then a good esti-

mate of the tracker-data trigger inefficiency in the NB view. We can turn this

procedure around to measure the inefficiency of the B view trigger: for both MC

and data, we select events that set the trigger bit in the NB view (Pattern 1 or 3)

and have a good track reconstructed in that view, and look at the fraction that

triggered the B view.

Fig. 6.6 presents the comparison between MC, flight, and ground data triggers

in both views. The inefficiency of the B trigger is fully apparent in the right panel:

less than half of the events seem to have triggered. That number is about 80% in

the NB view. Such a behavior was not present during the ground testing of the

instrument before the launch, as exemplified by the significantly higher efficiency

of the orange markers. The prime suspects of this failure are the connectors cables,

which link each tracker board to the next and transmit the trigger signal. The
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Figure 6.7: Efficiency of the tracker trigger from MC, flight data, and ground
runs in the non-bending (left) and bending plane (right)

frequent handling of the instrument in the integrated gondola during compatibility

tests and scrapped launch attempts probably caused the loosening of the cable

connections.

To quantify this inefficiency, we fit the function:

ε = A(1−Be−CPreco) (6.2)

to each curve and compute the ratio εtrigdata
/εtrigMC

to derive εNB and εB. The

final efficiency, being an OR of both triggers is equal to:

εtkrtrig = εNBεB + εNB(1− εB) + εB(1− εNB) (6.3)

The final trigger efficiency is shown in Fig. 6.7, reaching ∼ 94%. Logically, it

does not depend strongly on the momentum of the particle.
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Figure 6.8: Final trigger efficiency from MC/data comparison

6.2.2 Selection efficiencies

On top of the trigger efficiency we have evaluated, the εsel efficiency of the

selections described in Sec. §6.1 are also calculated. Only the efficiency of the cut

on T2 is estimated with flight and ground data. The selection on T3, the tracking

geometry, and the χ2 criteria are evaluated with the MC simulation.

Selection on T2

The efficiency of the selection on the PHA value of T2εT2, is derived from flight

data. Electrons and positrons are selected by applying all the criteria presented

above, except for the cut on T2. For each bin in reconstructed momentum, the

efficiency losses due to this selection are calculated assuming a Poisson distribution

for the number of Cherenkov PE. The first 3 scintillating peaks are assumed to be
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Figure 6.9: (Left) Gaussian and Poisson fits to T2 signal for electrons and
positrons reconstructed between 271 and 479 MeV/c. (Right) Efficiency of the
selection on T2 as a function of the reconstructed momentum.

Gaussian, with the 1 PE peak occurring at ∼ 42 ADC (see Fig. 6.8). The losses

are ∼11% at 25 MeV/c, ∼7% at 45 MeV/c, and ∼5-6% above.

Selection on T3

As previously explained, an upper cut of 200 PHA counts is made on scintil-

lator T3 to reject Z > 1 particles (mainly alphas) is applied. To calculate the

efficiency of the cut on the electron sample, we used the MC signal of the scintil-

lator. We compared MC and data signal to translate the response of the PMTs

(which are not simulated), and determined an energy-independent scale factor to

convert the PHA value of 200 to MeV in the MC. All selection criteria (besides

the one on T3) were imposed on the flight data to insure we were indeed studying

the scintillator’s response to electrons. The Most Probable Value (MPV) of the

Laundau is equal to ∼ 820 keV in the unaltered MC signal, as seen on the right

panel of Fig. 6.9, in the blue. This corresponds to ∼ 25 photo-electrons (PE).

To more closely reproduce the effect of the photo-multiplier tubes (PMT) in the
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MC, the signal in T3 is smeared with a Gaussian distribution, centered at 0 with

standard deviation:

T3MCsmeared
= MPV

25 × T3MC + nn× σMC , (6.4)

with σMC the bin-by-bin statistical error of the simulated distribution, and nn

a random sample from the normal distribution.

The right panel of Fig 6.9 shows the results from such a smearing from the

original simulated distribution. The MC fits are subsequently scaled to the data

such that the peaks of the fit functions align. The scale factor SFT3 is found to

be energy-independent. For a uniform scale factor SFT3 = 0.0102, the cut on the

PHA signal corresponds to T3MC < 2.04 MeV. The efficiency of the selection is

found by integrating the fit function. As is visible from 6.10, the efficiency of the

selection does not depend on the energy. We find εT3 ∼ 94%.
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Total selection efficiency

Having modified the output of the MC data to more closely resemble the reality

of the instrument’s response for scintillator T3, we make use of the simulation to

establish the efficiency of the selection εsel. To avoid introducing any bias in

the sample, we go through each selection criterion sequentially, and derive the

efficiency of the given selection, with respect to the previously chosen sample.

Fig. 6.11 presents the efficiency each selection. We note that the T2 cut εT2 is

not included in the MC, though it is applied later.

The efficiencies of the particle selections are shown in red in Fig. 6.12 for both

εT1T2T3 and εT1T2T4 . The two geometry factors are shown in blue in the panel. The

total efficiency εselG, expressed in the cm2sr, is represented by the dashed line:

it is identical for both trigger configurations, as the increased geometry factor

of T1-T2-T4 compensates the smaller selection efficiency. The final efficiency

corresponds to εselεtriggerεT2G
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Chapter 7

Electrons and positrons at the

top of the atmosphere

Once electron and positron event candidates have been identified in the data

sample, many steps stand in the way of obtaining the spectrum of primary cosmic

rays at the top of the atmosphere. The first task at hand is to make a time

selection based on the geomagnetic time. During the 136 hours of flight, diurnal

variations of the geomagnetic cutoff were present: the instrument recorded events

during both geomagnetic “day” and “night”, Sec. 7.1.1 explains how the origins

of the detected particles can differ. To choose (primary) galactic cosmic rays, we

make a time selection based on geomagnetic simulation and flight data.

The second task at hand is to correct for the energy losses and biases in the

count of selected events: this procedure is called unfolding, and relies on the MC

simulation presented in Ch. 5 to construct the detector’s response matrix. It

yields the “true” flux of electrons and positrons at the top of payload. This work

is presented in Sec. 7.1.2.

Our little balloon is no satellite: it never left the Earth’s stratosphere. On

average, the payload floated at an atmospheric depth of 2–4 g cm−2 (∼ 40 km
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in altitude, in the stratosphere). There, an important background of secondary

electrons and positrons exists. These particles are produced in the interactions

of galactic protons, alpha particles, and heavier elements with the nuclei present

in the atmosphere [32]. In addition, leptons also lose energy by ionization and

bremsstrahlung in the atmospheric overburden before detection.

Estimating these contributions is a crucial and non-trivial exercise. To do so,

we have developed a Monte Carlo simulation of galactic cosmic rays (GCR) in a

model atmosphere in the FLUKA software, the details of which are elaborated in

Sec. 7.2.1. To extract the primary cosmic ray spectra of electrons and positrons

at the top of the atmosphere, we devise an iterative fit algorithm based on the

atmospheric profile of particle fluxes called growth curves, in the vein of past LEE

analyses [44]. The algorithm is described in Sec. 7.2.2.

7.1 Electrons and positrons at the top of pay-

load

7.1.1 Re-entrant albedo particles and time selection

Although the northerly trajectory of the payload allowed us to survey lati-

tudes of low rigidity cutoff Ec (below 200 MV), the diurnal variations between

geomagnetic day and night were still present. The particle rate rises during ge-

omagnetic day when upward-going secondary “splash” albedo particles produced

in the interaction of primary cosmic rays with atmospheric nuclei, lacking the

energy to escape the tighter geomagnetic field lines, spiral along them to reach

their conjugate point, at the opposite latitude. These downward-going electrons

are then called “re-entrant” albedo particles, overwhelming the daytime signal by

this trapped secondary component [61, 100]. During geomagnetic night, however,
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as the field lines extend, the geomagnetic cutoff becomes essentially null: “splash”

albedo particles can safely escape, and primary cosmic-ray particles of all energies

are able to enter the atmosphere.

We simulate variations of the vertical geomagnetic cutoff, based on measure-

ments of the Kp index at the time of flight. The Kp index quantifies disturbances

in the geomagnetic magnetic field with an integer in the range 0–9, 0 being very

little geomagnetic activity and 9 meaning extreme geomagnetic storming). We

use a code developed at the Bartol Research Institute [71] which calculates the

trajectory of particles based on the International Geomagnetic Reference Field

(IGRF) for the internal geomagnetic field [70], and the Tsyganenko model of the

magnetosphere [97]. The starting point of the calculation lies in the knowledge

that the propagation equation in a magnetic field remains unchanged if the ve-

locity and the charge-sign are simultaneously reversed. The algorithm determines

the trajectory of a vertically incident particle entering the magnetosphere by sim-

ulating its antiparticle moving upward from the Earth. A particle is back-traced

until it either re-enters the atmosphere (in which case, the trajectory is said to

be forbidden, meaning an incident particle could not penetrate the geomagnetic

field, see Fig. 7.1), or successfully exits the magnetopause (the trajectory is then

allowed). In the code, if a particle travels a total path length greater than 90 RE,

the Earth’s radius, the trajectory is said to be undetermined.

The input parameters of the code are:

• The latitude and longitude of the particle as it leaves the Earth

• The Kp index, the level of geomagnetic disturbance

• Altitude, azimuthal, and zenith angle of the particle
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Figure 7.1: Two examples of the geomagnetic simulation code as seen from the
visual interface for the forbidden trajectory of a 20 MeV electron trapped in the
magnetopause and re-entering the atmosphere at the conjugate of its injection
point top), and an undefined trajectory for a 130 MeV particle at the time of
launch (geomagnetic cutoff Ec). Courtesy of Pierre-Simon Mangeard.
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• Date and time

By simulating many times the trajectory of particles of differing rigidity for

a given Kp index, the geomagnetic cutoff can be estimated. We only consider

vertically incident particles. This gives us the time series presented in the bottom

panel of Fig. 7.2. We compare these simulations with the time series of recon-

structed electrons and positrons at the lowest energy bin (20-40 MeV), which

follows similar time-varying patterns, since these particles are always below the

non-null geomagnetic cutoff. The rise and fall of the count rate in the data follows

the simulation: we separate our events in periods of “daytime” and “nighttime”

(in orange and green, respectively). The instrument recorded 70 hours worth of

data during geomagnetic night.

Daytime and nighttime time zones are selected when the transitions in the

flight data and the simulation agree with one another. When they do not, the

region is excluded from the analysis (the black hatched section in Fig. 7.2).

Within daytime and nighttime sets, we further section the event sample in 23

time bins ∆T , ranging from 15 minutes intervals – to capture the ascent – to 10

hours at float. For each average atmospheric depth d in the time bin, the spectra

of electrons and positrons are reconstructed.

7.1.2 Unfolding procedure

Before reaching the spectrometer, a minimum ionizing particle will lose about

4 MeV in the shell and scintillators of the entry telescope. To contend with the

biases, inefficiencies, and finite resolution of the energy reconstruction, we build

a response matrix that encodes the smearing of the desired true quantity into the

measured observable: a deconvolution, called unfolding, is performed to estimate

the true variable. An iterative statistical procedure, based on Bayes’ theorem,
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Figure 7.2: Top Panel: A time series of reconstructed electrons and positrons at
the lowest energy bins. The diurnal variations between geomagnetic day and night
are clearly visible. Bottom Panel: Simulated variation of the vertical geomagnetic
cutoff using a code developed by [71].

128



was developed by [31], with the advantages of avoiding any matrix inversion. For

this work, we have used a Python package developed for the HAWC cosmic–rays

experiment, PyUnfold, which implements the unfolding algorithm [24].

We wish to relate true causes Cµ (here, the distribution of true energy at the

top of payload, E) and observable effects Ej (the distribution of reconstructed

energy Ereco) via their respective count distributions, n and φ, a response matrix,

R, and its inverse M :

n(Ereco) = Rφ(E)

φ(E) = Mn(Ereco)

However, to avoid inverting the response matrix (also called smearing matrix) R,

D’Agostoni’s algorithm uses Bayes’ theorem as its starting point:

P (E | Ereco) = P (Ereco | E)P (E)
ε(E) ∑

nE′
P (Ereco | E ′)P (E ′) (7.1)

where nE′ is the number of possible causes (the number of energy bins) and

ε(E) the efficiency of sample selection. The above equation tells us that that

given the observed effect Ereco, the probability that it is due to the true cause E

is proportional to the probability of the cause P (E) and the probability of the

cause to produce the given effect, P (Ereco | E). P (E) is called the prior cause

distribution, representing our current knowledge of the cause. P (Ereco | E) is the

response matrix R, generated with Monte Carlo simulations.

Given an initial prior, the matrix P (E | Ereco) is calculated using eq. 7.1.

From that and the measured distribution N(Ereco), the unfolded distribution is

calculated:

N(E) =
∑
Ereco

N(Ereco)P (E | Ereco) (7.2)
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Figure 7.3: The normalized response matrix constructed with MC events. The
true and reconstructed momenta are plot on the x and y axis, respectively.

This updated distribution N(E) is used as the subsequent prior estimate P (E)

in Eq. 7.1. We repeat this routine until the variation on N(E) from one iteration

to the next is negligible, per a user-chosen convergence criteria. The Python

package PyUnfold outputs the unfolded distribution, and the systematic errors

arising from the statistical errors of the efficiency calculation.

To construct the response matrix, we generate a set of electrons in the energy

range 10-1500 MeV, following a E−2 power-law distribution, and select particles

that have passed the full flight selection criteria. The response matrix, whose

elements represent the probability for an electron of energy E to be reconstructed

with energy Ereco, is shown in Fig. 7.3. The efficiency of the selection calculated

in Sec. 6.2.2 is applied to normalize its entries. We observe that the diago-

nal elements dominate, while the deviation from the diagonal and the width of
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P (Ereco | E ′) are the bias and resolution of the reconstruction.

Prior to being used on the flight data, the method is tested with an independent

set of simulated electrons. We run the energy reconstruction on the set, select

events with the “standard” criteria (the “observed” count, and apply the unfolding

procedure using the response matrix (“unfolded”). The “folded” distribution is

reconstructed without the procedure, considering N

εsel
. We choose a flat uniform

prior, and a convergence criterion based on a Kolmogorov-Smirnov hypothesis test

(ks<0.01).

Results of MC test are presented in Fig. 7.4. The procedure converges after

2-3 iterations, and improves the knowledge of the true distribution by as much as

30 %, compared to a reconstruction sans unfolding (right panel of Fig. 7.4).

For each time bin, the data are unfolded, by first normalizing the response

matrix to the calculated efficiency εsel of the final selection. The response matrix

is then weighed with the expected background spectrum at that given altitude,

and the unfolding procedure carried through to yield the corrected count Ne−,e+ .

The differential flux can then be derived:

Φe−,e+(E) = Ne−,e+

∆T × εtrigger ×G(E)×∆E , (7.3)

with Φe−,e+(E) the differential flux in MeV m−2sr−1s−1, ∆T the time interval

in s, εtrigger the trigger efficiency, G(E) the geometry factor in m2sr, and ∆E the

width of the energy bin in MeV: one such time bin is shown in Fig. 7.5.

The data set is then organized by energy bins. This allows us to produce

growth curves for each energy bin, that is, a profile of the flux of particles as a

function of the atmospheric depth. The first 2.5 hours are used to obtain the

points during the ascent, where the low energy cosmic ray electron and positron

signal is assumed to be purely made of atmospheric secondaries. Fig. 7.6, Fig.
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7.7 and Fig. 7.8 present the growth curves for 3 ranges of energy for the flight of

2018. The ascent and the first 17 hours of the flight occurred during geomagnetic

day time. The corresponding data are presented with filled circles in the figure.

The nighttime data set is shown with open circles markers. As seen in the bottom

panel of Figure 7.2, the vertical geomagnetic cutoff varies within the range 0–300

MV during the first daytime period such that we expect to observe a much larger

contribution of re-entrant albedo secondary particles at low energy (below the

cutoff) than at higher energies closer to the cutoff (∼ 300 MV).

7.2 Electrons and positrons at the top of the

atmosphere

For each energy bin, we distinguish three separate contributions to the flux

measured at depth d, all derived from MC atmospheric simulation:

• The “primaries”: primary electrons and positrons that remained in the same

energy bins at the top of the payload (ToP) as they belonged to at the top of

the atmosphere (ToA). This contribution is normalized to a flux of 1 particle

m−2sr−1s−1MeV−1,

• The “secondaries”: secondary background contribution from the interaction

of Galactic cosmic ray nuclei, mostly of H and He, in the atmosphere,

• The “spillover”: the contribution of primary electrons and positrons that

belonged to a higher energy bin at ToA than that they populate at ToP.

We explain in the following sections how these three contributions are modeled,

and the philosophy behind the fitting method.
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Figure 7.6: Daytime (DT) and nighttime (NT) growth curves for in the momen-
tum range 30-47 MeV/c. The flux of re-entrant albedo particles at float altitudes
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135



10
0

10
1

10
2

10
3

Atmospheric depth (g cm−2)

10
−2

10
−1

10
0

Fl
u 

 (m
−2

 s
−1

 s
r−
2  
(M

eV
/c
)−
1  
)

 113 - 175 MeV/c

NT e−

NT e+
DT e−

DT e+

Figure 7.7: Daytime (DT) and nighttime (NT) growth curves in the momentum
range 113-175 MeV/c, in the penumbra zone. Fluxes of daytime are more dispersed
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7.2.1 Atmospheric simulations

The greatest challenge to extrapolate a flux of primaries at the top of the at-

mosphere is the estimation of the background of electrons and positrons produced

in the spallation of Galactic Cosmic Rays (GCR), with the nuclei of the residual

atmosphere. These interactions produce short-lived mesons, such as pions and

kaons, which in turn decay in electrons and positrons among other particles. To

estimate this effect, we performed Monte Carlo simulations of the air shower de-

velopment induced by H and He, as well as primary electrons and positrons.

The atmospheric simulation uses a 3D profile of the atmosphere at Esrange,

Sweden, following the method of [73]: it is described by uniform concentric lay-

ers of 250 m, from altitude at Esrange (325 m above sea level) to 72 km (the

top of the atmosphere). The atmospheric profiles combine information from two

models: the Global Data Assimilation System (GDAS) 1 at low altitude (which

includes moist air) and the Naval Research Laboratory Mass Spectrometer, Inco-

herent Scatter Radar Extended model (NRLMSISE-00) [83] for dry air at higher

altitude. The GDAS and NRMLMSISE-00 profiles are downloaded for the launch

date and time, on May 16, 2018 at 12:00 am UTC and incorporated in FLUKA

simulation geometry input. The atmospheric layers are defined as a mixture of

dry air and water vapor with a constant composition, temperature, and pressure

within a layer. The air is assumed to be an ideal gas. The model has 291 layers

of atmosphere, spanning depths from 0 to 998.861 g cm−2.

We inject isotropic fluxes (R−1 distribution, with R the rigidity) of protons

and alpha particles between 0.02 GV to 800 GV at the top of the atmosphere. The

injected spectra are normalized to H and He local local interstellar fluxes (LIS)
1https://www.ready.noaa.gov/gdas1.php
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Figure 7.9: Monte Carlo growth curves for electrons and positrons in the momen-
tum range 73-113 MeV/c. The solid lines show a fit to a 7th degree log polynomial
function.

derived by [49, 50], following the method outlined in Appendix A. The heavy

nuclei are assumed to produce showers similar to those from He, and are taken

into account by scaling the He spectrum by a factor Fhn = 1.445, as done in [49].

From the air shower, simulation output we extract all the secondary electrons

and positron fluxes at 19 atmospheric depths from 998 to 0.87 g cm−2.

We fit to a 7th degree log polynomial function to the MC results of electrons

and positrons produced by protons and alpha particles (see Fig. 7.9). We evaluate

the accuracy of the MC to model the data taken by the instrument by comparing

the fluxes at the Regener-Pfotzer maximum (∼ 100 g cm−2), the point of peak

radiation in the atmosphere: at this maximum, the flux of electrons is purely

secondary. The dashed lines of Fig. 7.10 represent the simulated growth curves at

two energy bins. The flight data are shown in filled circles. From the the ground
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Figure 7.10: Flight data (filled circles) and MC simulated growth curves (dashed
lines). At the Regener-Pfotzer maximum, where the secondaries dominate, the
two curves agree within ∼ 10%.

to ∼ 30 g cm−2, where no primary cosmic rays can be found, the MC describes

the data remarkably. We take this as a confirmation of the soundness of the

simulation, and, conversely, the unfolding procedure that yielded the experimental

fluxes.

Historically, this work of estimating the growth curves of secondary electrons

and positrons was done using analytic calculations done by Daniel and Stephens

(DS) [32]. This method was notably used in flights of LEE and CAPRICE94

[44, 22]. We interpolated the DS growth curves for the full electrons at our energy

bins, and include them in Fig. 7.10 (orange line). In general, their shapes and am-

plitudes were found to match quite well with the MC produced ones (black dashed

line). However, the MC method provides the advantage of having greater leeway

in testing various parameters, such as the choice of LIS, solar modulation param-

eter φ, and a realistic description of the atmosphere. In theory, various hadronic

interactions models could also be tested. In our simulation, the FLUKA code in-

terfaces with the DPMJET-3 hadronic model [90] for GCR above 5 GeV/nucleon.
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This flexibility is an important part of calculating systematic uncertainties (Sec.

8.1).

7.2.2 Fit method

In their propagation from the top of the atmosphere to the top of the payload,

electrons and positrons experience ionization and bremsstrahlung losses: this gives

rise to a bin migration. The simulation of the air shower development induced by

primary electrons and positrons provides the “primaries” and “spillover” contri-

butions. Past analyses of balloon-borne cosmic ray data [44] have used empirical

tables of energy losses of electrons and positrons from Berger and Seltzer [17],

or solved the theoretical coupled cascade equations describing the propagation of

electrons, positrons, and secondary gamma rays [22].

To extract the flux at the top of the atmosphere (ToA) at each energy bin, we

implement a simple linear least squares fit routine, considering the three contri-

butions to the data:

data(d) = a× primaries(d) + b× secondaries(d) + spillover(d), (7.4)

where d is the atmospheric depth, and a and b the parameters of the fit. To

extract the primary flux of electrons and positrons, we proceed with an iterative

method of fitting the daytime growth curves first: since the balloon was ascending

through the atmosphere during geomagnetic day, and the background dominates

at high atmospheric depths (low altitudes), a fit to the entire atmospheric range

at daytime is necessary to evaluate the contribution b of the secondaries. For that

same energy bin, we then fit the nighttime growth curve, for float altitudes only,

fixing the contribution b to the daytime derived value. For energy bins above
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Mean Energy at ToA (MeV) a b
e− e+ e− e+

823.23 3.22× 10−2 ± 7.05× 10−4 1.01× 10−2 ± 4.77× 10−4 0.948 ± 0.098 0.696 ± 0.088
532.84 3.22× 10−2 ± 1.23× 10−3 1.17× 10−2 ± 1.14× 10−3 0.666 ± 0.075 0.643 ± 0.085
344.82 3.50× 10−2 ± 2.72× 10−3 1.28× 10−2 ± 2.39× 10−3 0.638 ± 0.075 0.722 ± 0.069
223.09 4.14× 10−2 ± 6.66× 10−3 1.97× 10−2 ± 1.33× 10−2 0.716 ± 0.072 0.665 ± 0.142
144.26 3.17× 10−2 ± 1.68× 10−2 2.31× 10−2 ± 1.87× 10−2 0.889 ± 0.107 0.877 ± 0.103
93.23 2.72× 10−1 ± 4.36× 10−2 2.64× 10−1 ± 4.84× 10−2 0.965 ± 0.124 0.938 ± 0.128
60.18 6.79× 10−1 ± 4.23× 10−2 7.08× 10−1 ± 3.47× 10−2 0.957 ± 0.058 0.931 ± 0.047
38.78 1.46 ± 7.52× 10−2 1.42 ± 4.30× 10−2 0.956 ± 0.054 1.066 ± 0.037
24.93 2.60 ± 2.34× 10−1 2.76 ± 2.94× 10−1 0.880 ± 0.073 0.902 ± 0.120

Table 7.1: Parameters a and b of the growth curves fit for all energy bins.

∼300 MeV, the daytime and nighttime points are combined since they are above

the maximum geomagnetic cutoff. Fig. 7.11 illustrates this fit method: the three

growth curve contributions are fitted to the data growth curves from 2 to 900 g

cm−2, and the parameters a and b are estimated. The right panel of Fig. 7.11

shows the fit performed for a nighttime bin, for points ranging from 2 to 4 g

cm−2, with parameter b fixed. The fit value of parameter a then corresponds, in

MeV−1m−2sr−1s−1, to the flux at ToA for the given energy bin.

The fit is done in descending order. At the first iteration (647 MeV–1 GeV),

the “spillover” contribution is calculated assuming a specific spectrum above 1

GeV. We initialize the fit with the LEE 2009 flux [37] for full electrons, and scale

the flux assuming a positron fraction e+

e+ + e−
= 0.2. Once the flux at ToA is

extracted for the first energy bin, the “spillover” contribution into the lower bins

is updated, and the fit routine repeated. This step-like approach can be visualized

in Fig. 7.12 and Fig. 7.12.

This method allows us to simultaneously extract the re-entrant albedo flux

(daytime) and primary cosmic ray spectrum flux (nighttime) for electrons, positrons

and all electrons (e+ + e−). A presentation of our results and their discussion are

the subject of the next chapter.
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Figure 7.11: (Top Left) Growth curves for electrons in the energy bin (175–
271 MeV). The filled circles represent the flight data, and the dotted, solid and
dash-dotted lines contributions from primary, secondary and spill-over electrons,
respectively. (Top Right) Nighttime growth curves for electrons for the same
energy bin. Only points at float altitudes are included in the fit. (Bottom Left)
Positrons fit in the energy bin 30–47 MeV at daytime. (Bottom Right) Same
energy bin, nighttime fit.
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Figure 7.12: (Top): Fit of the electron (left) and positron (right) spectra at the
first, and highest, energy bin (647–1000 MeV). A simultaneous fit of nighttime
(yellow) and daytime (green) bin is done above 300 MeV.
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Figure 7.12: The fit at 30–47 MeV.
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Chapter 8

Results and discussion

We present the cosmic ray electron, positron, and full electrons spectra mea-

sured on the AESOP-Lite 2018 flight. Both the primary and the re-entrant albedo

fluxes, and the positron fraction are derived, and when possible compared to pre-

vious experimental points. We discuss the calculations of systematic uncertainties,

and the limitations of our measurement.

8.1 Systematic uncertainties

The determination of the extraterrestrial electron and positron fluxes with

a balloon-borne instrument at our energy range is complicated by two factors:

the fact that the balloon was launched during a transition phase in the diurnal

geomagnetic cutoff variations, and the residual layer of atmosphere above the

payload.

The main systematic errors arise from uncertainties on the secondary produc-

tion in the atmosphere. As was shown, MC simulations of protons and alpha

particles gave a good agreement with the data at Pfotzer-Regener maximum.

However, any deviation in shape of the secondary growth curves can have an im-
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portant effect in the final spectrum, considering that the primary signal is very

close to the background at float altitudes. This is particularly true for positrons

in energy bins near 100 MeV.

Three parameters of the secondary production are studied: the choice of H and

He local interstellar spectra (LIS), the value of the solar modulation parameter φ,

and the scale factor Fhn applied to the He spectrum to estimate the contribution of

heavier nuclei. Our "baseline" spectrum was derived using the LIS parametrized

from Voyager data (column 6, Table 3 of [49]), assuming φ = 300 MV and

Fhn=1.445. We first calculate the systematic errors stemming from the choice

of LIS, testing the median flux (without Voyager data) from the same reference,

as well as the LIS constructed from [102]. Given the strong correlation between

the choice of an interstellar spectrum and the determination of φ [56], we must

apply a different modulation potential to this latter LIS; we take the calibrated

value from [99], φUso = 446 MV. For electrons, this systematic uncertainty on the

chosen LIS is of the order of 6% at 25 MeV to 68.20% at 145 MeV. For positrons,

the effect is even more important in the energy bins closest to the background

of secondaries. This highlights the delicate task of extracting the spectra in the

regions of the “turn-up”, around 100 MeV, at float altitudes. We then vary the

modulation parameter φ = 300 MV by ± 50 MV, for our “baseline” LIS, and find

that for electrons the uncertainty is below 5%, except at 144 MeV (18.76%). For

positrons it reaches 370% at 93 MeV. A 10% change to the scale factor Fhn is

studied: this effect changes the spectra by ∼ 2% for both electrons and positrons.

The effects of the initial hypotheses of the fit are also taken into consideration

in the systematic uncertainties: the electron flux as well as the initial value of the

positron fraction above 1 GeV were modified using the LEE 2011 and PAMELA

2009 results [7], and varying the positron fraction by ±50%. The initialization of
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the fit is found to account for an uncertainty less than 1% for both electrons and

positrons.

The results for the daytime and nighttime fluxes are compiled in Table 8.1 and

8.3.

8.2 Re-entrant albedo spectra

The analysis of the daytime portion of the flight yields a flux of the re-entrant

albedo electrons and positrons below 160 MeV. This limit comes from the value of

the geomagnetic cutoff at the time of the ascent: it marks the frontier of a possible

measurement of the albedo spectra, considering that the method presented in Sec.

7.2.2 relies on the growth curves fit in the entire domain of the atmospheric depth,

that is, that the data points points of the ascent will always be taken into account.

Below that 160 MV cutoff mark (Range 1), the measurements in the first hours of

flight were primarily of trapped albedo particles. Electrons and positrons above

that energy bin, however, were of primary origins (range 3). Range 2 constitutes

the penumbra region of the geomagnetic time, a zone where the origin of the

measured particle is somewhat blurrier, in part due to the uncertainties in the

geomagnetic simulation performed in Sec. 7.1.1.

The spectra of re-entrant albedo electrons and positrons are presented in the

top panel of Fig. 8.1. The electrons are shown in blue, positrons in red. The points

above the cutoff line were derived by combining both daytime and nighttime fluxes.

We fit a simple power-law to the electron and positron spectra below 100 MeV,

of the form:

f(E) = AE−γ (8.1)

Both fits gave a spectral index γ = 1.5 ± 0.2, which is in agreement with results
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from [100], who found the re-entrant albedo spectrum to be well fitted with a

power-law index γ = 1.44± 0.09.

The flux of splash albedo particles from the MC simulation are also visible in

the top panel of Fig. 8.1. As expected from measurements [100], the spectral

index differs from that of the re-entrant component, with γ ∼ 1.3. An interesting

– though not at all trivial – test would be to approximate a transfer function,

using the geomagnetic simulation code, between simulated splash albedos traveling

along the magnetosphere to become re-entrant albedos at their conjugate points.

For now, we simplify the picture by assuming that “what goes around comes

around”.

We observe in the bottom panel of Fig. 8.1 the clear presence of two regimes

of the positron fraction, above and below the cutoff: at higher energies, in range

3, the positron fraction is close to ∼ 0.25. Below the cutoff however, the constant

positron fraction agrees with the prediction that all re-entrant albedos are the

secondary products of hadronic interactions of cosmic rays in the atmosphere, the

fraction being very close to 0.5. Values shown in Fig. 8.1 are presented in Table

8.2. The consistency of the spectral index with previous measurements, as well as

the constant positron fraction of the re-entrant albedo both validate the capability

of the detector to measure and separate charge at those low energies.

8.3 Electron and positron spectra

The primary electron and positron spectra measured by the AESOP-Lite in-

strument are shown in Fig. 8.2, from 30 MeV to 1 GeV. The points at the lowest

energy bin are shown in gray because of inconsistencies found when unfolding the

spectra using two different reconstruction algorithms: this reflects the difficulty

of extracting the flux at TOA during nighttime, while normalizing the secondary
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Figure 8.1: (Top) “Daytime” spectra of electrons and positrons between 20 MeV
and 1 GeV. (Bottom) “daytime” positron fraction. The energy range 1, below 100
MeV, is dominated by the re-entrant albedo particles. The range 2, between 100
and 300 MeV, is the transition around the geomagnetic cutoff. The range 3 is
dominated by primary particles.
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Mean Energy Flux at ToA (MeV m2 sr s)−1

at ToA (MeV) e− e+ e− + e+

24.93 2.10 ± 1.94× 10−1 2.52 ± 1.70× 10−1 4.61 ± 2.96× 10−1

38.78 1.56 ± 9.20× 10−2 1.52 ± 6.64× 10−2 3.09 ± 1.28× 10−1

60.18 6.97× 10−1 ± 4.97× 10−2 7.22× 10−1 ± 4.67× 10−2 1.42 ± 9.14× 10−2

93.23 2.79× 10−1 ± 4.47× 10−2 2.64× 10−1 ± 4.77× 10−2 5.44× 10−1 ± 8.83× 10−2

144.26 2.99× 10−2 ± 1.73× 10−2 2.57× 10−2 ± 2.11× 10−2 5.74× 10−2 ± 3.81× 10−2

223.09 4.02× 10−2 ± 6.73× 10−3 1.86× 10−2 ± 1.33× 10−2 5.88× 10−2 ± 1.84× 10−2

344.82 3.44× 10−2 ± 2.61× 10−3 1.25× 10−2 ± 2.26× 10−3 4.73× 10−2 ± 4.20× 10−3

532.84 3.30× 10−2 ± 1.95× 10−3 1.30× 10−2 ± 5.20× 10−3 4.68× 10−2 ± 3.67× 10−3

823.23 3.01× 10−2 ± 9.11× 10−4 9.98× 10−3 ± 7.51× 10−4 4.04× 10−2 ± 1.36× 10−3

Table 8.1: Flux of re-entrant albedo electrons and positrons at the top of the
atmosphere. Statistical and systematic uncertainties are quoted.

Mean Energy at ToA (MeV) e+

e+ + e−
24.93 5.45× 10−1 ± 2.83× 10−2

38.78 4.93× 10−1 ± 1.83× 10−2

60.18 5.09× 10−1 ± 2.41× 10−2

93.23 4.86× 10−1 ± 6.04× 10−2

144.26 4.62× 10−1 ± 2.50× 10−1

223.09 3.16× 10−1 ± 1.59× 10−1

344.82 2.67× 10−1 ± 3.83× 10−2

532.84 2.82× 10−1 ± 8.21× 10−2

823.23 2.49× 10−1 ± 1.52× 10−2

Table 8.2: The daytime positron fraction.
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growth curve to the daytime ascent. The low statistics of the ascent phase in the

20–30 MeV edge bin causes greater uncertainties in the unfolding procedure and

the growth curve fit.

Both electron and positron spectra display a “turn-up”, the name we give to

the transition region around 80–100 MeV where the spectral index changes and

becomes negative at lower energies: this had previously been observed in the full

electron spectrum measured by the LEE payload [44, 35, 37], and been hinted

at in PAMELA data down to 80 MeV [8, 13]. This behavior is revealed in the

positron spectrum, despite the large uncertainties in the data points, as explained

above.

The differences in amplitude at higher energies with PAMELA is explained by

the varying level of solar modulation during the data taking. At lower energies,

the only comparable separate measurements of electrons and positrons are from

[18], in which a balloon-borne magnetic spectrometer measured particles down to

12 MeV; their data suggests a similar power-law form.

The positron fraction of the primary cosmic ray spectrum is presented in Fig.

8.3. Above 200 MeV, the fraction seem to suggest a rise with decreasing energy,

a trend previously displayed in PAMELA, AESOP, CAPRICE94, to name a few.

The solar polarity cycle appears to have an effect on the positron fraction: for

instance, the measurement by AESOP-Lite at 1 GeV in a A+ epoch is significantly

higher than the estimation made by PAMELA in A-. This temporal variation

cause by the charge-sign dependent solar modulation had previously been observed

by PAMELA and AMS-02 [8, 10]. We note that the fraction we measured at

higher energy is also significantly greater than the one observed by PAMELA in

a similar polarity cycle, as the Sun’s activity was at a minimum in 2018.

At first glance, the positron fraction appears to be flat from 30 MeV to 200
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Figure 8.2: (Top) Primary spectrum of cosmic ray electrons between 20 MeV and
1 GeV. (Bottom) Primary spectrum of cosmic ray positrons in the same energy
range.
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MeV plateauing at ∼ 0.3, indicating that the flux consists of a mixture of “pri-

mary” galactic electrons, and “secondary” positrons produced in the Galactic

propagation of cosmic rays [77]. An interesting observation, relevant to the study

of the charge-sign modulation and the effects of drift at low energy, is the ap-

parent agreement between our data points and those collected by [18]. These

measurements were made in 1968, during an A- polarity cycle, while ours were

made during an A+ cycle. This suggests that diffusion might dominate over drift

effects at lower energies, while a different mechanism is at play above 200 MeV.
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Figure 8.3: Positron fraction of primary cosmic rays.

Fig. 8.4 shows the all electrons (electrons + positrons) spectrum, alongside

the two last measurements completed by LEE in 2009 and 2011. Below 50 MeV,

the Jovian magnetosphere also becomes an important source of electrons [?, 101],

as detected by the ISEE-3 satellite mission at 1 AU (red circles in the figure).

Elaborate 3D numerical transport codes have been developed over the past decades
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[85, 102, 13, 21], in which the different processes of the theory of solar modulation

are included; namely, the convection, adiabatic deceleration, drift and diffusion of

charged particles in the solar wind. The dashed blue lines represents the model of

[85], showing the propagated LIS Voyager 1 spectra (solid black line) through the

heliosphere. PAMELA electron observations were used to tune model parameters.

In dashed black is the prediction of the modulated Jovian spectrum, whereas

the red solid line projects the expected electron spectrum at Earth for a given

solar epoch and modulation potential [80]. The crossover between the Galactic

electrons and the Jovian electrons is estimated to happen at 30 MeV according

to [80]. The final prediction of the all electron flux at 1 AU notably involves a

“turn-up” around 80 MeV, and a negative power-law behavior below. From the

combined study of AESOP-Lite and LEE data, the energy at which the minimum

occurs seems to be shifting, as LEE11 coincides with the model, when AESOP-Lite

and LEE09 do not.

In fact, a dedicated study of the solar modulation of electrons and positrons is

needed to characterize the interplay of Galactic and Jovian of electrons sources,

of drift and diffusion effects below 100 MeV. Diffusion and drift coefficients are

proportional to their respective mean free paths (MFP). For electrons, the parallel

and perpendicular MFPs, which govern the diffusive process, are assumed to be

rigidity-independent below a yet vague threshold (∼ 100 MeV) [20, 33, 85]. The

addition of our data set can offer a glimpse in the behavior of electron and positron

cosmic rays in a poorly observed energy regime. The contemporary measurements

of Voyager 1 and 2, progress in the numerical modeling, and the planned future

missions of the AESOP-Lite instrument create a unique opportunity to finally

resolve the origin of the low-energy electron and positron spectra on Earth.
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Figure 8.4: Spectrum of the all electrons, with Voyager all electrons outside the
heliosphere. Models taken from [80].

Mean Energy at ToA (MeV) Flux at ToA (MeV m2 sr s)−1

e− e+ e− + e+

38.78 2.03× 10−1 ± 2.84× 10−2 6.76× 10−2 ± 5.38× 10−2 2.72× 10−1 ± 7.93× 10−2

60.18 1.01× 10−1 ± 2.25× 10−2 4.98× 10−2 ± 3.64× 10−2 1.54× 10−1 ± 5.18× 10−2

93.23 4.70× 10−2 ± 1.27× 10−2 1.62× 10−3 ± 1.97× 10−2 4.79× 10−2 ± 3.00× 10−2

144.26 8.33× 10−3 ± 6.83× 10−3 7.13× 10−3 ± 1.31× 10−2 1.40× 10−2 ± 1.98× 10−2

223.09 3.64× 10−2 ± 4.75× 10−3 1.66× 10−2 ± 5.30× 10−3 5.18× 10−2 ± 9.59× 10−3

344.82 3.44× 10−2 ± 2.61× 10−3 1.25× 10−2 ± 2.26× 10−3 4.73× 10−2 ± 4.20× 10−3

532.84 3.30× 10−2 ± 1.95× 10−3 1.30× 10−2 ± 5.20× 10−3 4.68× 10−2 ± 3.67× 10−3

823.23 3.01× 10−2 ± 9.11× 10−4 9.98× 10−3 ± 7.51× 10−4 4.04× 10−2 ± 1.36× 10−3

Table 8.3: Electron and positron flux at the top of the atmosphere
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Mean Energy at ToA (MeV) e+

e+ + e−
38.78 2.50× 10−1 ± 1.51× 10−1

60.18 3.30× 10−1 ± 1.69× 10−1

93.23 3.33× 10−2 ± 3.93× 10−1

144.26 4.61× 10−1 ± 5.00× 10−1

223.09 3.13× 10−1 ± 7.42× 10−2

344.82 2.67× 10−1 ± 3.83× 10−2

532.84 2.82× 10−1 ± 8.21× 10−2

823.23 2.49× 10−1 ± 1.52× 10−2

Table 8.4: Positron fraction of the primary cosmic ray fluxes

8.4 Conclusions and future work

The AESOP-Lite instrument works: we have proved that it is indeed sensitive

to the charge-sign, and can detect positrons and electrons in our target energy

range. Our apparatus can provide important measurements of the cosmic ray

spectra throughout a 22-year cycle, as did its illustrious predecessor, LEE.

However, some very real limitations stand in the way of AESOP-Lite and a

more precise measurement: extracting the positron spectra in the crucial energy

bins around the modulation cliff (∼ 100 MeV) proved to be a particularly deli-

cate exercise, considering the high level of atmospheric secondaries in that energy

regime. This is exemplified in the large uncertainties in our data points. At these

altitudes, the fit results become heavily model-dependent. We were also unaided

by the unlucky fact that the payload happened to launch during geomagnetic day:

this forced us to attempt to circumvent the penumbra region of the spectra, and

made the extraction of the spectral points between 100–160 MeV even thornier.

Thankfully, none of these hindrances are at all unavoidable. The ultimate

resolution of these issues would be much easier with a higher altitude flight. This

is now technically feasible, with a 60 million cubic feet (MCF) balloon which can

reach an altitude of 160,000 feet (1 g cm−2). As a matter of fact, NASA has
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flown such a balloon in the past, and, more relevant to us, AESOP and LEE

were sent on a tandem flight in 2002 [27], reaching an average atmospheric depth

of ∼ 1 g cm2 at float. A quick glance at Fig. 7.11 will convince the reader of

the necessity of a higher flight, looking at the signal/background level between

the solid line (secondaries), and the fit function (primaries) at 1 and 3 g cm−2.

This would greatly reduce the large systematic uncertainties. A launch from

McMurdo station in Antarctica would solve the pickle of the daytime launch, as

the geomagnetic cutoff is nil at the lower austral latitude (-77.846◦ for McMurdo,

67.89◦ for Esrange).

AESOP-Lite has been selected for a second flight, around 2021–2022. Modifi-

cations of the DAQ system, the addition of a time-of-flight (TOF) system and a

fifth tracking layer in the bending plane are underway.

The analysis of the 2018 flight is far from over. A new and exciting chapter of

the work must now begin: we were able to extract the primary spectra in the least

explored regions of the energy band. The progress made in the numerical modeling

of the charge-sign dependent solar modulation in the past decade, the benchmark

crossing of the heliopause by the Voyager spacecraft, and now, the addition of a

new instrument, AESOP-Lite, capable of shedding some light in the origin of the

low-energy cosmic rays, leads the author to believe that the conclusions of our

investigations shan’t be fruitless.
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Appendix A

Weighting the simulated primary

cosmic ray spectrum

We write out the formalism to properly weight the simple power law R−γ

spectrum of primary cosmic rays simulated at the top of the atmosphere (TOA)

to H and He interstellar (IS) fluxes as given by a local interstellar flux. We apply

the force-field solar modulation approximation for a given modulation parameter

φ. The primary protons and alpha particles (PP) follow a power law of index

γ = 2 in the FLUKA atmospheric simulation. A weight, WPP must be applied.

Nomenclature

• R: Rigidity of PP

• Rmin: Lowest simulated PP rigidity

• Rmax: Highest simulated PP rigidity

• γ: Spectral index of simulated PP: R−γ

• NPP : Number of simulated PP per cycle of atmospheric simulation
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• Ncyc,PP : Number of cycles of PP simulation

• A: Area of the injected beam

A.1 The simulated spectrum

We derive the weight functionWPP , such that JPP (RPP ) =WPP (RPP )×N(RPP ),

with JPP (RPP ) the flux of protons at the TOA in m−2sr−1s−1GeV/nucleon, and

N(RPP ) the simulated number of particles as a function of rigidity. As shown in

Fig. A.1, the simulated spectrum follows a power law of the form AR−γ. The

total number of simulated particles per cycle is then:

Ntot =
∫ Rmax

Rmin

AR−γdR = 1
(−γ + 1)A

[
R−γ+1

]Rmax

Rmin

Inverting the equation, we get an expression for the amplitude A

A = Ntot × (−γ + 1)
(R−γ+1

max −R−γ+1
min )

= (−γ + 1)×Ncyc,PP ×NPP

(R−γ+1
max −R−γ+1

min )

We now have an expression for the number of simulated particles as a function

their rigidity

N(R) = AR−γ = (−γ + 1)×Ncyc,PP ×NPP

(R−γ+1
max −R−γ+1

min )
R−γ (A.1)

A.1.1 The spectrum at the TOA

We wish to normalize our simulated spectrum to proton and alpha fluxes

from cosmic ray data. [49, 50] performed a global analysis of top-of-atmosphere

data (with the recent PAMELA, BESS, and AMS-02 data) to obtain H and He
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Figure A.1: Injected power law spectrum of protons in the atmospheric simula-
tion.

interstellar (IS) fluxes and their uncertainties. A simple parametric formula was

provided for the IS fluxes:

log10(JIS) =


∑14
i=0 ci × ( log10(Ek/n)

log10(800) )i if Ek/n ≤ 800GeV/n;

c̃0 − c̃1log10(Ek/n

800 ) otherwise
(A.2)

To obtain the flux at the top of the atmosphere, we apply the force-field

approximation to the solar modulation, following [52, 57]. The modulation is
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described by the following equation:

J1AU = JIS(E + Φ) E × (E + 2Er)
(E + Φ)(E + Φ + 2Er)

(A.3)

with the modulation function Φ given by Φ = Ze
A
φ with Z the charge of the

particle, A the mass number, and φ the modulation parameter in GV. E is the

kinetic energy of particle in (GeV/nucleon), Er its rest energy. The functions for

protons and alpha are shown in Fig. A.2 for two solar modulation parameters

(here, φmin corresponds to no modulation at all).

Figure A.2: Local Interstellar Flux flux at the top of the atmosphere.
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A.2 Determination of the weight function

We seek to define a weight function WPP (R) such that

J1AU(R) = WPP (R)×N(R)

It is obvious that the weight function must be normalized to retrieve the correct

units of flux in m−2sr−1s−1 GeV/nuc from a count in GeV/nuc. Let assume that

we simulate over a plane surface area of 1 cm2. Then, the weight is :

WPP (R) = JPP (R)× ((1− γ)×Ncyc,PP ×NPP

R1−γ
max −R1−γ

min

×R−γ)−1 1
π

(A.4)

In the case of one file simulated file, we have Ncyc,PP = 1. The division by π

re-normalizes a flux crossing a plane of area of A.

WPP (R) = JPP (R)× ((1− γ)×Ncyc,PP ×NPP

R1−γ
max −R1−γ

min

×R−γ)−1 1
π × A

(A.5)
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Appendix B

Roger’s odyssey

Our mascot Roger The Koala flies to near-space on a stratospheric balloon, in
hope to find the ubiquitous cosmic rays. Music by my band, Salmon Hammock:
click here!
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