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Artificial Intelligence in the Provision of Health Care: An American
College of Physicians Policy Position Paper
Nadia Daneshvar, JD, MPH; Deepti Pandita, MD; Shari Erickson, MPH; Lois Snyder Sulmasy, JD; and
Matthew DeCamp, MD, PhD; for the ACP Medical Informatics Committee and the Ethics, Professionalism
and Human Rights Committee*

Internal medicine physicians are increasingly interacting
with systems that implement artificial intelligence (AI)
and machine learning (ML) technologies. Some physi-
cians and health care systems are even developing their
own AI models, both within and outside of electronic
health record (EHR) systems. These technologies have
various applications throughout the provision of health
care, such as clinical documentation, diagnostic image
processing, and clinical decision support. With the
growing availability of vast amounts of patient data
and unprecedented levels of clinician burnout, the
proliferation of these technologies is cautiously wel-
comed by some physicians. Others think it presents
challenges to the patient–physician relationship and
the professional integrity of physicians. These dis-
positions are understandable, given the “black box”
nature of some AI models, for which specifications
and development methods can be closely guarded or
proprietary, along with the relative lagging or absence

of appropriate regulatory scrutiny and validation. This
American College of Physicians (ACP) position paper
describes the College’s foundational positions and
recommendations regarding the use of AI- and ML-
enabled tools and systems in the provision of health
care. Many of the College’s positions and recommen-
dations, such as those related to patient-centeredness,
privacy, and transparency, are founded on principles
in the ACP Ethics Manual. They are also derived from
considerations for the clinical safety and effectiveness
of the tools as well as their potential consequences
regarding health disparities. The College calls for
more research on the clinical and ethical implications
of these technologies and their effects on patient
health and well-being.
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The applications of artificial intelligence (AI) and
machine learning (ML) (see the Glossary) in medicine

have expanded steadily since the 1970s and continue to
grow at a rapid rate. From January 2020 to October
2023, the U.S. Food and Drug Administration (FDA)
reviewed, approved, authorized, or cleared more
AI- and ML-enabled tools than it had in the preceding
25 years. Since November 2022, interest in AI has
grown significantly alongside the rise of generative
AI tools, such as OpenAI’s ChatGPT, and the correspond-
ing increase inmainstreammedia coverage.

The health care industry has been particularly
excited about AI technology and what it may mean for
the future of medicine and health care delivery. The
amount of data that continues to be compiled about
persons through various consumer- and patient-
facing digital health applications is impossible for even
the most astute of physicians to sift through and pro-
cess, let alone apply to clinical decisions. With the
worsening national shortage of clinicians and record

levels of physician burnout, there is growing enthusiasm
about the expansion of seemingly omniscient tools that
guide health care practitioners in clinical decision mak-
ing and assist with common sources of administrative
burden. Furthermore, it is expected that AI technolo-
gies, which can process vast amounts of patient data
from various sources to informmedical decisions, will
enable more personalized, data-driven patient care.
The expected benefits for patient-centered care and de-
cision making are among the reasons that AI-enabled
tools and systems may not only be expected but
required in the future of medicine and health care.

Although data-driven care is a cornerstone of mod-
ern medicine, data-driven decision making can be com-
plicated and fraught with error (1). Similarly, although AI
tools can transform the practice of medicine in many
beneficial ways, clinical decision support based on AI
output without a basic understanding of AI technology
can have serious, even fatal consequences for patients
(2). Therefore, it is important to note that when being
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used for clinical decision making, the more appropriate
term is “augmented” intelligence, meaning that it contin-
ues to incorporate human intelligence and is used as a
tool to assist clinicians (3, 4). Extensive research is neces-
sary to assess the short- and long-term risks and effects
of the clinical use of AI on quality of care, health dispar-
ities, patient safety, health care costs, administrative bur-
den, and physician well-being and burnout. It is critical
to increase overall awareness of the clinical risks and eth-
ical implications of using AI, including any measures that
can be taken to mitigate the risks. Comprehensive edu-
cational resources are necessary to help clinicians, both
in practice and in training, navigate this rapidly evolving
area of technology, including improving their collective
understanding of where the technology may be inte-
grated in systems they already use and recognizing its
implications.

Along with best practices, research, regulatory
guidance, and oversight are needed to ensure the
safe, effective, and ethical use of these technolo-
gies. This executive summary provides a synopsis of
the American College of Physicians’ (ACP) policy
positions on the use of AI in the provision of health
care. The full background, rationale, and policy recom-
mendations can be found in Appendix 1 (available at
Annals.org). The recommendations in this paper are
intended to inform the College’s advocacy regarding
both predictive and generative AI policies. However,
although we see great potential in generative AI bene-
fiting both physicians and patients, because the land-
scape for this subset of AI technology is still evolving, it
is too early to comment on its full scope and implica-
tions. The ACP will continue to consider this evolving
technology as it matures. In addition, ACP recognizes
that there may be challenges to implementing some of
these recommendations due to the dynamic and evolv-
ing nature of AI technology.

METHODS

The ACP Medical Informatics Committee, which
addresses issues related to medical informatics and
health information technology (IT), and the ACP Ethics,
Professionalism and Human Rights Committee devel-
oped this position paper on the basis of a review of
laws and regulations, ethical principles, and empirical
studies and a broad review of literature about the uses
of AI in medicine and health care. Databases searched
included Google as well as Google Scholar, and search
terms used included artificial intelligence, internal med-
icine, and primary care, among others. The authors
also considered input from ACP’s Board of Governors,
Board of Regents, Council of Early Career Physicians,
Council of Resident/Fellow Members, Council of Student
Members, and Council of Subspecialty Societies in the
development of its recommendations. This position pa-
per and related recommendations were reviewed and
approved by the ACP Medical Informatics Committee
in January 2024, the ACP Ethics, Professionalism and

Human Rights Committee in January 2024, and the
Board of Regents in February 2024.

RECOMMENDATIONS/POSITION STATEMENTS

1. ACP firmly believes that AI-enabled technologies
should complement and not supplant the logic and
decisionmaking of physicians and other clinicians.

2. ACP believes that the development, testing, and use
of AI in health care must be aligned with principles
of medical ethics, serving to enhance patient care,
clinical decision making, the patient–physician rela-
tionship, and health care equity and justice.

3. ACP reaffirms its call for transparency in the develop-
ment, testing, and use of AI for patient care to pro-
mote trust in the patient–physician relationship. ACP
recommends that patients, physicians, and other
clinicians be made aware, when possible, that AI
tools are likely being used in medical treatment and
decisionmaking.

4. ACP reaffirms that AI developers, implementers, and
researchers should prioritize the privacy and confi-
dentiality of patient and clinician data collected and
used for AI model development and deployment.

5. ACP recommends that clinical safety and effective-
ness, as well as health equity, must be a top priority
for developers, implementers, researchers, and reg-
ulators of AI-enabled medical technology and that
the use of AI in the provision of health care should
be approached by using a continuous improvement
process that includes a feedback mechanism. This
necessarily includes end-user testing in diverse
real-world clinical contexts, using real patient dem-
ographics, and peer-reviewed research. Special atten-
tion must be given to known and evolving risks that
are associated with the use of AI in medicine.

6. ACP reaffirms that the use of AI and other emerging
technologies in health care should reduce rather
than exacerbate disparities in health and health
care. To facilitate this effort:
a. ACP calls for AI model development data to

include data from diverse populations for which
resulting models may be used.

b. ACP calls on Congress, HHS, and other key entities
to support and invest in research and analysis of
data in AI systems to identify any disparate or dis-
criminatory effects.

c. ACP recommends that multisector collaborations
occur between the federal government, industry,
nonprofit organizations, academia, and others that
prioritize research and development of ways to miti-
gate biases in any established or future algorithmic
technology.

7. ACP recommends that developers of AI must be
accountable for the performance of their models.
There should be a coordinated federal AI strategy,
built upon a unified governance framework. This
strategy should involve governmental and non-
governmental regulatory entities to ensure:
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a. the oversight of the development, deployment,
and use of AI-enabledmedical tools;

b. the enforcement of existing and future AI-related
policies and guidance; and

c. mechanisms to enable and ensure the reporting
of adverse events resulting from the use of AI.

8. ACP recommends that in all stages of develop-
ment and use, AI tools should be designed to
reduce physician and other clinician burden in sup-
port of patient care.

9. ACP recommends that training be provided at all
levels of medical education to ensure that physicians
have the knowledge and understanding necessary
to practice in AI-enabled health care systems.

10. ACP recommends that the environmental impacts
of AI and their mitigation should be studied and
considered throughout the AI cycle.

CONCLUSION

The expansion of AI and ML technologies in health
care systems means that physicians are encountering
new tools that they were not previously aware of or do
not yet fully understand. To ensure maximum benefit
and minimum harm to patients from these new tech-
nologies, and to ensure that they are used in alignment
with the ethical responsibilities of physicians and the
medical profession, more guidance, regulatory over-
sight, research, and education are needed for physi-
cians, other clinicians, and health care systems. The
ACP hopes that the recommendations in this position
paper will inform the development of policies in this
critical area of health IT.

From American College of Physicians, Washington, DC (N.D., S.E.);
University of California Irvine Health, Laguna Niguel, California
(D.P.); American College of Physicians, Philadelphia, Pennsylvania
(L.S.S.); and University of Colorado Anschutz Medical Campus,
Aurora, Colorado (M.D.).

Financial Support: Financial support for the development of
this position paper came exclusively from the ACP operating
budget.

GLOSSARY

Algorithm: “A systematic procedure that produces—in a
finite number of steps—the answer to a question or the
solution of a problem” (5). “A set of rules that precisely
define a sequence of operations” (6).

Artificial intelligence: “A collection of computer algo-
rithms displaying aspects of human-like intelligence for
solving specific tasks” (7).

Natural language processing: “A type of AI that refers to
algorithms that employ computational linguistics to
understand and organize human speech” (7).

Augmented intelligence: “A conceptualization of artifi-
cial intelligence that focuses on AI’s assistive role,
emphasizing that its design enhances human intelli-
gence rather than replaces it” (4).

Machine learning: “A subset of AI that harnesses a family
of statistical modeling approaches to automatically learn
trends from the input data and improve the prediction
of a target state” (7).

Neural network: “A computer program that operates in
a manner inspired by the natural neural network in the
brain” (8).

Deep learning: “A subset of ML consisting of multiple
computational layers between the input and output that
form a ‘neural network’ used for complex feature learn-
ing” (7).

Convolutional neural network: “A subset of DL techni-
ques that is particularly efficient in AI-based pattern rec-
ognition. It is the foundation of many image processing
AI algorithms, for instance in radiology” (7).

Chatbot: “A computer program that simulates human
conversation with an end user” (9).

Clinical decision support software: “Software that is
intended to provide decision support for the diagnosis,
treatment, prevention, cure, or mitigation of diseases or
other conditions” (10).

Computer vision: “Scientific field that deals with how
computers process, evaluate, and interpret digital
images or videos” (7).

Generative AI: “Deep-learning models that can generate
high-quality text, images, and other content based on
the data they were trained on” (11).

Health equity: “The attainment of the highest level of
health for all people, where everyone has a fair and just
opportunity to attain their optimal health regardless of

race, ethnicity, disability, sexual orientation, gender identity,
socioeconomic status, geography, preferred language, or
other factors that affect access to care and health out-
comes” (12).

Large language model: “Large language models use
computational artificial intelligence algorithms to generate
language that resembles that produced by humans” (13).

Risk: “The combination of the probability of occurrence
of harm and the severity of the potential harm” (14).

Software: “Instructions that tell a computer what to do”
(15).
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APPENDIX 1: BACKGROUND AND RATIONALE

History
Artificial intelligence first emerged as a discipline in the
1950s when mathematicians and computer scientists
collectively began exploring ways to create intelligent
machines capable of emulating human reasoning and
decision making (16). By the 1960s, a widely cited initial
definition of AI as “the science of making machines do
things that would require intelligence if done by men”
emerged (17). Sets of programmed rules that computers
processed and based outputs on (rule-based expert sys-
tems) were in development for use in biomedical contexts.
One of these programs included the first chatbot or conver-
sational software, ELIZA, whichwas trained to play the role of
a psychotherapist. A concept ahead of its time considering
today’s large languagemodels (LLMs) (see the Glossary) (for
example, ChatGPT), the program was named after George
Bernard Shaw’s fictional character Eliza Doolittle, “to empha-
size that it may be incrementally improved by its users, since
its language abilities may be continually improved by a
‘teacher’” (18–20).

By the 1970s, AI in medicine became a subject of for-
mal scientific inquiry. Some of the first exploratory uses of
computational methods in medicine included the devel-
opment of consultation programs for assisting physicians
with the diagnosis and treatment of bacterial infections
(21, 22) and glaucoma (23). Early milestones included the
development of INTERNIST-1, an experimental system to
aid in internal medicine diagnoses (24), and DXplain (The
General Hospital Corporation), a clinical decision support
system initially released in the mid-1980s that is still avail-
able today (25). By 1995, the FDA had approved the first
AI- and ML-enabled medical tool: an automated reader of
cervical cytology slides (26).

Terminology
Many aspects of AI have been controversial since its incep-
tion, and even its nomenclature has been no exception. The
moniker of AI has generated plenty of discontentment, with
some prominent public figures even expressing displeasure
with the term, arguing it is an inaccurate, perhaps even dan-
gerous misnomer that can cause misconceptions and risks,
such as through raising expectations, assumptions, and trust
of the technology (27, 28).

Definitions
The term artificial intelligence can be better defined. Each
regulatory agency uses its own terms and definitions for
tools that can use algorithms and AI technology, such as
clinical decision support software and predictive decision
support interventions (DSIs) (definitions for these terms can
be found in theGlossary and elsewhere in this discussion).

For the purposes of this paper, we use the term artifi-
cial intelligence to mean “a collection of computer algo-
rithms displaying aspects of human-like intelligence for
solving specific tasks” (7). In addition, ACP believes it is
important to note that when being used for clinical deci-
sion making, the more appropriate term is augmented
intelligence, as this emphasizes that its design should
enhance human intelligence rather than replace it (4).

Current State
Most current applications of AI in health care implement
predictive AI, which uses algorithms to analyze data and
make predictions. Generative AI, on the other hand,
uses algorithms to identify statistical patterns in large
data sets and generates new content (for example, text,
images, music, videos) on the basis of those patterns
(29). Both predictive and generative AI use ML (see the
Glossary), but generative AI can often use deep learning
(see the Glossary) (11). The contrast between these 2
types of AI is expected to diminish with advances in AI
technology, however (29). The statistical methods
behind AI are not entirely new, nor is the idea of using
model-based predictions (consider, for example, predic-
tive scores like CHA2DS2-VASc). However, the rapid
pace of AI development, its potential scope, and the fact
that some AI models are so-called black boxes whose
inner workings and predictive variables are unknown or
unknowable suggest AI needs ongoing review.

Applications of natural language processing (NLP)
(see the Glossary) have also expanded. This type of AI
has been implemented in ambient clinical documenta-
tion technology (that is, “digital scribes”) (30), for exam-
ple, as well as in certain early prediction tools for sepsis
(31). A subset of NLP, LLMs, use deep learning methods
(particularly transformers, which are a subset of neural
networks) to conduct NLP tasks (32).

Deep learning tools are also being applied in areas
of medicine that rely heavily on diagnostic imaging and
pattern recognition (for example, radiology, pathology,
dermatology, and ophthalmology) (33). Convolutional
neural networks (see the Glossary), which implement
deep learning, enable the field of computer vision,
which “deals with how computers process, evaluate, and
interpret digital images or videos” (7). The image classifi-
cation performance of these tools has been similar to
that of physicians (34, 35).

Generative AI and LLMs
Generative AI uses LLMs in producing various forms of
new content. The first free, widely accessible generative AI
tool, ChatGPT (“GPT” is an acronym for “generative pre-
trained transformer”), was released to the public for test-
ing in November 2022. Shortly thereafter, it surpassed
Instagram as the fastest-growing consumer application
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ever (36). ChatGPT-3, an updated version of the original
ChatGPT LLM, was trained on more than 45 terabytes of
data, including 175 billion parameters, from books, aca-
demic papers, and all of Wikipedia (36). Some technology
leaders believe that themost powerful version of ChatGPT
yet—GPT-4—is poised to revolutionize medicine (37).
Although ChatGPT’s developers have not disclosed the
volume of parameters on which GPT-4 was trained, it is
estimated that more than 1 trillion parameters were used
(38).

In November 2023, the AmericanMedical Association
released updated principles for the development, deploy-
ment, and use of health care AI. The American Medical
Association’s principles focus on the need for oversight,
when transparency and disclosure of AI use is recom-
mended and what information should be included in dis-
closures, generative AI, physician liability for using AI,
cybersecurity and data privacy, and the use of AI and auto-
mated decision-making systems by payors (39).

Regulatory Oversight of Health Care Industry AI
Development andUse

U.S. Department of Health and Human Services. The
federal agency charged with regulatory oversight of medi-
cal device products (for example, AI- andML-enabled devi-
ces) is the FDA, which is a division of the U.S. Department of
Health and Human Services (HHS). In addition to oversee-
ing commercial AI products through the FDA, HHS has
implemented AI in various contexts. After releasing an AI
strategy in early 2021 (40), HHS released its Trustworthy AI
Playbook in September 2021 to guide the use of AI within
HHS (41). Between 2022 and 2023, HHS more than tripled
its publicly reported AI use cases, which are in various
stages of development (“development and acquisition,”
“initiation,” “implementation,” and “operation and mainte-
nance”), to 163 use cases (42). Most of the use cases have
been adopted by the National Institutes of Health (n¼ 47)
and the FDA (n¼ 44), although many other agencies are
using the technology for various purposes (42). See
Appendix 2 for HHSAI use case examples.

FDA. In the 28 years from1995when the FDA approved
its first medical AI tool until October 2023, the FDA reviewed,
approved, authorized, or cleared 694 AI- and ML-enabled
medical devices (43). Most of these (478 [69%]) were
approved, authorized, or cleared after January 2020—an indi-
cationof the rapidproliferationofAI inmedicine (43).Of these
694 devices, the vast majority (531 [77%]) have been radiol-
ogy tools; most others have been for cardiovascular care (71
[10%]); and others have been for neurology, hematology,
ophthalmology, and gastroenterology/urology, as well as
other areas ofmedicine (43).

Office of the National Coordinator for Health IT. In
November 2023, the Office of the National Coordinator
for Health IT released the “Health Data, Technology, and
Interoperability: Certification Program Updates, Algorithm
Transparency, and Information Sharing (HTI-1) Final Rule,”
with provisions aimed at increasing the transparency of pre-
dictive DSIs, which the rule defines as “technology that sup-
ports decision-making based on algorithms or models that

derive relationships from training data and then produce
an output that results in prediction, classification, recom-
mendation, evaluation, or analysis.” The rule establishes
new requirements for evidence-based DSIs and predictive
DSIs supplied by health IT developers through their health
ITmodules.

Recommendations and Rationale
1. ACP firmly believes that AI-enabled technologies

should complement and not supplant the logic and
decisionmaking of physicians and other clinicians.
Artificial intelligence– and ML-enabled tools hold great

promise for informing, guiding, and improving patient care.
In some instances, AI- and ML-enabled tools may even out-
perform clinicians. However, ACP believes that a physician’s
training and observations must remain the central tenet of
patient care. Technology, especially AI, can be misguided
through inappropriate, incomplete, or flawed data inputs,
leading to flawed outputs, which can mislead physicians
into ill-informed decision making with dangerous conse-
quences for patients. Therefore, physicians must be careful
not to place toomuch faith or decision-making power in AI-
andML-enabled tools.

Historically, however, humans have been prone to
overreliance on automated systems (44), including those
enabled by AI and ML. “Automation complacency” (45)
and “automation bias,” or the tendency to “trust algo-
rithms without sufficient skepticism,” are not uncommon
among users of such systems (44). Furthermore, experts
have been just as likely as beginners to overly rely on au-
tonomous systems, and this overreliance is mostly unaf-
fected by training (46). Even though skepticism is
warranted, being overly skeptical of AI can have ramifi-
cations, too: It could mean that patients and physicians
will not experience a benefit that AI could offer. A bal-
anced approach to AI technologies is in order.

The language that physicians, technology develop-
ers, and society use to describe the qualities and fea-
tures of AI tools has substantial implications for how
society thinks about and uses AI. Some have cautioned
against using anthropomorphic language in discussing
AI and its applications, suggesting that the psychologi-
cal effects of doing so can create human-centric expect-
ations and assumptions and increase trust and reliance
on systems (28, 47–49). As one way to mitigate the risks
of overreliance and automation bias, ACP believes that
everyone, especially persons in the fields of AI academia
and health care, has a responsibility to avoid anthropo-
morphizing AI models and their functionality, including
using appropriate AI terminology that does not ascribe
human characteristics to AI models.

Anthropomorphic language can include terms such
as think, learn, and hallucinate. Some have argued that
describing certain AI outputs as “hallucinations,” in addi-
tion to being inaccurate and anthropomorphic, is not
ideal because of stigmatization (50). Confabulation may
be a better term, although it may raise similar concerns
(50, 51).

2. ACP believes that the development, testing, and
use of AI in health care must be aligned with prin-
ciples of medical ethics, serving to enhance
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patient care, clinical decision making, the patient–
physician relationship, and health care equity and
justice.

The use of AI in health care must align with principles
of medical ethics (52). Physicians as individuals and medi-
cine as a profession have a duty to put patient interests
first. Artificial intelligence technology, when appropriately
used, should serve to enhance patient care; decision mak-
ing based in patient values, interests, and preferences;
and the patient–physician relationship. Physician duties
articulated by the College in the ACP Ethics Manual are
based on the ethical principles of beneficence—“the duty
to promote good and act in the best interest of the
patient”; nonmaleficence—“the duty to do no harm to the
patient”; respect for patient autonomy—“the duty to pro-
tect and foster a patient’s free, uncoerced choices” and
the related duty of truth-telling; and justice—the equitable
distribution of “the life-enhancing opportunities afforded
by health care” (52).

Maintaining the patient–physician relationship requires
care. Technology, including EHRs, can be used in ways that
support or detract from this relationship (53). Artificial intelli-
gence should be implemented in ways that do not harm or
interfere with this relationship but instead enhance and pro-
mote the therapeutic alliancebetweenpatient andphysician.
Ambient clinical documentation (that is, audio technologies
that transform natural patient–physician communication into
a draft clinical note format), for example, could promote bet-
ter communication and connection during a visit, freeing a
physician from the distraction of staring at a computer
screen.Other technologies, such as conversational agents or
chatbots, have thepotential to support chronic caremanage-
ment and patient access; however, if their use by patients
becomes required or burdensome, they could interfere with
patient–physician relationships (54).

Physicians should advocate for AI tools that support
putting the patient–physician relationship first and, as a
matter of respect for patient uniqueness and dignity,
support informed decision making according to the
patient’s needs, values, and preferences. The promise of
AI is that it can summarize data and information more
quickly and comprehensively to inform decision making;
the peril of AI is that it could exert too much influence on
clinical decision making and be subject to hidden or
unconscious biases or agendas, such as those of devel-
opers and or deployers (for example, if AI outputs
exclude a clinically indicated option because of cost). At
the individual patient level, this means ensuring AI tools
do not replace or interfere with patient–physician deci-
sions. At a system level, this means ensuring patients,
physicians, and other clinicians are involved in the
design, development, implementation, and testing of AI
tools and systems throughout the entire product cycle
(Appendix Figure 1), to advocate for solutions to the
problems they face and to ensure that the tools do not
exacerbate health disparities.

3. ACP reaffirms its call for transparency in the devel-
opment, testing, and use of AI for patient care to
promote trust in the patient–physician relationship.
ACP recommends that patients, physicians, and

other clinicians be made aware, when possible,
that AI tools are likely being used in medical treat-
ment and decisionmaking.

Artificial intelligence transparency is important for patients
as well as physicians and other clinicians. In a July 2021 posi-
tion paper, “Health Information Privacy, Protection, and Use in
theExpandingDigital Health Ecosystem,” theCollegeempha-
sized the need for transparency in AI use (55). Specifically,
ACP called for increased transparency around the collection
and use of personal health information (for example, “meth-
ods of deidentification, timelines, allowable disclosures, and
when consent is needed”) in AI development (55). The ACP
has also advocated that clinical entities should develop clear
policies that relate to the aggregation of data and their use
and release for purposes other than direct care of the patient
(for example, performance aggregation and reporting and
research). We reaffirm these views, especially for the use of
patient data to trainAImodels.

Even if patients are not, at present, explicitly informed of
all the ways technology is involved in their care—for example,
they may or may not be told about computer-assisted elec-
trocardiogram or mammography interpretation—the new-
ness of AI and its potential for clinically significant effects on
care suggests that honesty and transparency about its use
are paramount. At least 1 study has indicated that patients
would prefer to have options when it comes to the use of AI,
including the choice of refusing certain uses of AI in their
care (56). Focus groups conducted in November 2019 that
inquired about patient choice and autonomy found that “the
preservation of choice” contributed to participants’ comfort
with the use of AI in their care, and that participants believed
that “patients should have the right to choose to have an AI
tool used in their care and be able to opt-out of AI involve-
ment if they felt strongly” (56).

Other studies have found that patients have mixed
views about the use of AI in their care. A December 2019
survey of patient perspectives of AI found that an over-
whelming majority of respondents considered it impor-
tant for them to be told when an AI program has played
a big role in their diagnosis or treatment (887 [95.7%];
n¼ 926) (57). A smaller but still substantial majority of
respondents also considered it important for them to be
told when an AI program has played a small role in their
diagnosis or treatment (801 [86.5%]) (57). The authors
also found that “most respondents were very concerned
or somewhat concerned about AI’s unintended conse-
quences, including misdiagnosis (91.5%), privacy
breaches (70.8%), less time with clinicians (69.6%), and
higher health care costs (68.4%). A higher proportion of
respondents who self-identified as being members of
racial and ethnic minority groups indicated being very
concerned about these issues, compared with White
respondents” (57).

Although we respect patient autonomy and encour-
age transparency with patients when AI is being used in
their care, most physicians do not have a clear under-
standing of where AI and ML are already in use or inte-
grated in their own health care systems or practices.
Knowing where these technologies are being imple-
mented in existing workflows and EHR systems can help
physicians determine when it may be wise to question
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software output and better gauge the risks of using AI-
enabled systems on an individual patient. Recognizing
these needs, a group of practicing physicians collabo-
rated in creating “The Physicians’ Charter for Responsible
AI” to guide the development, testing, and use of AI tools
in clinical practice (58). The Charter “stems from a growing
concern [. . .] about the rapid pace of AI and how it will be
implemented in healthcare.” The College agrees with the
authors that the views of practicing physicians are neces-
sary in guiding the incorporation of AI into health care.

To promote patient safety and transparency, ACP calls
for transparency, clarity, and education for physicians and
other clinicians about where AI-generated information is
entering workflows and ensuring that physician knowledge
and discretion can supersede AI-generated “defaults,”
when appropriate. In addition, there must be readily avail-
ablemechanisms for clinicians to call attention to, and for AI
developers to correct, errors in AI-generated output or de-
cision making. Physicians must seek to be aware of AI uses
in their practice and exercise clinical and professional judg-
ment in making appropriate disclosures, just as they rou-
tinely do in other aspects of care.

We recognize that the feasibility of transparency with
patients regarding AI use and availability of opt-out mecha-
nisms can be variable anddependent on the nature of theAI
tools themselves; the systems in which they may be inte-
grated; andperhapsmost significantly, the level of disclosure
or transparency, if any, with physicians. For instance, trans-
parency with patients about the integration of AI into certain
devices, such as a glucometer or insulin pump, and the pos-
sibility of opting out of using such a device may be reason-
ably feasible. However, transparency with patients about AI
integration into EHR systems and other common sources of
information for physicians (for example, search engines) may
not be as feasible, especially given that physicians are often
not made aware of the integration. Questions also remain
about whether disclosure or the ability to opt-out is neces-
sary or feasible when AI tools are used to assist with or com-
plete tasks commonly associatedwith administrative burden.
Recognizing that some AI tools may operate outside the
patient–physician relationship, health systems may need to
notify patients directly about those uses (for example, as part
of consent processes). New approaches will likely be neces-
sary to address whether and how to disclose AI use and
obtain consent in specific circumstances.

In addition, to appropriately empower physicians with
the tools they need to deliver health care safely and effec-
tively, the College believes that the FDA and Office of the
National Coordinator for Health Information Technology
should engage patients, physicians, and others in health
care in developing standard, easy-to-understand model
labels and standardized reporting checklists that include
indicators for model quality and performance, use criteria
(for example, appropriate patient populations), and other
important safety and effectiveness information. These labels
must be updated as models are changed and updated.
Training and testing data sources and attributes should be
transparent and accessible to physicians, regulators, and
auditors. Algorithmic impact assessments, audits, and post-
marketmonitoring are also recommended.

4. ACP reaffirms that AI developers, implementers,
and researchers should prioritize the privacy and
confidentiality of patient and clinician data col-
lected and used for AI model development and
deployment.

The ACP Ethics Manual (seventh edition) defines pri-
vacy as “freedom from unauthorized intrusion” and confi-
dentiality as “amatter of respecting the privacy of patients,
encouraging them to seek medical care and discuss their
problems candidly, and preventing discrimination on the
basis of their medical conditions” (52). In its July 2021
position paper, “Health Information Privacy, Protection,
and Use in the Expanding Digital Health Ecosystem,” the
College emphasized the need for transparency in AI. The
ACP also recommended federated learning as a potential
solution to privacy issues involved with AI (55). Federated
learning enables AI tools to be exposed to very large,
geographically diverse data sets without the need for
sharing sensitive clinical data (55). We reaffirm the critical
need for privacy, confidentiality, and transparency in the
use of patient and clinician data (for example, physician
practice data, quality and safety metrics, and so forth) in all
phases of AI cycles. If patient, physician, or other clinician
data must be used for the development of AI models, the
data should first be deidentified and aggregated. We
note, however, that deidentification of data, particularly if
the data is unstructured, can be a substantial challenge.
We also renew our call for comprehensive federal privacy
legislation, with special provisions regarding privacy pro-
tections for AI data sets included in such legislation.

5. ACP recommends that clinical safety and effective-
ness, as well as health equity, must be a top priority
for developers, implementers, researchers, and
regulators of AI-enabled medical technology and
that the use of AI in the provision of health care
should be approached by using a continuous
improvement process that includes a feedback
mechanism. This necessarily includes end-user
testing in diverse real-world clinical contexts, using
real patient demographics, and peer-reviewed
research. Special attentionmust be given to known
and evolving risks that are associated with the use
of AI in medicine.

Successful integration of AI in medicine will require
the involvement of end-user physicians and clinicians,
and when appropriate, patients, in the development and
testing of AI tools and systems to ensure clinically appro-
priate AI uses and applications and to maximize the fea-
sibility of AI adoption. Vendors, model developers, and
health care systems should ensure that models are
trained, maintained, and updated using the latest clinical
practice guidelines. In addition, the safety, utility, and
applicability of AI models are dependent on the quality
and attributes of the data used for their development
(59) (Appendix Figure 2). Flawed data can contribute to
false-positive and false-negative results with clinically sig-
nificant health and safety implications for patients (59).

Since the 1980s, ACP has advocated that efforts to assess
new and emerging technologies should ensure that they are
safe and effective before they become a part of common
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medical practice. The ACP has further recommended that
health IT systems be tailored to emphasize patient safety
improvement (62).More recently, ACPnoted the following:

The movement of automated, AI-based systems into
[diagnosis, therapy selection, and population health
management] is a cause for concern by many physi-
cians and others—specifically when considering care
decisions regarding diagnosis and therapy selection
[citation omitted]. There is justifiable concern that what
may be initially presented as an assistant could easily
become a risk to physician autonomy and a risk to
patient safety. [. . .] These concernsmust be addressed
satisfactorily before these technologies are permitted
to enter the clinical workflows, and more research on
the potential effects of the use of AI, as well as any
emerging technology, in clinical workflows is needed
(63).

Furthermore, context- and system-specific data, model
design, use, and testing are necessary to ensure clinical safety
and effectiveness (64). Pragmatic randomized controlled trials
are recommended to test AI models in real-world settings. In
addition, ACP recommends that the use of AI in the provision
of health care should be approached by using a continuous
improvement process that includes a feedback mechanism
or other feedback process, such as a Plan-Do-Study-Act cycle
(65). Continuous improvement processes should be imple-
mented with the understanding that they can contribute to
model deterioration when model-informed decisions are
introduced into the model (66). Caution is necessary to
ensure that these improvement processes do not give rise
tomore risk than they are intended tomitigate.

Given the rapid evolution of AI-enabled tools, there
will be unknown risks that will need to be managed as
the field changes. Beyond intrinsic AI problems that may
arise from the development stages of the AI cycle, there
are also a range of postdeployment risks upon imple-
mentation due to human factors, including biases (67).

An analysis of adverse events involving FDA-approved
ML devices that were submitted to the FDA’s Manufacturer
and User Facility Device Experience identified 266 events
involving 25 devices (2). Consequences of events were
categorized as “harm,” “near miss events with potential to
harm if not for intervention to prevent it,” “hazards with
potential to cause harm,” “consequences for health care
delivery without specific patient harm,” “no consequences
for health care delivery,” and “complaints which generally
describe the users [sic] experience but do not indicate
harm, hazard, or systemic problems qualifying for other cat-
egories” (2). Although 14 of these events were voluntarily
reported, almost all 266 events qualified as 1 of 3 kinds of
events subject to mandatory adverse event reporting:
malfunctions (n¼ 238), injuries (n¼ 25), or death (n¼ 1)
(2) (Appendix Figure 3).

6. ACP reaffirms that the use of AI and other emerg-
ing technologies in health care should reduce
rather than exacerbate disparities in health and
health care. To facilitate this effort:
a. ACP calls for AI model development data to

include data from diverse populations for which
resultingmodels may be used.

b. ACP calls on Congress, HHS, and other key enti-
ties to support and invest in research and analy-
sis of data in AI systems to identify any disparate
or discriminatory effects.

c. ACP recommends that multisector collaborations
occur between the federal government, industry,
nonprofit organizations, academia, and others
that prioritize research and development of
ways to mitigate biases in any established or
future algorithmic technology.

As a matter of both equity and safety, data used to
train AI models should be carefully selected and assessed
for suitability for the intended populations, locations, and
uses of the resulting AI model (Appendix Figure 2).
Diverse populations should include those that are under-
represented, socially marginalized, and disadvantaged.
The ACP previously advocated for efforts to ensure that
use of new technologies like AI does not increase health
care disparities, noting that “AI, ML, and other algorithmic
technology, if not implemented with caution and appro-
priate regulations, can embed implicit biases into health
care decision-making systems, which can in turn threaten
patient health and quality of care” (68). The College’s con-
cerns have been warranted given the findings of studies
confirming that biases have been perpetuated by clinical
algorithms to the detriment of Black patients and other
underserved or underrepresented populations (for exam-
ple, female patients, Hispanic patients, and patients with
Medicaid insurance) (1, 69). For example, studies have
indicated that certain dermatology-related algorithms
perform worse on darker skin tones than lighter ones
(70, 71). As Thadaney-Israni and Verghese (72) have
pointed out, “Flawed or incomplete data sets that are not
inclusive can automate inequality.”Other studies such as a
December 2023 comparative effectiveness review from
the Agency for Healthcare Research and Quality found
that of 17 studies evaluating the effect of 18 algorithms on

Appendix Figure 1. The AI cycle.
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A depiction of the cyclical and iterative nature of AI model development
and implementation. AI¼ artificial intelligence.
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racial and ethnic disparities in health and health care, 11
studies identified 13 algorithms that may perpetuate or
exacerbate racial and ethnic disparities, 5 studies identi-
fied 4 algorithms that may lessen disparities, and 1 study
found that the algorithm studied likely had no effect on
disparities (73). Therefore, research evaluating the effect
of AI technology on the practice of medicine, patient
access to care, and the quality and effectiveness of patient
care, including assessments of whether AI use in medicine
contributes to or drives biased or discriminatory health
practices or inequitable health outcomes, is necessary.

Bias in AI is not only a data problem, it is also an ethi-
cal problem. How analyses are done—that is, which varia-
bles are chosen—is important. In a notable example,
health care costs were used as a proxy for health care
needs (1); such an assumption can result in bias when
less money is spent on certain patient populations, de-
spite their needs. In addition, biases can arise regarding
when and how algorithms are deployed (that is, if they
are used for certain patient groups and not others) (74,
75).

7. ACP recommends that developers of AI must be
accountable for the performance of their models.
There should be a coordinated federal AI strategy,
built upon a unified governance framework. This
strategy should involve governmental and nongo-
vernmental regulatory entities to ensure:
a. the oversight of the development, deployment,

and use of AI-enabledmedical tools;
b. the enforcement of existing and future AI-

related policies and guidance; and
c. mechanisms to enable and ensure the reporting

of adverse events resulting from the use of AI.
Independent, nongovernmental regulatory bodies,

such as the Joint Commission, are necessary for over-
sight of AI models procured, developed, or deployed by
governmental bodies. However, governmental bodies,
such as the HHS Office of Inspector General, should also
be involved in the oversight of AI-related technology

used by governmental and nongovernmental entities.
The College also supports recent calls for outcome-
focused regulations (76) and for a public-private partner-
ship to establish a “nationwide network of health AI
assurance laboratories” (77). Regulatory oversight and
performance monitoring are necessary throughout the
entire tenure of the AI-enabled technology. If the use of
AI-enabled technology is suspected to have contributed
to an adverse event, the event and relevant details
should be reported to the appropriate regulatory
bodies, such as the FDA, and logged in public databases
(for example, the FDA Manufacturer and User Facility
Device Experience database). The College also supports
proposals for HHS Office for Civil Rights enforcement
against violations of section 1557 of the Affordable Care
Act (which prohibits discrimination by covered health
programs and activities based on race, sex, color,
national origin, age, or disability) for the use of clinical
algorithms in discriminatory ways (78, 79).

8. ACP recommends that in all stages of develop-
ment and use, AI tools should be designed to
reduce physician and other clinician burden in
support of patient care.

Reducing unnecessary time, administrative, cogni-
tive, and other burdens should be priorities in the design
and development of AI-enabled devices to allow physi-
cians to better care for patients. Artificial intelligence
tools can be used to reduce administrative burden by
performing patient intake, scheduling, and prior authori-
zation functions, for example, and can decrease cogni-
tive burden, for instance, by helping physicians get to
the right diagnoses and treatments faster. Artificial intel-
ligence should support more time for direct patient care
by physicians and other clinicians. Artificial intelligence
products should be sufficiently tested (that is, used by
actual end users under real-world circumstances and all
intended use contexts) before deployment to ensure
usability and to identify and address problems and tech-
nologic burdens that may arise for clinicians and other
members of the care team. Any mechanisms for clini-

Appendix Figure 2. The example of IBM’s Watson.

A well-known example of AI failure is IBM’s application of its Watson ML technology to health care. Watson was designed to mine vast data sets seeking
patterns that could lead to better treatment (60). For example, Watson’s Oncology Expert Advisor was programmed to process health records, medical
publications, and physicians’ notes to provide treatment recommendations in real time (60). However, the program was unable to “read” physicians’ notes,
nor could it apply the medical literature it mined to the specific circumstances of individual patients, often dispensing guidance that was inconsistent with
local conditions or the nuances of a particular patient’s case (60). Another product, Watson for Oncology, which was trained on a minimal number of
synthetic patient cases with synthetic data, resulted in recommendations of “unsafe and incorrect” cancer treatments (61).

AI¼ artificial intelligence; ML¼machine learning.

Appendix Figure 3. Example of death associated withML device.

The event that resulted in death was described by Lyell and colleagues (2) as follows:

“Insulin dosing software – An anonymous voluntary report expressed concerns over the aggressiveness with which an insulin dosing system treated
hyperglycemia, with rates of change in blood sugar levels double that of other hospitals. Such rapid changes were described as causing patients to
develop metabolic and EKG changes, leading to patients requiring intubation and ‘several unfortunate outcomes including one patient death.’ The report
did not detail specific events and these events could not be confirmed by the manufacturer.”

EKG¼ electrocardiogram; ML¼machine learning.
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cians to provide feedback on the performance of or any
issues with the AI tool should not be burdensome to the
clinician. The effects of AI-enabled burden reduction
tools on burnout should be assessed.

New payment initiatives, especially those for value-
based care, must support the use of AI technology as a
mechanism to reduce burden and ideally improve qual-
ity. The ACP has previously advocated that “payment
policies should create incentives for physicians and
other health professionals to use health information
technologies that have the functions and capabilities
needed to improve clinical decision-making at the point
of care, including functions designed to support care
consistent with evidence-based guidelines, care coordi-
nation, and preventive and patient-centered care” (80).
The ACP has also called for all involved parties to “sup-
port the development, adoption and use of innovative
technologies that seamlessly enable enhanced and
coordinated patient-centered care” (63). Artificial intelli-
gence–enabled tools have the potential to improve the
quality of patient care and reduce health care costs,
thereby promoting value-based care—and it is critical
that they take on this role, rather than contribute to clini-
cian burden.

9. ACP recommends that training be provided at all lev-
els of medical education to ensure that physicians
have the knowledge and understanding necessary to
practice in AI-enabled health care systems.

To enable safe deployment, comprehensive educa-
tional training programs and resources are needed at
the undergraduate medical education, graduate medi-
cal education, and attending physician levels to address
the knowledge gaps of current health care professionals.
Education and training regarding the foundational con-
cepts of AI; the ethics; clinically effective and appropri-
ate uses of AI in medicine; and the risks and unintended
consequences of AI use, including its effect on health
disparities, should be incorporated into educational
materials.

Physicians are far less likely to use AI tools if they do
not understand, or trust, the output of AI systems.
Therefore, to increase and improve AI use and useful-
ness, the creation and dissemination of clear and com-
prehensive educational materials to clinicians and end
users of AI is crucial. Training should ensure that physi-
cians remain able to make appropriate clinical decisions
independently, in the absence of AI decision support
should such technology become unavailable and more
importantly, for vigilance against errors in AI generated
or guided decisions to protect patient safety.

10. ACP recommends that the environmental impacts of
AI and theirmitigation should be studied and consid-
ered throughout theAI cycle.

Environmental health is defined as the health effects
associated with environmental factors, such as air pollu-
tion, water contamination, and climate change. The
College has called for the health sector to adopt envi-
ronmentally sustainable and energy-efficient practices
to aggressively reduce its greenhouse gas emissions
(81), particularly given that it accounts for 8.5% of U.S.
greenhouse gas emissions overall (82). Although

estimates of health care technology’s toll on greenhouse
gas emissions are limited, we know that substantial com-
putational resources involving immense amounts of data
and energy consumption are required for the develop-
ment of AI models (83). Well before the widespread pro-
liferation of generative AI, it was reported that training
just 1 AI model for NLP can emit 284 019.13 kilograms of
carbon dioxide equivalent—nearly 5 times the lifetime
emissions of the average American car (84). The carbon
footprint of generative AI tools like LLMs is likely much
higher (85, 86).

However, the utility of AI for climate change mitiga-
tion and the extent of the technology’s inherent contri-
bution to climate change are still being explored and
may be up for debate (87). Given the divergent com-
mentary and findings of existing studies about the rela-
tionship between AI and greenhouse gas emissions (87,
88), we believe that efforts to quantify the effect of AI on
climate are necessary but also that the dearth of standar-
dized measures impedes our ability to address the
potentially negative climate effects of AI (83, 89, 90).

Conclusion
Advances in AI and ML tools have presented physicians
and health care systems with various opportunities and
challenges. Despite the historical use of advanced statis-
tical concepts in the provision of health care, a new gen-
eration of technologic tools that incorporate modern AI
andML technologieswarrant caution aswell as optimism. The
widespread clinical health and safety implications of these
advanced AI and ML tools are not yet fully understood by
physicians, and the totality of risks for patients have yet to be
identified. Along with best practices, research, regulatory
guidance, and oversight are needed to ensure the safe, effec-
tive, and ethical use of these technologies. The ACP hopes
that the recommendations in this position paper will inform
the development of guidance and policies related to the use
ofAI andML tools in theprovisionof health care.

APPENDIX 2: HHS AI USE CASES

Use cases at the National Institutes of Health include
“detecting clinicians’ attitudes [emotions, biases, and burn-
out] through clinical notes” (National Library of Medicine)
and assisting adjudicators in “identifying evidence on func-
tion” from lengthy case records in the Social Security
Administration disability determination process (Clinical
Center) (42). Use cases at the FDA, specifically at the
National Center for Toxicological Research, involve detect-
ing sex disparities in opioid drug safety signals using the
FDA Adverse Events Reporting System Public Dashboard
and the platformX (formerly known as Twitter) to determine
whether X data can serve as an early warning system for
opioid issues specific to women; guiding the selection of
drugs for treating COVID-19 by mining publicly available
adverse drug event data (“including the agency’s database,
public databases, and social media data”); and “assessing
and mitigating bias in drug labeling documents” (42).
Other use cases include detecting, validating, and report-
ing biologic-related adverse events from EHRs (FDACenter
for Biologics Evaluation and Research, Office of Biostatistics
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and Pharmacovigilance); detecting stimulant and opioid
misuse and illicit use from clinical notes (Centers for
Disease Control and Prevention National Center for Health
Statistics); and program integrity efforts (for example, fraud
and abuse detection) (Centers for Medicare & Medicaid
Services) (42). Use cases mostly involve AI systems that
were contracted for development (n¼ 77), although others
are developed by HHS (“in-house”) (n¼ 53), commercial
off-the-shelf (n¼ 2), or involved unspecified developers
(n¼ 31) (42).
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