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ABSTRACT 

 

Quasars in space send light across the universe to hit places including the Earth and light 

up and hit or scatter based on anything they hit. Quasars continuously undergo a redshift as 

they travel, and the light given off could be absorbed by gas clouds that they go through. Since 

there is a constant redshift, the different locations of absorptions in these clouds can tell us 

how far away they are from us. It is important for understanding the universe to calculate the 

redshift or the encounter of any Damped Lyman Alpha absorber (DLA). Not only this, but it is 

also much more efficient to automate the process than to do it by hand such as the current 

method does. The Garnett et al.’s MATLAB codebase calculates the redshifts and detects DLAs 

using a machine learning model known as a Gaussian process. In this work, we convert it to 

Python to make it much more accessible and versatile to future progress. This translation 

involved many challenges in finding replacement libraries for functions as well as speeding up 

the code, so it was comparable with the original MATLAB version. Most of the difficulties in the 

translation were found in specifically learning the Gaussian process model and testing each 

quasar to see how well the model does. The results of the translation provide a comparably 

slower but more accessible version of the code that can calculate redshift and detect DLAs 

within a very efficient time frame. 
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INTRODUCTION or BEGINNING OF CAPSTONE 

BACKGROUND 

The Sloan Digital Sky Survey catalog on their specific website lists that there are over 500,000 

observable quasars in our universe that also have redshifts associated with them (“The Sloan 

Digital Sky Survey Quasar Catalog: Fourteenth Data Release | SDSS” n.d.). Quasars themselves 

are supermassive black holes that give off light that travels across the universe in every direction 

(Bañados et al. 2016). In more detail, the light from quasars is progressively shifted toward the 

red end of the spectrum as it travels through the universe due to the expansion of the universe 

(Liu et al. 2020). The broad emission lines they give off from the Broad Line Region (BLR) to 

understand more gas dynamics, accretion inflow and outflow, and black hole masses in space 

since they are usually comprised of one element or another, (Średzińska et al. 2017). In this 

work, we are concerned with using quasars to map and understand Damped Lyman Alpha 

Absorbers or DLAs which are natural hydrogen gas clouds with a high column density of over 

1020 cm-2 (Ho, Bird, and Garnett 2020). DLAs are important because they are the only probe of 

high redshift normal galaxies (Garnett, Ho, and Schneider, n.d.). 

The Sloan Digital Sky Survey website is a database with spectra information for over 

three million astronomical objects (“The Sloan Digital Sky Survey Quasar Catalog: Fourteenth 

Data Release | SDSS” n.d.). In catalog 12 alone, there are 2.5 million results in plates and 

spectroscopy made from light data that came into earth and has been filtered for quasars (Alam et 

al. 2015). The data is in forms of observations using spectroscopy which are necessary to 

ascertain quasars, study their position in detail, and improve the redshift estimates (Bikmaev et 

al. 2020). There is also the filtering and masking that they do to their own data that puts it into a 

much more numerical form for totals like quasar numbers or automated redshift data after using 

some piping analysis software (Alam et al. 2015). 
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 The automation of DLA detection and redshift calculation is very important for the field 

of astronomy especially because the best method of calculation before this was through visual 

inspection which was very slow and cumbersome. (Lyke et al. 2020). There are several different 

analysis pipelines possible. In this work we focus on the use of Gaussian processes to model the 

quasar emission spectra as the previous work did (Fauber et al. 2020). These Gaussian processes 

give coherent results when applied to problems with multiple Gaussian random variables and 

allows for an approximation for the data (Rasmussen and Williams 2006).  Gaussian processes 

are a machine learning technique that provide a Bayesian function interpolation which helps for 

understanding the underlying attributes or function and obstacles that the quasar light hit while 

traveling to the Earth (Ho, Bird, and Garnett 2020). 

 

(Fauber et al. 2020) 

This graph from the MATLAB codebase’s research paper shows how given quasar flux in the 

rest frame the Gaussian process can fit the data and give estimates for the quasar redshift and 

DLA properties (Fauber et al. 2020).  The end result also gives a column density distribution 

function that is comparable to N12 according to the research done already as well as a good ROC 

curve for the redshifts (Fauber et al. 2020). 

 The current automation in MATLAB shows how accurate Gaussian processes are 

compared to other common methods that could be used (Fauber et al. 2020). This codebase also 
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builds on previous analysis and filtering the quasar data in The Sloan Digital Sky Survey Quasar 

Catalog: Sixteenth Data Release (Lyke et al. 2020). The method combines both DLA detection 

and quasar redshift is because these two calculations go hand in hand with how light from 

quasars gets absorbed by DLAs when they hit them (Parks et al. 2018). 

FLOW OF CODEBASE 

The codebase itself starts by downloading and storing all the data needed for learning and 

testing the model locally and then parsing the correct info from the fits files that the astronomical 

data is stored in. After it does this, it creates the learned Gaussian process model and then saves 

that for testing the redshift and DLA detection accuracy with a comparison with the catalog. The 

code performs inference to determine the distribution over the redshift of the quasar and the 

redshift of the DLA through sampling. This generates a posterior conditioned on the data 

distribution estimate for the quantities, from which the maximizing values can be selected as 

estimates for the redshifts. 

 

 This flowchart shows the overall steps that need to be executed to perform the redshift 

and DLA calculations. It also shows each part of the codebase that I modified in order as well. 
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All files use dill, pickle, numpy, pathlib, and os for file manipulation and the like to transition 

between modules. The first file is download_catalogs.py and it first imports libraries such as 

pandas and astropy to hold and manipulate data. It also imports the libraries ssl, wget, and tarfile 

to help in downloading and storing the files in directories for the codebase. Creating the directory 

hierarchy as well as the important files to print for the next phase are the main goals of this 

module. The next module performs the synchronization with the rsynch command that is best 

just used on the command line for ease of access and takes about three to four hours to download 

everything. Now that everything is downloaded, it can be parsed and consolidated into a single 

file in the next module preload_qsos.py. This script imports astropy and resource to read, write, 

and save important values from the quasar spectra data. The preloaded_qsos file that is created 

from this module is directly used by the actual creation of the gaussian process in learning.py.  

This module specifically has functions that it needs to work with imported that fit the end 

model, calculate spectra loss, and work as the objective function for minimization. The learning 

code itself also requires the usual ones, but also requires interpolation and optimization from 

scipy and sklearn as well to process each quasar before optimization. It uses Principal 

Component Analysis (PCA) which is a statistical technique for multivariate problems to reduce 

dimensions and size of information to interpret it better while minimizing information loss. PCA 

is used to initialize the matrix M that holds the important information for the model (Geetha and 

Divya 2021). The log-likelihood of the data is then maximized by tuning the M matrix to 

produce the best possible result for the Gaussian process. The result gets saved in a 

learned_model_data file after it calculates the maximized results that help for DLA detection and 

redshift calculation.  
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Testing requires a Halton sequence to be used to create the samples used to estimate 

where on the Probability Distribution Function (PDF) of the spectra is to reverse it back in time 

for redshift calculation (Fauber et al. 2020). That module uses scipy for everything it does from 

integration to creating a PDF between distributions to fit the data that is stored. The Halton 

sequence is quasi-random which is more efficient than completely random sequences (Fauber et 

al. 2020). The final module of testing imports all the files that were created in the previous 

modules as well as scipy and numba. Scipy is needed for interpolation of datapoints and to 

calculate a base model for the voigt profile to be used in calculating the probability of a certain 

quasar having a DLA. Numba is used to speed up the functions that are called 100000 times by 

precompiling them beforehand. Precompiling them on top of using classes and function calls 

allows for comparable calculations of the new database to the old MATLAB database. The 

predictions and actual results are saved in a processed_qsos file that can then be appended to the 

original catalog to have the predictions for each observation. 

CODE ORGANIZATION 

There are also some general key differences between this new codebase in Python and 

Garnett et al.’s MATLAB codebase. One of these differences is that the beginning modules that 

do the downloading and synchronization are all in Python in the new one while they were 

command line files in the old one. This makes sure that from the codebase is in the same 

language from beginning to end now which improves its organization. Another difference is 

using object-oriented programming with classes to help keep things a lot more organized, 

especially in the testing code with an inner for loop. A third difference between the two 

codebases is the set_parameters file that has changeable values for the other modules. In the 

MATLAB version, the file must run to load the variables into local memory before running any 
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of the other files. The Python version creates a file and loads all the needed parameters without 

need for extra user input before each one. Running them directly makes it easier to get to the 

result without overreliance on external instructions. It also reduces the amount of overhead or 

rerunning that would have to be done in the original MATLAB version. Some functions and 

classes are also separated out into different files in the Python version which helps keep things 

clean and readable to future researchers working with this codebase. Following good object-

oriented programming rules and separation of concerns really helps to make the codebase much 

more accessible to astronomers using it.  

There are also libraries used in the Python version that had to approximate the 

functionality of the MATLAB libraries. The scipy library used optimization for minimization in 

the code file that learns the Gaussian process. The MATLAB version uses minFunc which is 

written to be compiled in MATLAB with mex (Schmidt 2005). The scipy function does take a 

different path compared to minFunc but is comparable when the L-BFGS-B method is used. This 

still allowed the results to be compared and used in the testing code eventually. Another 

organization choice was making the code in the download_catalogs.py that creates the directory 

into a function so that it did not need to be copy and pasted multiple times like in the MATLAB 

codebase. By contrast, the download_spectra.py file is almost the same as the original codebase’s 

version. Interpolation from scipy and solving matrix equations is also very different between 

MATLAB and Python which was one of the major contributors to the longer amount of time that 

the Python takes to execute. In general, MATLAB is a more optimized and faster when dealing 

with matrix math. Some of the libraries used are meant as replacements for the libraries used in 

MATLAB such as wget and astropy. Most of the functionality is very similar in terms of the 

output variables although it does also bring up a large point behind numerical accuracy between 
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the two codebases. The Python code creates the space to hold the large numbers like most 

programming languages while MATLAB holds the matrices directly on the CPU during some 

steps of the algorithm which has more space for significant figures and numbers which 

propagates throughout all the calculations that are made. It is important to remember that both 

languages do hold variables in data structures in general. This is what gives differences in 

numbers in the tenths and hundredths places for the p_dla and p_no_dla posterior probability 

variables in the testing code. For the most part, these differences do not completely change the 

answer that comes out of the testing code. It is very helpful for debugging and reading the 

different aspects of the codebase by adding in classes, functions, and reducing redundant code 

from being reran. 

OPTIMIZATIONS 

After translation of the codebase from MATLAB to Python, three files needed to be 

specifically optimized to complete in a timely manner somewhat comparable to the original 

codebase. One of these files was preload_qsos.py which unpacks the synchronized fits files and 

then parses and saves information to a large file at the end. In this module, 297,301 files are 

opened and closed in a row which provides one major problem of too many file handles open at 

the same time which needed to be fixed. The original method used to open and close these files 

was with a with open command which automatically closes the file after the indent in Python. 

This provides problems with so many file handles being used so it needed to be changed to a 

more direct closing. 
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The finally means that every opened fits file is now force-closed in the loop so that the problem 

with file handlers no longer occurs. Testing and figuring this out required some adjustments with 

file handle limits as well. 

 

Making sure the limit was at the hard limit instead of soft allowed it to go farther but was not as 

helpful as changing the code to close file handles with the finally keyword was.  

 The next file that had needed serious modifications was the learning file that created the 

Gaussian process. It specifically had problems by taking too long in the objective and spectrum 

loss function that were needed to minimize the log-likelihood of the M matrix.  

 

For example, using njit, which compiles spectrum_loss beforehand, saves a lot of execution time 

because spectrum_loss is called 100,000 times in the objective function. 
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Saving time on each of these function calls really can make the difference between weeks and 

months of compute time to finishing the minimization. The code had to be changed to allow 

numba, the library that allows precompilation of functions in Python, to work with it in terms of 

numpy functions. Analyzing the time that each iteration takes also required a callback function 

which is called every iteration as well. Checkpointing with this code is of particular importance 

since it takes weeks to finish execution. Saving the result of each objective function call can help 

the process be restarted and resumed without spending all the time necessary that it did in the 

beginning. This is also utilized in the testing code as well.  

 

 The testing code deals with a voigt profile approximation which is called for 100,000 

iterations for each quasar tested. The voigt profile is used to model and analyze the the radiative 

transfer in the atmosphere which here is the light from the quasars and is like the squared 
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exponential kernel. The first thing we tried was to make the code into Cython so that it could be 

compiled and run faster. While this did increase speed a bit, it was very ineffective to use and did 

not speed up the time spent calculating the voigt_profile. It also made the code organization 

more clunky by requiring extra files and compilation steps that were cumbersome in the original 

codebase. It was necessary to speed up the execution time of voigt so we just made a one-

dimensional interpolation using scipy’s interp1d function that is like the voigt profile curve. In 

terms of accuracy, it is also a proficient approximation since there is the idea that the 

approximation is built on the original voigt_profile function and there is no major problems 

between the two. There is a slight possibility that any edge cases could be problematic, but since 

the underlying graph is relatively smooth, this does not actually introduce meaningful problems 

into the system. 

 

Figure shows an example of what the voigt profile graph looks like and how an example of data points being mapped onto it 
similar to what is done in this codebase (Datchi 2004). 

The lookup time for an interpolation of this function which is one-dimensional (f(x)) is less 

costly then the scipy function by about 30%. This improvement is one important factor for 
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making sure the estimation for redshift and DLA parameters for each quasar takes as little time 

as necessary. It was also critical to be able to use numba on the log_mvnpdf_iid function that 

computes the multivariate normal distribution and log_mvnpdf_low_rank which computes a low 

rank approximation of it instead. Figuring out the timing for these two parts of the code required 

a profiled analysis of the execution of one quasar in Python. One last thing that seemed to 

improve the execution time per quasar in the testing code was separating the inner for loop and 

variables into different classes to allow the program to work better with multiprocessing. These 

improvements got the overall time per quasar from over two hours to around a half an hour in 

total.  

 

 

The timing table was made after analyzing different methods regarding the learning code for the 

Gaussian Process. It found that the code took 4 times as long as the MATLAB code did to 

complete the needed 4000 iterations. This means there needed to be changes when it came to 

different things like solving equations involving matrices. Cholesky Decomposition originally 

takes advantage of the form the matrices that come in to save computation time, but this saving is 

not done in Python as shown by the table. Skipping over the decomposition allowed an 

improvement of about 200 seconds. The numba njit also allows for a much faster version for this 

spectrum_loss function of about 300 seconds saved. This is the version that is used to create the 

model. There was added code that involved changing numpy arrays to tensors used by the torch 

library in Python, but some unit testing on it resulted in worse results than using the precompiled 

version. It is also coupled with checkpointing to allow intermediate results to be saved and used 

as the model due to the incredible amount of time needed for each iteration. Another key 
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optimization that needed to be made was splitting up the quasar testing calculations into ten 

different jobs running at the same time. Doing this significantly reduced the total 30-50 days 

required to complete the redshift and DLA estimation to 5 days. 

Precompiled Cholesky version 940.0832874774933 s 

Precompiled no Cholesky version 724.1295721530914 s 

Interpreted scipy version 752.8827285766602 s 

Interpreted No Cholesky version 1110.870219707489 s 

Interpreted Cholesky version 956.1211833953857 s 

Torch tensor version 889.5732045173645 s 

 

 

RESULTS 

 The results between the two codebases in testing the quasars is very simple to compare 

with three major parts. The three parts are the Maximum A Posteriori (MAP) estimate of the 

redshift of the quasar, the posterior probability of the DLA in the spectrum, and the MAP 

estimate of the DLA redshift. For example, the z_true values, which are taken from the database, 

show that the files were loaded in correctly.  

 



17 
 

The left plot shows how both codebases use the same quasars since the difference between the 

z_true values is exactly 0 for all 1589 of the tested quasars. The right plot shows that the Python 

codebase has good accuracy for the redshifts for all the quasars except one outlier. Taking both 

together shows that the redshift MAP calculations are entirely accurate in the newer codebase 

with the bonus of being more accessible now as well. MAP redshift calculation is not all that the 

MATLAB codebase did either. It also calculated posterior probabilities and redshifts of DLAs 

that the quasar light encountered on the way to Earth. Both codebases have a similar plot for the 

dla_true variable representing the assumption that the quasar has encountered a DLA. Using 

these values with the calculated DLA redshift z_dla_map gives the following plot.  

 

This plot shows that for the DLA calculations that mattered, about 150 quasars, most of the 

calculations are accurate between the two codebases with 120 near 0 meaning that 20% of the 

calculations are inaccurate by as much as 5.5. There are similar results when it comes to the 

posterior probability of DLA detection as well.  
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The left and right plots show the differences between the p_dlas and p_no_dlas calculations in 

the Python and the MATLAB codebases. They are mirror images since the probability that there 

is no DLA encountered by the quasar light is just one subtracted the probability the quasar light 

does encounter a DLA. The bottom plot shows the cumulative distribution of the posterior 

probabilities for the DLAs showing very simply how about 80% of the calculation differences 

are close to zero. It can also be seen that about 20% of the calculations are inaccurate with more 

false positives than false negatives. This means that the translation from MATLAB to Python is 

very accurate for the redshift calculations, and only about 80% accurate for the DLA detection 

and DLA redshift calculations. One final difference is in the length of time taken regarding 

multiprocessing execution on multiple cores. 

 

This bar graph shows how depending on the number of cores used how the Python version 

improves with about half the execution time and goes up when too many cores are used. In 

comparison, the MATLAB has much more consistent and better results.  
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The MATLAB code has ¼ of the total time taken per quasar with more cores than the Python 

version does lending those calculations are more optimized for multiprocessing in that codebase. 

Even so, it should be considered that there are some meaningful differences between the results 

in Python and MATLAB. Some such differences are the amount of time the learning 

minimization code ran for being much shorter in Python and the Halton sequence being different 

in the Python version as well. Nonetheless the numbers are easily comparable showing the 

validity of this translation. 

CONCLUSIONS 

 The differences in the results may be due to a few possibilities. One is that there is a bug 

in the translated code that seriously affects the DLA calculations. If some calculation error was 

uncaught in the testing code, it is probable that 20% of the calculations could come out wrong. 

Future work with the Python codebase could take this into account and do more checking at 

different sections of the code. Another important consideration is the difference in the 

minimization functions between the two codebases. As described earlier, MATLAB uses 

minFunc to optimize the model while Python uses L-BFGS-B method which does produce 

slightly different results. The number of iterations was a lot less for the Python version as well, 

with only 1000 while the MATLAB used 4000 to optimize the model. This can easily propagate 

to the DLA calculations. Checking the differences between the learned MATLAB model and 
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learned Python model could show if that is a major factor in the errors in some of the 

calculations. We might also investigate whether the errors are due to numeric instability in the 

common algorithms in both codebases. Further analysis into this could reveal possible problems 

or problems in robustness of the Gaussian process that may also be present in the MATLAB 

codebase. 

It could be that the tested quasars that detected DLAs in the Python version and no DLAs in the 

MATLAB version could fit the model a lot less in terms of their flux and rest wavelength. 

Finally, the underlying Halton sequence being different in different places could give differences 

in the Python version for some of the quasars while most of the ones that matched came out 

closer to zero as shown in the plots for p_dlas and p_no_dlas. Checking what happens with a 

directly taken Halton sequence from MATLAB could give some worthwhile results if this is 

something that has affected the calculations for some of the quasars. 

 Some important next steps that can be taken involve analyzing using a direct array of data 

from MATLAB for the Gaussian Process and for the Halton sequence separately and then 

together to see how integral to the calculations those differences are. Another step that can be 

taken is taking the subset of quasars that gave different DLA detection probabilities than 

expected and then saving their fluxes and rest wavelengths to analyze how well they correspond 

with the model like the above graph. Some problems between known emission lines could show 

underlying instabilities that lead to the differences in the calculations of DLA redshifts or 

detection probabilities. The Python database can be improved overall as well. Some more 

research into the inner for loop could seriously reduce the time it takes to analyze each quasar 

binging the total amount of time needed for the Python closer to the MATLAB version. 

Currently the MATLAB version takes approximately ten minutes per quasar while the Python 
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version takes 30-45 minutes for each. Some applications and research specifically in using 

pytorch which is a python library specifically designed for use in GPU would speed up a lot of 

the testing calculations for each quasar if the code is written correctly. 

 Overall, the codebase has been replicated through the testing of the quasars with main 

differences only in creating the Gaussian process model, generating the Halton sequence, and 

testing the accuracy of each quasar in calculating the redshift and detecting any DLAs. While the 

original codebase in MATLAB managed to accomplish its tasks of calculating all these 

important features related to quasar spectra data, it was also proprietary and redundant in many 

areas requiring rerunning a set_parameters.m file if MATLAB was closed in between any steps. 

There is also some slight problems with it that have been fixed in the Python version such as the 

process_qsos.m file redefining all_exceptions and all_posdeferrors after the checkpoint code was 

loaded in ruining the ones saved in the checkpoint file. Keeping things in classes and clear as just 

seven files to run in order makes it a lot less of a headache to interpret and work with. Improving 

the readability of the codebase will help further work know what areas to change and experiment 

with as well. Making key changes in organization and optimizing the Python code to work more 

similarly in terms of speed and accuracy will really allow for a much larger path now to working 

with analyzing quasar spectra data using machine learning.    
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