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John Selberg 

IONTRONIC DEVICES WITH BIOLOGICAL 

APPLICATIONS 

Abstract 

Bioelectronics is an exciting field that combines electrical and computer engineering, 

materials science, and biotechnology to develop new tools and therapeutics for the 

health challenges facing society. Iontronics is a subdiscipline within this field that is 

concerned with electronics that operate using ions as a charge or information carrier. 

Iontronics devices have a promising application as interfaces between electronic and 

biological systems as they can control ion concentration gradients and perform charged 

molecule delivery in the biological milieu. Protonics is an aspect of iontronics that deals 

with the movement of protons. Early works on bio-protonic devices displayed the 

application of these devices towards sensing and control of biological components such 

as enzymes and membrane-bound ion channels in the form of specialized proton 

pumps, and pH actuators. The next major step in the maturation of iontronic and 

protonic devices towards bioelectronics is the design, fabrication, and realization of 

these devices in in vitro and in vivo settings. 

This work explores the development of bioprotonic devices for in vitro and in vivo 

applications. Along the way, protonic biosensors and actuators are discussed. For in 

vivo applications, I discuss a non-enzymatic glucose biosensor that is activated by pH-
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shifting protonic electrodes and paves the way for metal-oxide biosensors implants. In 

vitro applications are explored in the context of protonic ion pump actuators. First, I 

present the development of proton pumps designed to break the buffer capacity of 

biological media using high-capacity palladium nanoparticle electrodes as a proton sink 

and source. Then, I iterate on this proton pump design to incorporate microfluidics for 

the long-term control of the membrane potential of stem cells that are cultured on-chip. 

Finally, I introduce adaptive machine-learning as a control method for closed-loop 

experiments with these bioelectronic devices. These results contribute to the field of 

bioelectronics by introducing new means for interacting biology in the form of 

biocompatible iontronic biosensors, protonic ion pumps for long-term cell experiments, 

and closed-loop control methods for long-term experimentation.  
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INTRODUCTION 

1. BIOELECTRONICS 

Beginning with Galvani’s studies on animal electricity (1), bioelectronics has merged 

electronic devices with biology. One theme of bioelectronics is the use of electronic 

devices for the sensing and analysis of specific biological processes often relevant to 

health care (2-6). Another theme is the use of electronic signals for treatment and curing 

of medical conditions. Examples include the pacemaker, neuronal implants, and more 

recently, vagal nerve stimulation for the treatment of inflammation and organ 

malfunction (7). For these applications, typically electronics are adapted to interfacing 

with living systems with the additions of probes and sensor elements. Novel materials 

and strategies are necessary to tailor device properties to the length scales and 

characteristics of the biological environment. One important aspect of the biological 

environment is the prevalence of water and ionic conduction, two elements that do not 

typically merge well with semiconductor devices. Due to these challenges, new 

materials for bioelectronics are being explored, including carbon nanotubes and silicon 

nanowires in nanobioelectronic devices (8, 9), semiconducting polymers in organic 

bioelectronic devices (5), proton-conducting biomaterials and devices for bioprotonic 

(10-12), and ultra-thin semiconductors integrated in compliant plastic and dissolvable 

substrates for transient bioelectronic devices (13). A separate aspect of bioelectronics 

is the development of biological materials as electronic components (14, 15). 

Advantages of these biological materials include added functionality and precise 
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assembly at the nanoscale that reduces the need for complex fabrication strategies (16). 

An exciting class of these devices that incorporate these new materials and approaches 

to solve the challenge of interfacing electronics with biology is iontronics devices.  

This section reproduced from (17). 

 

1.2 BIOTIC-ABIOTIC MISMATCH 

For a century, electronics have been designed to improve and expand our control over 

how information is stored in electrons. Traditional silicon-based electronics are 

composed of hard materials that operate in dry conditions. On the other hand, living 

systems often convey information in the form of ions, small ionizable molecules, and 

chemical modifications, and are composed of soft materials and exist in a wet 

environment. The mismatch between the electronic and biological information carriers, 

materials properties, and environment makes interacting between the two systems 

challenging (Fig. 1.1).  

 



3 

 

 

Figure 1.1. Comparison of traditional silicon electronics, cells, and iontronics. 

 

1.3 IONTRONICS  

Iontronics is a study of the motion and control of ions within an electronic device(18).  

Devices that are produced by this field rely on the role of ions as a charge carrier to 

operate. Iontronic devices address many of the challenges of incorporating electronics 

with biology by translating between electronic and ionic signaling and incorporating 

soft biocompatible materials.  For this reason, ionic actuators and ionic sensors are 

being explored for their ability to interface between electronic and biological systems. 

 

Iontronic devices take advantage of various electronic and materials properties 

advantages of working with ions including low operating voltage, low power 



4 

 

consumption, and high capacitance to operate (19-22). Researchers have developed 

many different iontronic devices and components including ionic diodes, ionic 

transistors, ionic LEDs, ionic memristors, and neuromorphic devices (Table 1.2.1). To 

make these, a wide variety of materials with ionically conductive properties have been 

explored for developing iontronics devices such as inorganic materials including 

metals, oxides, 2D materials and nanotubes as well as organic materials including ionic 

liquids, polyelectrolyte films and hydrogels, conducting polymers, and biopolymers 

(18). Iontronic technologies are very promising for many applications ranging from 

supercapacitors to low-power neuromorphic devices.  

 

 

 

Device Type Examples 

Ionic Resistor 
Ion Pump 

`Organic Electronic Ion Pump (OEIP) 

Ionic Diodes Polyelectrolyte Junctions (23-25) 

Ionic LEDs 
Light Emitting Electrochemical Cell, 

Protonic Light Emitting Diodes (26) 

Ionic Transistors 

Electronic Double Layer Field Effect Transistor (EDLT) (27) 

Ionic Bipolar Junction Transistor (IBJT)(28, 29) 

Organic Field-Effect Transistor (EGOFET)(30, 31) 

Organic Electrochemical Transistor (OECT) (32, 33) 

Protonic Transistor (12, 34) 
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Ionic Capacitors 
Electric Double-Layer Capacitor (EDLC) (35) 

Organic Electronic Ionic Capacitor (36) 

Neuromorphic 

Devices 

Ionic Memristors (37) 

3-Terminal Devices (38, 39) 

 

Table 1.2.1 Iontronic Device Examples 

 

1.4 BIOSENSORS 

Biosensors are a highly studied application of bioelectronics and iontronics that are 

used to sense many properties of biological systems including electric fields and action 

potentials, cell growth, ion concentration, and biological markers. Iontronic devices 

employ various techniques to accomplish these goals (20). Electric field sensing is 

typically performed with high-capacitance electrodes that can detect minute changes in 

the number of ions forming an electric double layer capacitor at the electrode interface 

(40). Impedance based cell monitoring is carried out by monitoring a change in 

conductivity of an electrolyte or a change in the capacitance of an electrode that results 

from the growth (or death) of cells in a layer that block the movement of ions (41).  Ion 

and metabolite sensors often rely on electrochemical or enzymatic reactions to detect 

the species of interest (42). In all of these devices the biosensor is transducing an ionic 

or biological signal into an electrical output that can recorded. 
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1.5 BIOELECTRONIC ACTUATORS 

Bioelectronic actuators are devices that convert an electronic signal into a biological 

output. These devices are promising for biomedical applications because electronics 

are able to provide chronic, precise, and rapid stimulation of biological systems.  The 

need for bioelectronic actuators is particularly evident for long term biomedical 

implants where alternative technologies like microfluidics are not feasible. The most 

iconic bioelectronic actuator is the artificial pacemaker developed in the 1950s(43). 

Generations of pacemakers have since been developed that rely on the same operating 

principle, a voltage applied across cells in the atria or ventricles stimulate an action 

potential which propagates and causes a contraction. Similar control of excitatory cells 

using neural implant actuators for deep brain stimulation is widely successful at 

epilepsy, pain management, and neural psychiatric disorders. The ability to control 

excitatory cells such as cardiomyocytes and neurons reshaped healthcare in the 20th 

century. In the 21st century, alternative methods of stimulation have gained interest to 

expand our control over biology beyond excitatory cells. Alternative bioelectronic 

stimulation methods utilizing electromagenetics, optoelectronics, plasmonics, 

ultrasonics, and iontronics are being explored to realize novel electronic-biotic 

interfacing.  

Iontronic actuators that can directly control the flow of ions are compelling as 

life has evolved in a complex ionic environment and organisms have adapted to sense, 

control, and respond to the presence of ions and ion concentration gradients changes in 

many ways (17).  Beyond atomic ions, ionic molecules and polymers are ubiquitous in 
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nature and necessary for all cellular processes ranging from cell-cell communication, 

chemical energy generation, biological information storage, and enzymatic reactions. 

By achieving control over the movement and distribution of ions and ionic molecules, 

iontronic actuators can communicate with cells in a vocabulary that they are adapted 

for. Iontronic control of ions and charged molecules will expand the ability to interface 

with non-excitatory cells and tissues for biomedical and research applications as well 

for engineering novel functionalities using synthetic biology (17).  

 

1.6 CLOSED-LOOP BIOELECTRONICS 

Nature achieves biological control using feedback wherein molecular sensors and 

actuators work in unison to maintain a steady state such as in homeostasis or achieve a 

desired target state such as in sensorimotor movements (44). The goal of closed-loop 

bioelectronic control refers to the achievement of an intended and predicted response 

in a biological system using bioelectronic devices. Broadly speaking, feedback is the 

feature of using information on system response to past inputs to inform immediate 

action (45). This type of control is referred to as closed-loop control. To this end, efforts 

toward integrating closed-loop control in biological systems have advanced primarily 

in synthetic biology (46-49). Closed-loop control in synthetic biology mimics natural 

systems such as genetic engineering (50-52), automated manipulation of the external 

environment through microfluidics (52, 53), and glucose regulation with an artificial 

pancreas (54). In contrast, relatively few examples of closed-loop control using 

bioelectronics currently exist (55, 56). Machine learning (ML) control strategies are 
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promising for their potential to account for many uncertainties that exist in working 

with complex biological systems and bioelectronic devices for applications of synthetic 

biology and medical devices (Fig. 1.2). 

 

Figure 1.2. A Closed-loop Bioelectronic System with ML-Control of bioelectronic 

actuators using sensor feedback. Reproduced with permission from (57). 

This section reproduced from (57). 
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2. ION TRANSPORT 

2.1 ELECTROLYTES 

Iontronic devices measure or manipulate the movement of ions. Often this transport 

happens within an aqueous environment in the form of electrolyte solutions, wetted 

polyelectrolyte solutions and membranes, and hydrogels. An electrolyte is a substance 

that when solvated disassociates its constituent ions. The extent of this ionization 

differentiates a strong (complete dissociation) or weak (partial dissociation) electrolyte. 

Electrolytes are extremely common in chemistry and biology in the form of salts, acids, 

and bases. Upon ionization the free energy of the solution is reduced. Typically, the 

dissociated ions interact with polar solvent molecules in their environment which 

organize around the ion forming solvation shells (Fig. 2.1). During dissociation, the 

total number of positive charges arising from cations and negative charges from anions 

in an electrolyte remains equal, keeping the charge neutrality. Importantly, these 

dissociated ions are mobile charge carriers and give an electrolyte the property of being 

electrically conductive. This characteristic is exploited in electrochemical and iontronic 

devices. 
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Figure 2.1 First solvation shell for  Na+ and Cl- ions in water. 

 

Much like an electronic in semiconductors and conductors, ions in an electrolyte are 

mobile and can convey electric current. This movement of ionic species is the 

combined effect of diffusion, drift, and convection. For many electronic applications it 

is important to understand the relation of diffusion and drift to ion transport as flow is 

not present.  

 

2.2 DIFFUSION 

Diffusion is the movement of particles (atoms, ions, molecules) down their chemical 

potential (u).  The chemical potential is the energy for diffusion which generally 

decreases with the particle concentration (Fig. 2.2).   
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Figure 2.2. The diffusion of particles down their concentration gradient. 

 

In conditions with a uniform ion concentration where the chemical potential remains 

the same over a given space, there will be no net diffusion of particles. In non-uniform 

conditions, when a particle moves down in concentration from ci to cf the chemical 

potential of the system decreases. This free energy change is associated with the force 

that drives diffusion: 

 ∆𝑢 = 𝑢𝐹 − 𝑢𝑖 = 𝑅𝑇𝑙𝑛 (
𝑐𝑓

𝑐𝑖
)     (2.1) 

Fick’s First Law describes the steady-state diffusive flux (J) arising from this force as 

proportional to the concentration gradient: 

𝐽 =  −𝐷
𝑑𝑐

𝑑𝑥
     (2.2) 

The diffusion coefficient (D) is a constant that relates the diffusive flux to the 

concentration gradient. Diffusion coefficients are determined experimentally and are 
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specific to the particle species and electrolyte environment. Typically, the diffusion 

coefficient scales inversely with a particle’s radius as well as solution viscosity.  For a 

spherical particle in a low Reynolds number solution, the diffusion coefficient is 

approximated by the Stokes-Einstein equation: 

𝐷 =  
k𝑏𝑇

6𝜋η𝑟
       (2.3) 

Here, kb is the Boltzmann constant, r is the particle’s radius, and η the solution 

viscosity.  

 

Fick’s Second Law is an alternate form of the diffusion equation and describes how the 

concentration changes over time due to diffusion: 

𝑑𝑐

𝑑𝑡
= 𝐷

𝑑2𝑐

𝑑𝑥2
     (2.4) 

Fick’s laws are particularly useful for understanding how an electrolyte will behave 

when particles are delivered or removed through electronic or microfluidic means.  
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2.3 DRIFT 

Ionic drift is the conduction of ionic species in an electric field. When an electric field 

is applied across an electrolyte, cations migrate to the negative terminal and anions 

migrate to the positive terminal (Fig. 2.3).  

 

Figure 2.3. Ionic drift in an electrolyte. In an electric field between two electrodes, 

cations will migrate towards the negative electrode and anions will migrate towards 

the positive electrode. 

 

The total current density is the combined effects of the current densities for the cation 

and the anion.  Like the motion of the electron described by electron mobility, an ion’s 

mobility (𝜇i) relates the drift velocity of the migrating ions (vi) to the magnitude of an 

applied electric field (E):  

  𝑣𝑖 = 𝜇𝑖𝐸     (2.5) 
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Eq. 2.6 connects the current density (j) from the migration of ions in this electric field 

with the drift velocity and the charge density. Here c is the ion concentration, z is the 

ion’s valence, and F is Faraday’s constant which is the charge in Coulombs one mole 

of electrons. Using Eq. 2.5, this relation can be rewritten in terms of the mobility and 

applied electric field:   

𝑗 = 𝑧𝐹𝑐𝑣𝑖 =  𝑧𝐹𝑐𝑖𝜇𝑖𝐸    (2.6) 

 The transport flux associated with this current is the moles of ionic species migrating 

in the induced electric field: 

                      𝐽 =
𝑗

𝑧𝐹
= 𝑐𝑖𝜇𝑖𝐸      (2.7) 

Using the Einstein relation: 

         𝐷 =  
𝜇𝑖k𝑏𝑇

𝑧𝑒
     (2.8) 

which relates the diffusion coefficient for an ion to its mobility, the ion flux relating to 

migration in its more standard form is produced: 

𝐽 =  
𝑞𝐷𝑐𝑖

k𝑏𝑇
∇φ =

𝐷𝑧𝑐𝑖

𝑅𝑇
𝐹∇φ    (2.9) 

Here R is the gas constant, and T is the temperature in Kelvin. 
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2.4 NERNST-PLANCK EQUATION 

The electrochemical potential is the combined energy from the chemical potential and 

the electrostatic potential in an electrolyte. This electrochemical potential gradient is 

the driving force for ion transport which combines the effects of diffusion and drift.  

The ionic flux from drift and diffusion is explained by the Nernst-Planck equation:  

 𝐽 =  −𝐷 (∇𝑐𝑖 −
𝑐𝑖

𝑅𝑇
𝑧𝐹∇φ)      (2.10) 

 

2.5 CONVECTIVE TRANSPORT 

Convective transport is the movement of solution resulting from the bulk flow (Fig. 

2.4). This flow can occur due to heat, density, or pressure gradients as well as the 

diffusion molecules in the liquid. Convection is the dominant mode of transport in 

microfluidic applications where molecules are delivered with an applied pressure. Mass 

flux from convective transport is primarily considered in the presence of liquid 

electrolytes as this process is reliant on bulk hydrodynamic flow. This requirement for 

liquid flow means that convective delivery of a species is accompanied by a significant 

volume of solvent molecules.  
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Figure 2.4. Convective Transport 

 A useful assumption is that the transport flux for a species undergoing 

convective transport is a product of the concentration of the given ionic species and 

the velocity (𝑣) of the solution: 

𝐽 =  𝑐𝑖𝑣      (2.11) 

An extended form of the Nernst-Planck equation incorporates flux from convective 

transport:  

𝐽 =  −𝐷 (∇𝑐𝑖 −
𝑐𝑖

𝑅𝑇
𝑧𝐹∇φ) + 𝑐𝑖𝑣           (2.12) 

In most cases convective transport is a more potent mode of transport over diffusion 

and drift and will be the primary contributor to ion transport when present. Convection 

is also the most effective mode for transporting ions over long distances. For these 

reasons, there is extensive study of convective transport in the form of microfluidic 

devices for pharmaceutical, synthetic biology, and healthcare applications. However, 

downsides of convective transport that include a necessary volume change during 

delivery or removal of target species, a lack of species specificity, and co-delivery of 
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other species in the solution (including counterions) bar this transport mode from 

certain applications where these properties are limiting.  

 

2.1.5 POLYELECTROLYTES 

An important subset of electrolytes is composed of polymers which contain a 

covalently bound ionizable repeating unit, these polymer-based electrolytes are called 

polyelectrolytes (Fig. 2.5).  When ionized in the presence of water, the polyelectrolyte 

can become anionic (polyanion), cationic (polycation), or ampholytic (polyampholyte) 

depending on the specific chemistry of the ionizable group (58). These charged groups 

on the polyelectrolyte are fixed on the polymer and are immobile relative to the 

dissociated counterion. The presence of fixed charges along the polymer backbone 

lends distinct electronic and mechanical properties to these materials.  
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Figure 2.5. Types of polyelectrolyte. (A) Polyanion. (B) Polycation. (C) 

Polyampholyte. 

Due to the high concentration of fixed charges, polyelectrolytes are very hydrophilic 

and are readily dissolved in polar solvents such as water. At high concentrations, 

polyelectrolytes can increase solution viscosity or induce gelation and form hydrogels. 

Many biological polyelectrolytes exist as hyperbranched polymers or be incorporated 

into large macromolecules, such as in glycoproteins which are components of many 

naturally occurring hydrogels. The hydrophilic nature and high swelling ability of these 

materials has lent them to a vast number of applications from thickening agents in 

cosmetics and foods to functional materials in water treatment and sensors (59, 60).  

 

Membranes or films composed of polyelectrolytes can be formed through many means 

including spin coating, dip-coating, spray coating, drop casting, and directly 

crosslinking the polymer chains in solution (61-64). These membranes can absorb a 
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large amount of water, an application which has made them useful for developing 

humidity sensors (65). As these membranes increase in hydration, the polyelectrolyte 

ionizes, the counter ions are solvated and can move throughout the material. Ion 

transport in a polyelectrolyte different from the description for electrolytes. The charge 

that remains on the ionizable group of the polymer after ionization is fixed in position 

while the solvated counter ion is mobile. The fixed charges also electrostatically repel 

other ions of like charge, called coions, that may be present in the membrane. The 

implication of this is that for a polycation or polyanion membrane, the material 

selectively supports transport of counterions with a charge opposite of those fixed on 

the polymer. Polyanion and polycation membranes with these ion-selective 

permeabilities are generally referred to as ion exchange membranes (IEMs) (66). More 

specifically, the term anion exchange membrane (AEM) belongs to IEMs that are 

permeable to anions and contain fixed cationic groups, while cation exchange 

membrane (CEM) indicates a material is permeable to cations and contain fixed anionic 

groups. Beyond exclusion based on charge, the porosity of the polymer matrix in an 

IEM can be tuned to further select for ions based on size. For example, a dense IEM 

film may only be permeable to small monovalent ions while an IEM composed of a 

hyperbranched polyanion hydrogel may allow transport of larger molecules.  

 

2.1.6 THE GIBBS-DONNAN EFFECT 

A common occurrence when electrolytes are separated by a semi-permeable barrier 

that allows some of the ionic species in the electrolyte to pass, an uneven distribution 
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of ions occurs on either side of the barrier. Ions that cannot pass through the semi-

permeable barrier electrostatically attract the permeable counterions against their 

concentration gradients (Fig 2.6A). During this process, electroneutrality in the 

solutions is maintained. The unequal distribution of ions from this movement is known 

as the Gibbs-Donnan Effect (Donnan Effect) (67).  

 

The system is at an equilibrium when there is no net movement of ions, at this state the 

system is said to be in Donnan equilibrium. In this state, the electrochemical potential 

on one side of the semi-permeable barrier is equal the electrochemical potential on the 

other side. An electrical potential accompanies this equilibrium state that is related to 

the concentration of ions on either side of the barrier called the Donnan potential. The 

Donnan potential can be calculated with the equation (68): 

∆𝜑𝑑𝑜𝑛𝑎𝑛 =  𝜑1 − 𝜑2 =
𝑅𝑇

𝐹
𝑙𝑛

𝑐1

𝑐2
        (2.13) 

Where 𝜑1 and 𝑐1 are the potential and ion concentration on one side of the membrane 

and 𝜑2 and 𝑐2 are on the opposing side.   

 

The Donnan effect can occur across semi-permeable membranes that are selective on 

particle size, solubility, chemistry, and charge. IEMs are often utilized for charge 

selective permeability to separate cations and anions in an electrolyte. The IEM’s 

counterion can exchange with the counterion species in the electrolyte while the coion 
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is electrostatically repelled in a process called Donnan Exclusion (Fig 2.6B). An 

application that highlights this process is the use of IEMs to soften water by collecting 

metal cations. In the case that two electrolytes are separated by an IEM, the membrane’s 

counterions can transport between the two solutions (Fig 2.6C).  

 

Figure 2.6. Donnan Effect. (A) Donnan Equilibrium for a semi-permeable membrane 

that excludes particles above a set diameter. (B) Donnan exclusion in an AEM blocks 

anion diffusion while allowing cation exchange. (C) Cation transport between two 

electrolytes across an AEM.  
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3. PROTONICS 

The proton (H+), a hydrogen ion with a charge of +1e, is the smallest and simplest ion. 

Protons are ubiquitous and play an essential role in biology and involved in many 

natural phenomena (69), including oxidative phosphorylation (70), proton gated ion 

channels (71, 72), and pH regulation (73, 74).  Iontronic devices that monitor and 

control H+ currents can facilitate the interaction with these processes, these devices are 

known as protonic devices. Examples of protonic devices exist in the form of 

complementary bioprotonic transistors (12), diodes (34), protonic resistive memories, 

fuel cells, and batteries. Protonics are currently being explored as bioelectronic 

interfaces for sensing and actuating biology.  

 

3.1 PROTONIC CONTACTS 

Protonic contacts are made of Palladium (Pd) and Palladium hydride (PdHx) and can 

transduce a current of H+ and OH− into an electronic current at electrode-electrolyte 

interface (12, 75). In common electrolytes, H+ exist as hydronium ions (H3O
+). When 

a Pd contact is immersed in solution and is biased at a negative voltage versus a 

reference electrode, H+ (in the form of  H3O
+) adsorb onto its surface. Upon adsorption, 

a H+ is reduced to H with an electron from the Pd. The H subsequently diffuses into the 

Pd contact and forms PdHx; with x up to 0.6–0.7 (Fig 3.1A) (76, 77). The PdHx alloy 

expands upon absorption of H and the associated mechanical stress may result in 

degradation of PdHx /H
+ conducting material contact. The overall equation for this 

reaction is: 
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Pd + H+ + e– → PdHx      (3.1) 

in which a H+ transfers across the Pd/PdHx solution interface. The electronic current 

at the Pd contact arising from the e– transfer from the Pd to the H+ is monitored with 

an external circuit as IH+ (78). When a PdHx contact is positively biased, H will be 

released back to solution from the alloy as H+ (Fig. 3.1B). 

 

Figure 3.1. Pd/PdHx protonic contacts in aqueous solution. (A) A negatively biased 

Pd electrode will absorb protons forming PdHx, in this process the solution is made 

basic. (B) A positively biased PdHx contact will release protons into solution, shifting 

the solution towards acidic. 

The threshold voltage applied to the Pd contact for the net transfer of H+ across the 

Pd/PdHx solution interface depends on the pH of the solution due to the influence of 

[H+] on the electrochemical potential (Fig. 3.2). As expected, in acidic solutions with 

high [H+] and electrochemical potential, a small negative voltage applied on the Pd 
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contact (V = –0.2 V) is adequate to transfer H+ from the solution to the Pd contact and 

form PdHx. In basic solutions with low [H+] and electrochemical potential, a larger 

negative voltage (V = –0.9 V) applied on the Pd contact is required to transfer a H+ from 

the solution to the Pd contact and form PdHx (79).  

 

Figure 3.2. Voltage dependence of H+ transfer across the Pd/PdHx solution interface 

as a function of pH. Reproduced with permission from (78). 

This section is reproduced with permission and modifications from (80). 

3.2 PROTON TRANSPORT 

A proton’s mobility in water is about much greater than what is expected from typical 

hydrodynamic diffusion models. These models predict a hydronium ion (H3O
+), the 

predominant form that a proton takes in aqueous solutions, that has a diameter of 
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~0.3nm to have a mobility on the order of K+ with a diameter of 0.33nm. Instead, the 

mobility for a proton is about 4-6 times higher (81). The mechanism for this deviation 

was first explained by Theodor Grotthuss in 1806 in a process now known as the 

Grotthuss mechanism. The Grotthuss mechanism is a multistep process. In the first 

step, a hydronium ion aligned is aligned with a network of molecules via hydrogen 

bonding, then the electron density forming the covalent bond between a hydrogen on 

the hydronium ion is swapped with the hydrogen bond from adjacent water molecule. 

Effectively a proton is swapped between the two adjacent molecules. This change in 

electron density propagates along the water chain. At the terminal end of the water 

chain, a proton is produced and appears much more rapidly than the more massive 

hydronium ion would through mass transport. Finally, the water chain reorients the 

restore the original state of the water chain. A proton transported rapidly with this 

mechanism is typically described as ‘hopping’ or ‘tunneling’ along a water chain. A 

hydroxide OH- ion can be transported in a similar manner via covalent/hydrogen bond 

swapping and the Grotthuss mechanism and has a higher-than-expected mobility in 

aqueous environments.  

 

For rapid proton conduction over long distances via the Grotthuss mechanism, a highly 

organized network of water molecules needs to exist. In a bulk electrolyte, the 

conditions for this organization of water are not present and the Grotthuss mechanism 

only occurs over short distances when molecules transiently align via Brownian 

motion. Nonetheless, these short hopping events occur often enough to the increased 
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mobility H+ and OH- in water. As water molecules become more organized through 

freezing or other constraints on the individual molecules, long distance Grotthuss 

transfer can occur (82).  

 

Many natural and artificial processes take advantage of the Grotthuss mechanism to 

improve performance. In these processes, water is organized into ‘water wires’ by 

constricting the volume that water molecules can occupy and localizing them to 

specific locations and conformations via hydrogen bonding (83). Biological proton 

channels make use of water wires to increase the efficiency of proton transport across 

a membrane. An example of this is Gramicidin, an antibiotic protein complex found in 

soil bacteria that inserts in the membrane of gram-positive bacteria and destroys the ion 

concentration gradients across the cell membrane – killing the cell. Gramicidin forms 

a barrel that spans the cell membrane with a pore that is filled with a single row of 

water molecules that are coordinated by acidic amino acid residues (84).  Artificial 

proton channels are used to produce highly efficient proton exchange membranes for 

applications such as fuel cells, water electrolysis, ion exchange membranes, and 

batteries. Nafion is a benchmark proton exchange membrane that has a proton 

conductivity of 50-200 mS/cm (85). Nafion is composed of a highly-sulfonated 

fluorocopolymer simulations suggest that proton transport in hydrophilic regions of the 

material occurs largely through the Grotthuss mechanism and contribute in part to its 

high proton conductivity (86).   
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RESEARCH CONTRIBUTIONS 

4. pH ACTIVATED IONTRONIC SENSING 

This section will discuss work to develop a method for activating and deactivating 

redox-active metal-oxide surfaces though localized pH control. These metal oxides 

surfaces are of interest as they can oxidize many relevant biomolecules in solution, in 

the process an electronic current is collected that is proportional to the biomolecule 

concentration (87, 88). By greatly increasing the amount of hydroxide ions in the 

solution, the metal oxide surfaces become ‘primed’ for catalyzing the oxidation of 

biomolecules. This work discusses a cobalt oxide glucose sensor; however, it is 

translatable to other metal oxide/biomolecule systems.  

Sections 4.1-4.4 are reproduced from (89) with permission. 

 

4.1 GLUCOSE SENSING 

Over 30.3 million people in the US have diabetes, a condition that now affects 18% of 

the worldwide population (90, 91). Typically, a person with diabetes has to monitor 

their blood sugar level (2-20mM range) up to five times a day to regulate their 

metabolism. This monitoring involves the “prick test” to extract the blood, which could 

be painful, especially for children. Patients that avoid or forget to monitor themselves 

could suffer health repercussions. In severe cases, these repercussions can be fatal. 

Continuous glucose monitoring (CGM) that uses minimally invasive sources such as 

sweat is less demanding for patients. It improves healthcare by providing a higher data 
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collection rate with an increased reliability while avoiding the discomfort of the “prick 

test”(92). The glucose concentration in sweat ranges from 0.2mM to 0.6mM (93), thus 

glucose sensing in sweat requires higher sensitivity than in blood. Devices capable of 

CGM are particularly useful and many sensors exist that can detect glucose from sweat 

and tears (94-98).  Google and Novartis have developed the smart Google contact lens, 

in which the sensing, storage, and transmission of the glucose levels occur on the 

contact lens (99). In a parallel path, glucose monitoring skin patches are able to measure 

glucose in sweat (92). All these examples are enzymatic sensors — the current standard 

for continuous monitoring of glucose (100).  These sensors detect the presence of 

glucose by measuring the rate of glucose oxidation from the enzymes glucose oxidase 

or glucose dehydrogenase (101). For each glucose molecule oxidized, this reaction 

transfers an electron through a mediator to the sensing electrode. The sensing electrode 

records this electron transfer either by reading the electrode current or electrode 

potential. Enzymatic glucose sensors are highly sensitive, but the lifetime of these 

sensors is limited by decreasing enzymatic activity with time, this lifespan is typically 

one to two weeks. This relatively short lifetime increases cost and reduces scope (100, 

102).  

 

Non-enzymatic glucose sensors based on metal oxides at the interface with 

nanostructured porous metals or carbon materials have longer lifetime because they do 

not contain a biological component (103, 104). Metal oxide sensors detect glucose via 

the direct oxidation reaction of glucose with an activated metal oxide contact; the 
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reaction results in an electron transfer to the contact which is recorded by the sensor as 

a current (105). A highly sensitive and stable substrate for glucose detection is cobalt 

oxide at the interface with nanoporous gold (106).  However, this sensor only works in 

high pH (pH  11) because it requires the presence of hydroxide ions (107). This 

restriction of working only at high pH is not limited to cobalt oxide sensors but applies 

to many metal oxide and inorganic material-based sensors that oxidize target molecules 

(108).  Thus, the development of metal oxide sensors for CGM applications has 

struggled since bodily fluids such as sweat and tears have a pH range of 4-7 (109). 

Here, we have developed a cobalt oxide-based glucose sensing platform that is able to 

detect glucose in solutions with the same pH as the bodily fluids such as sweat and 

tears. The proposed sensor includes the bioelectronic control of pH in the proximity of 

the cobalt-oxide sensor surface enabling sensing glucose at high pH even in an 

otherwise neutral fluid.   

 

4.2 RESULTS 

The glucose sensor comprises cobalt oxide (Co3O4), palladium (Pd), and silver/silver 

chloride (Ag/AgCl) contacts electrochemically grown on gold (Au) strips defined on a 

glass substrate. The Co3O4 contact is used to sense glucose, the Pd contact is used to 

change the local pH of the fluid, and the Ag/AgCl contacts act as reference electrodes 

that balance the half reactions for glucose and pH modulation respectively (Fig. 4.1A 

and Fig. 4.1B). These contacts are connected to an external circuit board that provides 
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control voltages (Vg for the Co3O4 and VpH for Pd), measures the contact currents (Ig 

for Co3O4 and IpH for Pd), and provides signal analysis and wireless communication to 

a personal computer (Fig. 4.1A). The geometry of the platform consists of long and 

narrow interdigitated contacts with a gap of 20μm. The specific geometry was designed 

with the aim to increase the Ig and IpH currents by increasing the surface area and 

minimize the time for pH diffusion towards the Co3O4 by reducing the spacing between 

Pd and Co3O4 contacts. The novelty of this glucose sensing platform is the ability to 

create localized and transient alkaline conditions (high pH) for glucose sensing to occur 

on the cobalt oxide contact even in neutral fluids (Fig. 4.1C). This transient high pH is 

needed because in neutral pH solution, at low voltage (e.g., Vg = 0.2-0.5V), the glucose 

oxidation reaction does not occur on the Co3O4 contact and thus the presence of glucose 

cannot be detected. To induce local alkaline conditions of a solution starting at pH 7, 

we set VpH= -1V between the Pd and the Ag/AgCl. Pd has the ability to absorb H+ from 

the solution by first reducing H+ into H at the Pd/solution interface and then absorbing 

H into its metal lattice to form PdHx with x  being the atomic ratio of H to Pd and its 

value can reach up to 0.6 (80). In this fashion, our group has already demonstrated 

transfer of H+ to and from hydrated proton conducting polymers (10, 12) as well as 

membrane proteins (110, 111), modulation of solution pH for monitoring enzymatic 

reactions (112), controlling bioluminescence (113), and targeted cargo delivery to cells 

(114). By setting the value of VpH, we control the pH of the fluid by multiple units in 

proximity to the cobalt oxide contact, thus creating a local environment for glucose 

sensing to occur.  when the measurements are done, the pH is restored to its original 
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value, by switching the VpH off which causes PdHx to release its stored H back into 

solution as H+ (Fig. 4.1C).   

 

 

Figure 4.1. Non-enzymatic glucose sensor. A, Schematic of the non-enzymatic glucose 

biosensor. A Pd contact (blue) locally creates basic conditions. In basic conditions, a 

nanoporous Au/Co3O4 (red) contact catalyzes glucose to gluconic acid. Two Ag/AgCl 

electrodes (grey) act as reference electrodes to the Pd and Au/Co3O4. A small 

conditioning board controls the device, acquires current, and transmits wirelessly to 

an external device.  B, Optical image (top) of the modified contacts glucose biosensor. 

Au contacts were modified with Pd, Co3O4, and Ag/AgCl by using electrodeposition. 

SEM image (bottom) of the platform showing the interdigitated contacts with a 20 μm 

gap between each contact. C, operating principle for glucose sensing. When the device 

is on (top), VpH = -1 V, the Pd contact absorbs H+ from the solution and increases its 
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pH. At high pH, the Au/Co3O4 contact is in its more reactive CoO2 oxidized state.  With 

Vg = 0.5 V, the CoO2 contact oxidizes glucose, and the resulting Ig is collected, which 

increases with increased glucose concentration. When the device is off (bottom), VpH = 

0 V, the pH is at physiological values, typically pH 7, no sensing occurs from the 

Au/Co3O4 and Ig = 0 A.  

 

The Au contacts are etched electrochemically by alloying/dealloying in the presence of 

zinc chloride following the protocol previously reported by Lang et al. (106), to 

increase the surface area Fig 4.2 and Fig 4.3) and improve the sensitivity towards 

glucose sensing.  

 

 

Figure 4.2. Au Etch SEM. Un-etched Au (left). Nanoporous Au etch with ZnCl2 in 

Benzyl Alcohol at 120C (right). 
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Figure 4.3. Bare Au vs nanoporous Au Nyquist plot generated from impedance 

spectroscopy measurements. The nanoporous Au has a higher capacitance evident by 

the larger value of the imaginary impedance. 

 

Cobalt oxide is then deposited on the gold surface as Co3O4 and, in solution, undergoes 

a series of oxidation reactions with hydroxide (Fig. 4.4A). These reactions increase the 

oxidation state from Co(II/III) to Co(III) and Co(IV), respectively(107): 

𝐶𝑜3𝑂4  +  𝑂𝐻− + 𝐻2𝑂→ 3𝐶𝑜𝑂𝑂𝐻 + 𝑒−              (4.1) 

and 
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𝐶𝑜𝑂𝑂𝐻 +  𝑂𝐻− → 𝐶𝑜𝑂2  + 𝐻2𝑂 + 𝑒−                  (4.2) 

While both Co3O4 and CoOOH species can oxidize glucose, the primary mechanism 

for oxidation of glucose to gluconolactone in cobalt oxide sensors involves two Co(IV) 

atoms in the reaction (107, 115):  

2𝐶𝑜𝑂2 + 𝐶6𝐻12𝑂6 → 2𝐶𝑜𝑂𝑂𝐻 + 𝐶6𝐻10𝑂6                (4.3) 

In (3), two Co(IV) atoms are reduced to Co(III) as CoOOH. These CoOOH species are 

in turn oxidized back to CoO2, for each Co(III) oxidized to Co(IV), two electrons are 

collected by the cobalt oxide contact and are recorded as current (Ig) (2).  At neutral 

pH, the concentration of hydroxide species necessary to create Co(IV) is low thus 

greatly limiting the glucose oxidation reaction kinetics. At high pH (Fig. 4.4A), the 

cobalt surface contains many more Co(IV) and the glucose oxidation reaction is faster 

allowing glucose detection at lower concentrations respect to neutral pH. For this 

reason, metal oxide sensors and other inorganic sensors that directly oxidize glucose 

operate at high pH (108).  
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Figure 4.4 . Glucose Sensor Operation. A, sensing mechanism of Co3O4 contacts. At 

pH 7, the contact is primarily Co3O4, which does not oxidize glucose. In alkaline 

conditions (pH  11), the contact is now mainly CoO2. CoO2 species react with glucose 
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and are converted to CoOOH. This CoOOH is then oxidized back to CoO2. For every 

oxidized glucose molecule, the contact collects two electrons measured as Ig. B, cyclic 

voltammetry of a nanoporous Au/Co3O4 contact in 0.1M NaCl at pH 7 and 0.1M NaCl 

+ 0.001M NaOH at pH 11 containing 10mM of glucose. C, pH  of 0.1M NaCl (initial 

pH = 7) after pH modulation by a Pd electrode with a VpH = -1V between 10s and 5 

minutes. D, Device operation. Current response of device at a constant voltage Vg = 

0.5V over increasing concentrations of glucose in 0.1M NaCl solution. Pd contacts 

cycle the pH between pH 7 (VpH  0V) and pH 11 (VpH = -1V). During the pH 7 phase, 

glucose concentration is stepped. E. Calibration curve of sensing platform versus 

glucose concentration with a fit for pH 11 and pH 7 induced by Pd for 100sec.  

 

To see the behavior of the sensing element in our platform, we performed cyclic 

voltammetry measurements (CV) using a Co3O4 contact in NaCl solutions containing 

10mM glucose at pH 7 (Fig. 4.4B, black trace) and NaCl with 0.001M NaOH at pH 11 

(Fig. 4.4B, red trace). From the CV it is clear that the glucose oxidation reaction at pH 

7 is barely detectable, while at pH 11 in 0.001M NaOH the peak current associated 

with oxidation Co(III) to Co(IV) after the contact is reduced by the reaction with 

glucose occurs around V = 0.5V (Fig. 4.5). Similarly, we performed CV of glucose in 

pH 12 and pH 13. When the pH increases, both oxidation peak current magnitude 

increases as well as its peak position shifts to lower potential (Fig. 4.6).  
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Figure 4.5. Cyclic voltammetry of nanoporous Au/Co3O4 in 0.1M NaCl pH 7 and 

0.1M NaCl with 0.001M NaOH (pH 11). 
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Figure 4.6. Cyclic voltammetry of nanoporous Au/Co3O4 in 0.1M NaCl pH 7 and 

0.1M NaCl with 0.001M NaOH (pH 11), 0.01M NaOH (pH 12), and 0.1M NaCl with 

0.1M NaOH (pH 13) in the presence of 10mM glucose.  

To reproduce the alkaline conditions found when the glucose sensor is immersed in 

NaOH, we perform pH control in proximity to the cobalt oxide contact using the Pd 

contact with VpH = -1V for different amounts of time (t) in NaCl at pH 7 (Fig. 4.4C). 

For t < 300s the pH increases with time because H+ can transfer from the solution to 

the Pd contact. However, at t= 300 s the solution pH saturates because there is a low 

concentration of H+ while an OH- constant concentration is reached at the interface 

with the Pd. Even with lower VpH = -3V, the solution pH saturates at pH 11-12 (Fig. 

4.7). This transient pH change is reversible when the VpH is returned to 0 V (Fig. 4.8). 

We are limited in the magnitude of VpH by electrolysis of water. We thus choose a VpH 

~ -1V for our glucose sensing. This VpH value corresponds to a solution of pH 11.  
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Figure 4.7. pH changes versus applied VpH in 0.1ml volume of 0.1M NaCl solution 

after 120s. 

For glucose detection, we measure the current at the cobalt oxide sensing contact (Ig) 

with Vg = 0.5V (Fig. 4.4D). However, the increased current from glucose oxidation can 

begin to occur in lower voltage V~0.2V (Fig. 4.6). A low Vg~0.2V can be useful to 

improve the selectivity towards interferent species such as lactic acid and uric acid that 

exist in sweat. During the measurement we cycle the solution pH from neutral (VpH = 

0.3V) to pH 11 (VpH = -1V). At neutral pH, Ig is very small for glucose concentrations 

below 1mM.  However, at pH 11, Ig raises above the noise level and further increases 

with addition of glucose in concentrations from 0.2mM to 50mM during periods of pH 

11 (VpH = - 1V). The resulting Ig is plotted against glucose concentration for 0.1-3mM 

both at pH 7 and pH 11 (Fig. 4.4E). These data clearly show that the glucose oxidation 

is more efficient at pH 11 and is required for better sensitivity of our biosensor. 
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Additionally, a Langmuir isotherm fit corresponding to the adsorption of glucose at the 

surface of the Co3O4 agrees with the experimental data at the concentration range 

between 100μM-3mM. allowing for detection of glucose in sweat concentrations while 

electronically inducing basic conditions in electrolytes of physiological pH. Co3O4 

sensors have shown limit of detection in the nanomolar range in high alkaline 

conditions(107), however, in this work we did not perform measurements for finding 

the detection limit.  At pH 11, the reaction rate, is higher because there are more Co 

(IV) species available to oxidize the glucose. It is worth mentioning that when VpH goes 

from VpH = -1V to VpH  0 the pH in the vicinity of the Co3O4 is higher than pH 7 due 

to slow H+ diffusion. This may result in the increased signal in the black curve of Fig. 

4.4E (pH 7).  

 

 

Figure 4.8. pH changes detected optically in NaCl with pH indicator solution.  The 

palladium contact (black) cycled between -1V and +0.3V vs an AgCl pellet electrode 

for 1 minute at each voltage. The solution switched between an initial neutral solution 

(yellow) at t=0s (left), to basic pH (blue) at t=60s after 1 minute of -1V on the Pd 

(second from left). The cycle was repeated neutral conditions at t=120s after +0.3V on 

the Pd, and basic conditions at t=180s. Scale = 0.4mm.  
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To demonstrate the feasibility of the non-enzymatic cobalt oxide glucose sensor in real 

world continuous glucose monitoring measurements, we developed a prototype low-

cost and low-power miniature board that can apply voltages (Vg, VpH), record and 

condition the signal as well as transmit it to an external device (WI-FI) for storage and 

post processing (Fig. 4.9A). The board includes a WI-FI enabled microcontroller, a 

multiplexer, an amplifier, and analogue to digital converter, and two batteries. We 

connect the board to the cobalt oxide, palladium, and silver/silver chloride contacts to 

the input and outputs of the board (Fig. 4.9B). A high-level schematic is presented in 

Fig. 4.9. The board features two electronic circuits, which are isolated from each other 

and each of them has an adjustable power circuit. The first circuit supplies Vg (from 

10mV to 3.2V) to the Co3O4 contact for glucose sensing to occur, and the second circuit 

supplies VpH (from -1.1V to 0.3V) to the Pd to create the alkaline conditions. We used 

a WI-FI enabled microcontroller (ESP8266,) and a 16-bit analog-to-digital converter 

to measure Ig. Fig. 4.9D shows the experimental Ig current acquired from the glucose 

sensing platform and the circuit board by increasing concentrations of glucose in a 

NaCl solution made to reproduce human sweat. This Ig data is filtered by the 

conditioning board to remove noise and recorded with a customized software in a 

personal laptop wirelessly connected to the microcontroller. Fig. 4.9D shows the 

measured current as a function of time in seconds (gray) as well as the filtered signal 

using a moving average filtering technique with a 1/3 of a second window (black). The 

data is consistent with what we acquired with the bulkier and non-portable potentiostat 
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and semiconductor parameter analyzer and follows the analogous calibration curve 

presented in Fig. 4.4E. 

 

 

Figure 4.9. Integrated biosensor and sensing/excitation board. A. Photo of the 

excitation and signal conditioning board used to provide VpH and Vg and measure the 

current generated by the chemical reaction to determine the glucose level (Ig).  B. the 

biosensor (left) and the microcontroller signal conditioning/sensing board (right) that 

applies VpH and Vg, extracts and amplifies the sensing current, and transmits the results 

via WI-FI for further analysis. Please note that one microscope slide fits 4 experimental 

biosensors. C. The circuit schematic explaining how the components shown in Fig. 3a 

are integrated with the biosensor.  D. Ig vs time recording with microcontroller from 

sensing at 0mM, 0.1mM, 0.2mM, 0.5mM, 1mM, 2mM, 3mM glucose concentration in 

0.1M NaCl solution. 

A B

C D



43 

 

 

 

4.3 DISCUSSION 

We have developed a non-enzymatic metal oxide glucose sensor that is able to detect 

physiologically relevant glucose levels in neutral bodily fluids such as sweat and tears. 

This sensor is superior to other metal oxide glucose sensors because it does not require 

an alkaline fluid for operation. To sense glucose in neutral fluids, this sensor induces a 

localized and reversible pH change with a Pd contact that absorbs H+ from the neutral 

fluid and increases the pH.  This flexibility allows for the seamless integration with 

current glucose sensing platforms such as contact lenses (99), and skin patches (92). 

Respect to the current enzymatic sensors, this metal oxide sensor does not suffer from 

limited lifetime due to enzyme degradation over time. This strategy of controlling local 

pH to enable sensing in neutral biological fluid is broadly applicable to other metal 

oxide and oxidative inorganic sensors for biologically relevant analytes including but 

not limited to ascorbic acid, dopamine, glycerol, ethylene glycol, and nitrite (116).  

 

4.4 EXPERIMENTAL SECTION 

Glucose Sensor Fabrication: Glass slides were sonicated for 20 min in 80% v/v acetone 

and 20 % v/v iso-propanol (IPA), and dried with N2. S1813 (Dow chemicals) 

photoresist was deposited on top of the glass substrates, following standard protocols 

(Spin-coated at 3000 RPM, baked 1 min. at 110 oC), to create the Au patterns. A 5 nm 



44 

 

Titanium adhesion layer and a 120 nm Au layer were evaporated on glass microscope 

slides. Deposition of photoresist was repeated prior to each electrodeposition following 

the same process.  To increase the sensitivity of the sensor, we increased surface area 

of Au strip a process adapted from Lang et al. (106). Nanoporous Au was produced by 

electrochemically etching the 100nm thick Au layer with a solution of 1.5M ZnCl2 in 

Benzyl Alcohol at 120°C. To cycles of a cyclic voltammetry routine from -0.4V to 

1.7V vs AgCl was performed with Zn wire reference and counter electrodes and a 

Metrohn Autolab Potentiostat (PGSTAT128N). This routine corresponds to two rounds 

of Zn-Au alloying/dealloying.  The devices were then washed with 0.1M H2SO4, IPA, 

and di-water. This treatment was only performed on the contact destined for cobalt 

oxide. The nanoporous Au has higher capacitance resulting from a larger surface area. 

Cobalt Oxide was deposited from a solution of 5mM Cobalt(II) Nitrate suspended in 

0.1M H2SO4. A CV routine (-1.2V to -0.2V) with a glass AgCl reference electrode and 

a Pt wire counter electrode. This was performed with a Metrohn Autolab Potentiostat 

(PGSTAT128N). To deposit Pd, we used 10 wt.% Palladium Nitrate (PdNO3), 

purchased from sigma, and diluted with di-water to give a 1 wt.% PdNO3 solution. 

PdNPs were electrochemically deposited onto the Pd contacts using a DC voltage of V 

= -0.3V with a deposition time of 3 seconds with a glass AgCl reference and Pt counter 

electrode (Fig. 4.10). This resulted in a darkening of the contacts where the NPs were 

successfully deposited. The Pd nanoparticles have an increased surface area which 

greatly enhances the pH change effect over planar Pd and area stable over many pH 

cycles (Fig. 4.11, 4.12).  To create the Ag/AgCl electrode, we electrodeposited Ag on 
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top of the Au contact in the reference electrodes by using a constant current of 0.5mA 

for 15s (outer contact) and 0.15mA for 150s (inner contact), from a solution containing 

50mM of AgNO3 and 0.2M sulfuric acid in di-water. A glass Ag/AgCl (V ~ 0.2 vs 

SHE) electrode was used as a reference electrode and Pt wire was used as a counter 

electrode. CV was used to form AgCl on the Ag, by using a solution containing 0.5M 

NaCl in di-water. 5 cycles were carried from -0.5 to 0.9V with a scan rate of 50 mV/s 

(Fig. 4.10). An SU8 photoresist layer was patterned to insulate the Au interconnect and 

define the area of the electrodes.  

 

Figure 4.10. SEM images of nanoparticles. Pd Nanoparticles (left). Ag/AgCl 

nanoparticles (right). 
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Figure 4.11. Cyclic voltammetry of a Pd contact versus Pd nanoparticles contact 

(250x250 µm) showing the increased performance of electrodeposited Pd. The 

current which corresponds to the H+ transfer between solution and Pd is higher for 

electrodeposited Pd. 
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Figure 4.12. Current recording from Pd contact during pH cycling. The Pd contact 

was switched between -1V and +0.3V vs AgCl. The current is reproducible for multiple 

cycles.  

Characterization of Cobalt Oxide Contact: The planar Au, nanopourous-etched Au, 

and nanoporous Au/Co3O4 coated surfaces were characterized by cyclic voltammetry 

in 0.1M NaCl solution (pH 7) vs a glass AgCl electrode (Fig. 4.13). A CV current 

typical gold profile (black) is amplified when the surface area of the contact is increased 

after etching (blue). After deposition of Co3O4, the recorded current is lower than that 

of the nanoporous Au as a result of the oxide film being more resistive, this is true until 

a broad peak at 0.5V which is characteristic of further oxidation of Co3O4.   
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Figure 4.13. CVs on cobalt oxide contact. Cyclic voltammetry of planar Au, 

nanoporous Au, and nanoporous Au/Co3O4 in 0.1M NaCl in the absence of glucose.   

pH Control and Characterization: pH cycling was controlled with an Autolab 

potentiostat connected to the Pd contact and an external AgCl pellet (electrode potential 

value V=0.21 vs standard hydrogen electrode). The quantification of solution pH was 

recorded with a micro-pH meter (Fisher Scientific). Diffusion of pH in the Co3O4 was 

recorded with a Keyence VHX-5000 series digital microscope. The solution was 0.1M 

NaCl initially at pH 7 with a universal pH indicator dye (Fisher Chemical) at a volume 

of 0.1mL. 

 



49 

 

Electrical Characterization (CV): Device characterization was done utilizing both an 

Autolab potentiostat and national instruments (NI) PXI with a digital multimeter 

(DMM) and a source measurement unit (SMU). A custom labview program was 

controlling the NI system. Potentiostat tests were run to gauge the performance of the 

devices, cyclic voltammetry, and frequency response analysis (FRA). 

 

Glucose Measurements - NI and Potentiostat: pH cycling was controlled by an Autolab 

potentiostat connected to the on-chip Pd and AgCl electrodes. The on-chip cobalt 

oxide-AgCl circuit was controlled with an NI PXI with a digital multimeter and source 

measuring unit. Measurements began initially in 0.1M NaCl in di-water. During 

cycling of pH, glucose concentration was increased during periods of pH 7.  

 

Glucose Measurements – Microchip: The board consists of two layers (sides). The WI-

FI-enabled microcontroller (Espressif Systems microcontroller ESP8266) is installed 

on the “front” side while the rest of the electronics on the “back” side. This include: (i) 

an analog amplifier INA122U Texas Instruments, (ii) a 16-bit analog-to-digital 

converter (ADS1115 - Texas Instruments), (iii) a multiplexer (Texas Instruments 

TS5a4624) which together with a fixed +1.4V power supply circuit (ABLIC  S-

13R1A14) and an adjustable (+0.1 to +3.2V) adjustable power supply circuit 

(Microchip  MCP601OT) we obtained the voltages required for the excitation (+0.3V 

and -1.1V), (iv) a power supply (Microchip MCP601OT) for the sensing circuit, (v) 
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two opto-isolator components (Vishay Semiconductor VOS618A) to separate the 

sensing and excitation sides of the circuit board. Measurements were performed 

between the on-chip Pd contact and an external AgCl pellet and the on-chip Co3O4 

contact and an external AgCl pellet. Measurements began initially in 0.1M NaCl, 

glucose concentration was increased during periods of pH 7.  
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5. IONTRONIC ACTUATORS 

5.1 ION PUMPS INTRODUCTION 

This section will present developments on one form of iontronic actuator known as ion 

pumps. Ion pumps are devices that perform precise electrophoretic delivery of ions the 

device and a target solution. Ion pumps typically have at least one IEM that facilitates 

charge selectivity through electrostatic repulsion. Bipolar IEMs can also be used to 

reduce the effects of passive diffusion of ions down their concentration gradients 

through Donnan exclusion. The electrophoretic transport of ions across these 

membranes under an applied electric field occurs through ionic drift and diffusion as 

discussed previously.  

Ion pumps are a promising technology as iontronic biomedical interfaces because of 

their ability to perform spatiotemporal delivery of ions and charged molecules without 

requiring significant volume change in the target solution. Research on ion pumps has 

been ongoing since the mid-2000s when the Berggren group introduced a Ca2+ organic 

electronic ion pump device capable of modulating the activity of neurons cultured in 

vitro on the device (117). In the years since, devices have been developed for injecting 

cations, anions, small charged molecules and neurotransmitters, and larger molecules.  

Ion pumps have been developed in different form factors planar devices for in vitro 

applications, implantable probes for in vivo applications, and even applications for 

interfacing electronics with plants (118, 119). The Rolandi group specializes in ion 

pumps for pH modulation and previously used these devices to modulate the activity 

of enzymes (113).  
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There are several key challenges of iontophoretic delivery with ion pumps. Achieving 

a high-enough rate of delivery to affect the target biology on a meaningful timescale 

requires optimized channel ionic conductivity, electrode charge injection capacity, 

operating voltage, channel length, and form-factor. This problem is enhanced for H+ 

type pumps that will operate in buffered conditions where the buffer capacity of the 

target solution needs to be overcome to alter pH. A challenge for in vitro applications 

with cultured cells involves integrating microfluidics for convective flow of cell culture 

media in the target solution in addition to all the components for the ion pump 

integration. Finally, the control methods for long term experiments on an ion pump 

must be considered as device fouling and the dynamics of a biological system’s 

response to stimulation make open-loop control schemes sub-optimal. Addressing 

these challenges will enable ion pump technology to become a more impactful tool for 

biomedical scientists and synthetic biologists to treat human disease and create novel 

bioengineered systems.  

 

Sections 5.2 is reproduced with permission from (120). 

Section 5.3 is reproduced with permission from (121). 

Section 5.4 is reproduced with permission from (57). 
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5.2 PROTON PUMP IN BUFFERED CONDITIONS 

H+ currents can be found in proton gated ion channels (71, 72) and proton pumps; (122) 

often these currents are coupled to the movement or generation of other chemical 

species such as in oxidative phosphorylation (123). The H+ concentration (pH) within 

a cell affects enzymatic activity, (124, 125) gene expression (126), and is indicative of 

healthy cell function (127). pH regulation in the central nervous system maintains 

healthy neuronal function (128), and pH-affects neuronal excitability. Acidosis plays a 

role in self-termination of epileptic seizures (129). A common trait of cancer cells is a 

decrease of the extracellular pH due to overproduction of lactic acid, acid sensitive drug 

delivery vesicles use this mechanism to locally visualize and treat cancer cells and 

tissue (130, 131).   

 

To induce alkalosis and increase pH, a bioelectronic device needs to specifically absorb 

H+ ions without changing the concentration of other ions in solution. Pd contacts are 

able to specifically transfer H+ to and from solution and proton conducting polymers 

exploiting the specific and reversible Pd/PdHx reaction (112, 113). In this fashion, our 

group has demonstrated localized acidosis and alkalosis to control the rate of enzymatic 

reactions and bioluminescence (112, 113). However, these devices lack the dynamic 

range of the iontronic H+ pumps that allows to lower the pH in solutions with high 

buffering capacity such as brain fluid (β =  2.3x [HCO3
−] ~ 60 mM) (128). Here, we 

combine the large dynamic range of iontronic type H+ pumps with the specificity of 
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Pd/PdHx contacts (132, 133) in a H+ pump that is able to induce both acidosis and 

alkalosis in solutions with high pH buffering capacity (Fig. 5.2.1). 

 

 

Figure 5.2.1. Bioelectronic H+ pump design. a) Schematic and operating principle 

of bioelectronic H+ pump,. Two electrolyte chambers are connected with an 

H+ conducting membrane. A high [H+] solution (right) is at the interface with a 

modified Pd/Ag/AgCl. A buffer solution (left) is at the interface with PdNPs and an 

Ag/AgCl pellet immersed in solution. Application of Vd = 1V between PdNPs-

Pd/Ag/AgCl and Ag/AgCl pellet decreases the buffer potential with respect to 

reservoir, and H+ are transferred from the reservoir (right) into the buffer solution and 
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thus decrease its pH. Application of Vd = -1V increases the potential of the buffer 

solution, and H+ are transferred and stored into the PdNPs, thus the pH of the buffer 

solution is increasing.  b) Perspective photo of the device showing the reservoir loaded 

with acid (HCl) on top of the Pd/Ag/AgCl electrode and the active area with buffer on 

top of the PdNPs electrodes. c) optical image showing a close up of a PdNPs contact, 

the proton bridge, and SU8 pore (40 μm) at the PdNPs/solution interface, scale bar 

200 μm.   

 

5.2.1 RESULTS 

The H+ pump, involves independent electrolyte chambers connected by a proton 

conducting bridge. One electrolyte, consisting of 0.5M HCl is used as a proton source 

(reservoir) and is in direct contact with a Pd contact modified with Ag/AgCl. The other 

electrolyte (target) is a buffer solution in which we induce pH modulation. The buffer 

electrolyte is in direct contact with sixteen square Pd nanoparticle (PdNP) contacts 

(twelve electrodes with an edge of 400 μm, and four electrodes with an edge of 1mm) 

and an Ag/AgCl pellet (Fig. 5.2.1a and 5.2.1b). The contacts are used as multiple inlets 

for H+ to enter the buffer solution in order to modulate the pH in a homogenous way. 

A positively charged membrane was patterned on top of the Pd contacts and between 

the cationic bridge and the buffer solution in order to reduce undesirable H+ diffusion 

from the reservoir to the target electrolyte. Finally, an epoxy resist (SU8) was used to 

separate both the target solution and proton reservoir, insulating the H+ bridge and the 
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Pd interconnects from external stimuli. The SU8 allows for an inlet pore of a tunable 

size between buffer and PdNPs (Fig. 5.2.1c).  

The H+ pump uses one input voltage (Vd) between the Ag/AgCl pellet and the PdNPs 

contacts in order to increase or decrease the pH. The PdNPs contacts are held at the 

same potential with the modified Pd (electrodeposited Ag/AgCl on top of the Pd) 

contact in the reservoir (short circuit) (Fig. 5.2.1a).  When a negative Vd = -1V is 

applied between the PdNP contacts and the Ag/AgCl pellet, H+ are transferred from the 

buffer solution into the Pd contacts, forming Palladium Hydride (PdHx), with x being 

the atomic ratio of H to Pd and its maximum value can reach to 0.6-0.7 (134, 135). This 

results in a reduction of the proton concentration in the buffer electrolyte, thus, increase 

of its pH.(113)  When the Vd is reversed (Vd = 1V), H+ are transferred from the reservoir 

solution, through the cationic selective bridge, to the buffer solution and decrease its 

pH.  

 

In the target electrolyte, Pd contacts were modified with Pd nanoparticles through 

electrodeposition, to increase the surface area, capacitance, and the ability to transfer 

H+ and modulate (Fig. 5.2.2a). A negative voltage (vs. Ag/AgCl) applied to the Pd 

contact as working electrode and a Pd wire as counter electrode deposits PdNPs in the 

presence of a PdNO3 solution. We optimized the process by measuring the impedance 

of the contact at the end of the deposition. For a Pd contact of 400 μm, applying a 

voltage V = -0.6 V for 0.1 seconds deposits PdNP and increases the surface area by 
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~20 fold (Fig. 5.2.2b). For longer deposition times, PdNP start aggregating thus 

reducing the surface area.  We characterized the modified PdNPs contacts with Cyclic 

Voltammetry (CV) in a (4-(2-hydroxyethyl)-1-piperazineethanesulfonic acid) HEPES 

buffer solution. We cycled the voltage of the PdNPs contact between positive and 

negative values, versus an Ag/AgCl reference, for multiple cycles  to monitor 

capacitive ionic currents and currents from interfacial reactions of the working 

electrode. In the case of Pd and PdNPs in HEPES, the main interfacial reaction between 

-1.1V and 0 V is the absorption and release of H+. In the PdNPs  the number of H+ 

transferred at the PdNPs/electrolyte is 10 times higher than for the pristine Pd contact 

as measured by the current in the CV. (Fig. 5.2.2c). Threshold voltages for H+ are also 

lower for PdNP. Absorption of H+ into PdNPs begins at V = -0.73V compared to planar 

Pd at V = -0.8V. The release of H+ starts at V = -0.4V compared to V = -0.3V for planar 

Pd. Additionally, the slope of the current dI/dV = G for the transfer of H+ into the 

electrolyte is ~20 times larger than for planar Pd. As a result of the more efficient H+ 

transfer characteristics, the PdNPs contacts modulate the pH in buffer conditions at 

least 10 times more than a planar Pd contact. A 250 μm square PdNPs contact induces 

a dpH ~ 0.5 in 1μl of a HEPES (β = 23 mM), compared to a negligible  change in pH 

induced by planar Pd (Fig. 5.2.2d).  
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Figure 5.2.2. Electrodeposition of PdNPs on top of Pd. a) schematic showing the 

electrodeposition. In the presence of PdNO3, a negative voltage of V = - 0.6 Vs Ag/AgCl 

reduces the Pd cations on top of Pd and creates PdNPs b) impedance measurements of 

PdNPs modified contact and a Pd contact. The PdNPs contact exhibits a lower 

impedance, which means higher capacitance/surface area c) CV of a 400 μm Pd and 

PdNPs modified contacts in HEPES buffer. The CV shows the voltage regimes of H+ 

transfer into the (Pd–PdH) and H+ transfer to the electrolyte (PdH-Pd). Additionally, 

the current magnitude for PdNPs electrode is ~10x higher. d) pH modulation of 1 μL 

HEPES from a 250 μm PdNPs and Pd contact. 
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Figure 5.2.3 shows how the device modulates the pH towards acidic and basic 

conditions. The PdNPs contacts are fixed (short circuit) at the same potential with the 

Pd/Ag/AgCl contact at the reservoir solution. To operate the device as a H+ sink 

(increasing pH), a negative voltage (Vd = -1V) is applied between the PdNPs-

Pd/Ag/AgCl and the Ag/AgCl pellet. At this pH and potential difference, H+ are 

transferred from the buffer solution into the PdNPs contacts.  The current has a transient 

capacitive behavior, which is typical for Pd contacts during H+ absorption and it is then 

stabilized to a constant negative value (Fig. 5.2.3a).(113) For every H+ that enters the 

PdNPs contact, a Cl- is transferred from the buffer into the Ag/AgCl in order for the 

solution to maintain charge neutrality. In the H+ delivery mode (decreasing pH), a 

positive voltage (Vd = 1V) is applied between the PdNPs-Pd/Ag/AgCl and the Ag/AgCl 

pellet. During this step, H+ travel from the reservoir to the buffer solution decreasing 

its pH.(128) The current is mainly resistive with a small initial capacitance, and a 

magnitude of 30-40 μA. The capacitive portion of the current can be attributed to 

negatively charged ions, mainly OH-, that adsorb on the PdNPs a positive potential 

(Fig. 5.2.4).(136, 137) A much higher initial capacitive current occurs when the PdNPs 

contacts are preloaded with H+ (Fig. 5.2.5).(134) Consecutive pulses between Vd = 1V 

and Vd = -1V for 60 seconds (Fig. 5.2.3a) exhibit reproducible current behavior, and 

consequent pH oscillations. Figure 5.2.3b shows the pH changes for a 50 μl of HEPES 

buffer upon an applied Vd = 1V and Vd = -1V for 120 sec. The pH changes were 

calculated from the current by using the Henderson-Hasselbalch equation for the 

specific buffer.(122) The calculated pH is in agreement with the experimental 
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measurements of pH that were performed with a micro pH meter. The pH changes in 

figure 5.2.3b are calculated for the overall volume of the HEPES buffer. Transiently, 

the pH changes are largest close to the Pd contacts, and subsequently propagate by 

following diffusion reaction phenomena. 

 

Figure 5.2.3c and 5.2.3d show localized pH changes that are induced by individual 

PdNPs contacts. A basic pH is induced on top of a PdNPs contact (blue), when Vd = -

1V (Fig. 5.2.3c). The pH close to the PdNPs contact is higher compared to bulk of the 

solution, this pH gradient will slowly diffuse throughout the bulk solution until 

equilibrium is reached. When the voltage is reversed (Vd = +1V), the pH locally 

changes from basic (blue) to acidic (red) on top of the Pd contact (Fig. 5.2.3d). This 

illustrates the contribution of a PdNPs contact that is preloaded with H+ towards higher 

and faster local pH modulation, because the release H+ back in the electrolyte and 

subsequently adsorb OH- on their PdNPs surface. By controlling parameters such as 

the duration of the input voltage and number of PdNPs contacts, the H+ pump can 

achieve global and local pH changes in biological buffers.  
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Figure 5.2..3. Protonic pH modulating circuit in action. a) To increase the buffer pH, 

a negative voltage Vd = -1 V is applied between PdNPs-Pd/Ag/AgCl contacts and the 

Ag/AgCl pellet in the buffer electrolyte transfers the H+ into the PdNPs. The resulting 

Id has a typical Pd-PdH behavior with steady state of -40 μA. To decrease the pH, a 

positive voltage Vd = 1 V between the PdNPs-Pd/Ag/AgCl and the Ag/AgCl electrode 

in the buffer electrolyte transfers the protons from the reservoir into the buffer 

electrolyte. b) Calculated pH for Vd = - 1V (blue) for 120 sec and Vd = 1V (acidic) for 

120 seconds on HEPES buffer. c) Optical image showing basic pH (blue color) in 

HEPES buffer with a pH indicator from an individual PdNPs contact. d) Optical image 

showing acidic pH (red color) in HEPES buffer with a pH indicator from an individual 

PdNPs contact.  
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Figure 5.2.4. Behavior of PdNPs contact. CV of PdNPs contact vs Ag/AgCl shows a 

oxidative current from starting from 0.7 V until 1V(orange). This current is attributed 

to the OH- adsorbing on the surface of the Pd. 
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Figure 5.2.5. Proton pump creating initially acidic pH. When PdNPs have not 

absorbed H+ into their structure (pure Pd), the current is mainly resistive with a 

small initial capacitance (curve 1). The initial capacitance can be attributed to the 

OH- adsorption onto the PdNPs surface. After loading the PdNPs with H+ (curve 2), 

the current has a higher initial capacitance (curve 3) due to the combination of H+ 

release from PdHx and subsequent OH- adsorption.  

 

To demonstrate the ability of our device to control pH in physiologically relevant 

conditions, we used acid-sensitive microparticles loaded with a pH sensitive dye 

fluorescein diacetate (FDA) in buffered conditions as a proof-of-concept target.  By 

switching the environment between basic and acidic conditions we observed the 

degradation of the microparticles, release of FDA, followed by hydrolysis in basic 

conditions to fluorescein yielding an increase of the dyes fluorescence (Fig. 5.2.6a). 

The microparticles, which are based on dextran tagged with rhodamine, were 
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synthesized as previously described.(131) The microparticles, with average size of 2 

μm and concentration of 1mg/ml, were dissolved in HEPES buffer of pH 7.4 and then 

were exposed to four conditions; control groups in solutions set at physiological pH 

7.4, acidic pH 6, and basic pH 8, as well as a device modulated acidic then basic 

treatment switching the pH from neutral to acidic then to basic. 

 

Figure 5.2.6. Degradation of acid sensitive microparticles with H+ pump: a) Schematic 

of dextran-based acid-sensitive microparticles. The microparticles decompose in 

acidic conditions and release fluorescein diacetate (FDA). Under basic conditions, 

FDA hydrolyses and is converted to fluorescein, which in turn shows increased 

fluorescence. b) histogram showing fluorescent intensity of microparticles (red) and 

released (green) fluorescein, in four different pH conditions: normal (pH 7.4), basic 
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(pH 8), acidic (pH 6), acidic+basic (first pH 6, then pH 8). The pH changes were 

induced by the H+ pump using 8 PdNPs contacts. 6 of them with size 400x400 μm and 

2 of 1x1mm and openings of 100 μm. c, d) Overlay images showing both red 

fluorescence (red dots) of rhodamine labelled Ac-Dextran micro-particles and green 

fluorescence intensity (GFP) of fluorescein released from the particles on top of a 

PdNPs contact at pH 7.4 and at pH 6 and 8, respectively. Scale bar 50 μm.   

 

To degrade the microparticles, acidic conditions were induced by applying Vd = 1V, in 

the presence of 20 μl of Ac-Dex MPs. After 180sec, The pH of the solution, which was 

monitored by a pH microelectrode, reached at pH 6. We incubated the solutions for 24 

hours in sterile dark conditions, and then we induced basic conditions (pH 8) to 

hydrolyze FDA. Figure 5.2.6b shows the extracted fluorescence intensity of green 

(FDA-Fluorescein) and red fluorescence (Rhodamine) for the samples that incubated 

in the four different pH conditions. The green fluorescence intensity of the samples that 

were exposed to the acidic then basic conditions was the highest, validating both the 

degradation of the particles in pH 6 and the subsequent FDA hydrolysis. At pH 7.4, 

green florescence intensity was observed at the surroundings of the microparticles (Fig. 

5.2.6c). at pH 6, green fluorescence is not detected (Fig. 5.2.7a). This is expected for 

two reasons, FDA is not hydrolyzed and fluorescein does not exhibit fluorescence at 

acidic pH.(138, 139) At pH 8, there is a higher green fluorescence intensity (Fig. 

5.2.7b), which indicates that the Ac-Dex MPs release FDA, however, the intensity is 

half compared to the samples of interest (Fig. 5.2.6d). The fluorescence intensity in the 
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samples of interest is the highest, it has a homogenous distribution with highest 

intensity on top of the electrode surface.  

 

 

Figure 5.2.7. Acid sensitive microparticles degradation. a) Overlay red fluorescence 

(red dots) of rhodamine labelled Ac-Dextran micro-particles and green fluorescence 

(GFP) of fluorescein released from the particles on top of a pore of a 100 um PdNPs 

contact in pH 8. pH was increased by the PdNPs contact upon a Vd = -1 V vs an 

Ag/AgCl pellet. b) Overlay red fluorescence (red dots) of rhodamine labelled Ac-

Dextran micro-particles and green fluorescence intensity (GFP) of fluorescein 

released from the particles in pH 6 on top of the opening of a 100 um PdNPs contact. 

pH was decreased by upon a V = 1 V vs an Ag/AgCl pellet. Scale bars 50 um.  

 

5.2.2 DISCUSSION 

The Pd based H+ pump is capable of both increasing and decreasing pH in buffered 

conditions. The H+ pump can increase and decrease pH with an electronic input, Vd. 
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This pump is based on an array of Pd contacts modified with Pd nanoparticles to 

increase surface area and contact capacitance. These contacts are connected to a H+ 

reservoir via a polymer proton conducting bridge. The H+ reservoir affords a large 

supply H+ for extended pH modulation. As a proof of concept, we stimulated the 

degradation of acid sensitive microparticles, by reducing the solution pH. The 

microparticles released FDA, a pH sensitive fluorescent dye, and by inducing basic 

conditions, the fluorescence of the dye was increased. The platform can repetitively 

control the pH in buffer conditions and can be used for a variety of applications 

including delivery of cargo to cells(140) and control of those biochemical reactions in 

which pH plays an important role.  

 

5.2.3 EXPERIMENTAL 

Device fabrication: Microscale H+ pump was fabricated using photolithography (Fig. 

5.2.8). Glass slides were sonicated for 20 min in 80% v/v acetone and 20 % v/v iso-

propanol (IPA), and dried with N2. S1813 (Dow chemicals) photoresist was deposited 

on top of the glass substrates, following standard protocols (spin-coated at 3000 RPM, 

baked 1 min. at 110 oC), to create the Palladium (Pd) patterns. Chromium (Cr) 5 nm 

and Pd 100 nm were evaporated using an e-beam evaporator, and a lift-off 

process (sonication in 80% v/v Acetone and 20% v/v IPA for 5 min) defined the metal 

contacts and interconnects. An additional S1813 process defined the area of 

the Pd contacts for Palladium nanoparticles (PdNPs) deposition, while the metal 

interconnects were insulated. After PdNP deposition, the photoresist was 
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striped with acetone and the samples were activated with oxygen plasma 100 RF for 2 

min.  

 

 

 

Figure 5.2.8. Fabrication process of the H+ pump. Step 1) photolithography and 

Palladium thin film evaporation. Step 2: photolithography for defining the Pd electrode 

and electrodeposition of Pd to create Pd nanoparticles. Step 3: photolithography to 

define the PVA:PSS bridge and the PEI:APTES selective membrane with subsequent 

O2 etching. Step 4: photolithography of SU8 photoresist to seal the interconnects and 

define the contact with the electrolyte.  

 

A blend of 8 wt% Polyvinylalcohol (PVA) with 2 wt% polystyrenesulfonic acid (4:1 

weight ratio) was thoroughly mixed (PVA:PSS solution) and sonicated for 45 min. 

The PVA:PSS solution was filtered with a filter porous size of 0.8 μm and was spin-

coated on top of the samples at 3000 rpm for 30 sec and baked 

in 120 oC for 45 min, yielding a film thickness of 800nm. A positive photoresist Dow 

SPR220-4.5 was spin-coated and patterned to define a pattern 
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for a polyethyleneimine (PEI) membrane which was spin-coated at 1000 rpm, with a 

ramp up of 200 rpm/s, for 30 seconds and then baked at 70 oC for 20 minutes. The PEI 

membrane was coated with an additional layer of S1813 (same process) to cover the 

area on top of the contacts.  This layer was patterned with exposure to UV light for 12s 

at a power of 8mW/cm2 and developed with MF26A developer for 90 seconds. The 

samples were etched with oxygen plasma (O2 15 sccm, Power 200 Watt for 

11 min). A developed monolayer of GOPS on top of the glass was formed by chemical 

vapor deposition under vacuum in 90 oC for 2 hours.  On top of this was spin-coated 

the final insulating layer of SU8-2005 at 3000 rpm for 30s  

 

Pd Nanoparticles deposition: 10 wt.% Palladium Nitrate (PdNO3), purchased from 

sigma, was diluted with di-water to give a 1 wt.% PdNO3 solution. PdNPs were 

electrochemically deposited onto the Pd contacts using a DC voltage of V = -

0.6V with a varied deposition time between 0.1 – 10 seconds. This resulted in a 

darkening of the contacts where the NPs were successfully deposited.   

 

Ag/AgCl Nanoparticles deposition: Ag was electrodeposited on top of the Pd contact 

in the reservoir, by using a solution containing 50 mM of AgNO3 and 0.2 M sulfuric 

acid in di-water, by using a constant current of 1mA for 160 seconds. 

Ag/AgCl electrode was used as a RE and Pt wire was used as a CE. Then CV was used 

to deposit chloride on top of the Ag, by using a solution containing 0.5 M NaCl and 0.2 
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M HCl in di-water. 5 cycles were curried from -0.45 to 0.9 V with a scan rate from 

0.1V /second (data not shown).  

 

PVA:PSS Bridge:  The bridge was created by mixing PVA 10 wt.% in di-water with 

PSS 30 wt.% that resulted in  a mass ratio of 4:1 with final PVA concentration 8 wt.% 

and PSS 2 wt.%. This 10 wt.% PVA (Mw ~89,000-98,000 99% Sigma-Aldrich) powder 

was dissolved in di-water while heating in a microwave oven for a total of 30 seconds, 

during which, at 5 second intervals the microwave was paused, and the solution was 

thoroughly vortexed. Upon continuous mixing, a 30 

wt.% solution of Na+PSS- solution (Sigma Aldrich) was slowly added into the 

PVA, afterwards, the blend solution was sonicated for 45 min.  Prior to the deposition 

the viscous solution was filtered with a commercial PET filter of 0.8 μm porous size.   

 

PEI:APTES Membrane: To reduce unwanted H+ diffusion, we patterned a 300nm thick 

membrane consisted of polyethyleneimine (PEI) crosslinked with 3-

aminopropyltrimethoxysilane (APTES) at a weight ratio of (1:1) with a final 

concentration of 3 % weight ratio in di-water. In physiological and acidic pH, the 

positively charged amine groups of PEI and APTES repel positively charged H+, acting 

as a barrier to undesirable H+ diffusion. Crosslinked APTES groups stabilized the 

film. The positively charged PEI membrane solution was created by 

mixing Polyethyleneimine (PEI: Mw ~800 Sigma-Aldrich) with (3-

Aminopropyl) triethoxysilane (APTES) at a weight ratio of 1:1 with the final 
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concentration of 3 wt.%. This mixture was spin-coated onto devices at 800rpm, with a 

ramp of 200rpm/s, for 30s and then baked at 60 oC for 20 minutes.  

 

Characterization: Device characterization was done utilizing both 

an Autolab potentiostat and national instruments (NI) PXI with a 

digital multimeter (DMM) and a source measurement unit (SMU). A 

custom labview program was controlling the NI system. Potentiostat, tests were run to 

gauge the performance of the devices, cyclic voltammetry, and frequency response 

analysis (FRA).    

 

Fluorescence measurements: All the fluorescence intensity measurements were 

performed by a Keyence BZX microscope and analyzed with an ImageJ software.   

Synthesis of pH sensitive AcDex Microparticles (MPs): pH-

sensitive acetalated dextran (Ac-Dex) was synthesized by following and modifying a 

previously described method.(131)   

 

pH-triggered MPs deformation: 1 mg/mL Ac-Dex MPs were dissolved in HEPES 

10mM buffer (pH = 7.3). The particles were sonicated for 45min. For each 

measurement 20μl of solution was drop casted on top of the device. a negative V = -

1V vs Ag/AgCl pellet was applied for 2 min, during which, the pH increased from the 

initial pH = 7.3 to pH = 8. The pH of the solution was monitored by a micro-pH 

electrode (Fisher Scientific).  
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5.3 CLOSED-LOOP PROTON PUMP FOR ACTUATION IN CELLS 

Life is built upon closed-loop feedback and regulation systems that maintain a delicate 

balance of environmental and metabolic conditions that support cellular function (141, 

142). Bioelectronic devices interface electronic devices with biology with potential for 

sensing and actuation (17, 143-147). A challenge for bioelectronic devices is translating 

between ionic and biochemical signals that dominate biology into electronic currents 

in the devices and vice versa. Iontronics addresses this challenge by modulating ions 

directly at the device level rather than electron and holes as in traditional 

semiconductors (148). Electrophoretic ion pumps mediate the delivery of ions and 

charged molecules with an induced electric field (117, 149) to treat epilepsy (148), 

chronic pain (150, 151), inflammation (152), and to actuate movement in plants (153). 

Additionally, bioprotonic devices can sense and actuate the flow of H+ in field effect 

transistors (H+-FETs) (112, 154-156), enzymatic logic gates (112), and ion channels 

(157, 158).   

 

A cell’s resting potential, Vmem, is an electrical control signal that occurs between the 

interior of the cell and the extracellular environment regulated by ion channels (159-

162). In non-excitable cells (163), Vmem affects cell physiology and functions such as 

proliferation, differentiation, migration, and apoptosis, as well as cell-cell 

communication, and large-scale morphogenesis (164, 165). Recently, optically 
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actuated capacitors have achieved transient Vmem control in oocyte cells (147). The 

ability to control Vmem for long-term is an essential enabling step to the modulation of 

cell function, metabolism, and morphogenesis, especially in bioengineering, 

regenerative medicine, and synthetic morphology applications (166, 167).  

 

Controlling cells with bioelectronics is difficult due to the complexity of cellular 

response to changing environmental conditions. Cellular processes are hard to model 

due to noise and uncertainty (168, 169). This complexity limits most examples of 

biocontrol to simplified systems such as synthetic gene networks engineered with 

feedback to achieve noise rejection and adaptation (170-179). As the complexity of 

biological systems scale up, the challenge of feedback design increases. Without a 

model, a standard approach to bioelectronic control would require information a priori 

of how the biological variable will respond to an electronic stimulus (52, 180). This 

information is often not available. In addition, such an approach does not account for 

potential adaptation in system response or unknown changes in the environment or 

device response.  For example, the commonly used controller in practice, known as the 

Proportional-Integral-Derivative (PID) controller, might not function properly when 

the system under control is exposed to the uncertainties, nonlinearities, and unknown 

disturbances caused by undesired phenomena such as varying environmental 

conditions (181-183).  
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Machine learning (ML) has successfully controlled biological systems when offline 

training and large datasets are available a priori (184-187). However, deep-learning 

ML methods such as deep neural networks, deep recurrent neural networks, and 

generative adversarial networks are slow to update in response to system changes. Real-

time ML-based methods, such as adaptive ML algorithms, in combination with tools 

from control theory learn and respond to different operational conditions (188-190) and 

are able to work with nonlinearities, noise, and system uncertainty that are typical of 

cells or bioelectronic devices. Here, we leverage a single layer neural network with a 

“sense and respond” (191) composed of radial basis functions (RBF). RBF  act as 

universal approximators (192) and are fast converging, thus ideal for real-time control 

applications (190, 193).  

 

Here, we demonstrate an array of bioelectronic proton pumps (194, 195) merged with 

an adaptive machine learning-based controller that can provide control of Vmem for an 

extended amount of time (Fig. 5.3.1). In brief, a bioelectronic proton pump array adds 

or removes H+ from solution and changes [H+] in proximity of human induced 

pluripotent stem cells (hiPSCs) (Fig. 5.3.2).  In hiPSCs, an increase in extracellular 

[H+] results in cell depolarization (lower Vmem) and a decrease in extracellular [H+] 

results in cell hyperpolarization (higher Vmem) (196, 197). We measure relative changes 

in Vmem of the cells using ArcLight, a fluorescent reporter for membrane voltage that 

we expressed on the cell membrane(198).  To monitor and control the dynamics of 

Vmem in real-time, fluorescent images are taken at regularly spaced time intervals. To 



75 

 

set and maintain a specific Vmem value for a given cell, we control the system using a 

machine learning (ML)-based algorithm that maps changes in Vmem to prior H+ stimuli 

from the proton pump. Using this information, the ML algorithm decides whether the 

[H+] surrounding a specific cell should be increased or decreased to achieve the desired 

Vmem value and sends a control voltage (VH+) to the proton pump in the array thus 

closing the control loop. The algorithm is not trained on any data a priori and makes no 

use of a model for either the bioelectronic device or the fluorescently tagged hiPSCs. 

Based on the target goal and current state, the parameters of the neural network are 

updated in between the time-lapse fluorescent images such that the “learning” happens 

in real-time and the target Vmem is ultimately achieved.  
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Figure 5.3.1. Closed-loop bioelectronic control of Vmem. An adaptive learning 

algorithm controls a proton pump array to change the pH of extracellular fluid and 

alter Vmem  to a target value, Vmem is measured by a fluorescent indicator for feed back 

to the control algorithm. 
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Figure 5.3.2. Subsystems of the closed-loop bioelectronic platform. An adaptive ML 

algorithm communicates a control voltage wirelessly to a stimulation board which 

controls an array of proton pumps and induces pH gradients around hiPSCs. 

Fluorescence imaging is used to record the Vmem  of these cells which changes in 

response to variation in pH, images are transferred to an image analyzer that samples 

regions of the image before being feedback to the ML controller.  

 

5.3.1 RESULTS 

Each individual pump within the array is made of a Palladium/Palladium Hydride 

(Pd/PdH) contact that is able to transfer H+ to and from the solution depending on an 

applied voltage VH+ (Fig. 5.3.3A) (112). Previously described proton pump arrays(194, 

195) were fabricated on transparent substrates with integrated microfluidic channels to 

enable on-chip cell culture and monitoring of device performance and cell responses 
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via fluorescence microscopy. The reservoir and target chambers consist of two 

microfluidic channels with 40 μm tall side walls and a ceiling of transparent 

microfluidic tape. At the closest point, the reservoir and target chambers run parallel to 

each other with a distance of 1mm, with the ion bridge (brown lines) connecting the 

two solutions (Fig. 5.3.3B). A 2 mm diameter window is excised from the microfluidic 

tape and aligned to the array of 100 μm x 100 μm  proton pump array pixels aligned in 

a 5x4 grid with a 250 μm pitch in the target chamber prior to sealing the fluidics to 

allow for interfacing with removable polydimethylsiloxane (PDMS) slides through 

clamping (Fig. 5.3.4). The microfluidic channels allow for distinct electrolyte solution 

to be flown within the reservoir and target channels. Silver/silver chloride (Ag/AgCl) 

electrodes located in the reservoir and target channels are paired with the Pd/PdH 

electrodes located beneath the ion bridge at each pixel in the proton pump array to 

control ionic flux in and out of the device. A positive value for VH+ applied between 

the array pixel and the Ag/AgCl electrode in the target channel will release H+ into the 

target channel thus increasing [H+] of the solution (Fig. 5.3.3C), a negative value for 

VH+ will absorb H+ from the solution into the contact thus decreasing [H+] of the 

solution (Fig. 5.3.3D). A voltage VRES between the array pixel and the reservoir can be 

used to move H+ from reservoir to Pd contact forming PdH, which increase the 

efficiency of the proton pump by localizing H+ to the array pixel although for the work 

presented here, only VH+ is used(194, 195).  
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Figure 5.3.3.  Proton Pump Design. (A) Device schematic (B) Optical image of the 

proton pump array pixels with the PVA:PSS ion bridge. Scale Bar: 1mm. (C) Proton 
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delivery to and (D) Proton removal from target solution upon applied bias VH+, 

Ag/AgCl counter electrode is drawn out of plane for simplicity. 
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Figure 5.3.4. Optical images of the proton pump array with microfluidic tape sealing 

the fluidic channel. A 2mm diameter hole is excised from the tape over the array to 

allow interfacing with stem cells. Scale bar: 250 μm. 

 

Given that cells and their associated Vmem are highly sensitive even to very small 

changes in [H+], we first demonstrate that we can precisely set [H+] in a desired location 

at a given time so that a specific [H+] value is regulated in the extracellular fluid (Fig. 

5.3.5). To do so, we drive the proton pump with a ML-based control algorithm 

consisting of a radial-basis function-artificial neural network. In this case, [H+] 

response from an area of interest that is mapped using a dye whose fluorescence is 

inversely proportional to [H+] (SNARF) (199). The algorithm leverages a neural 

network comprised of an input layer, a hidden layer, and an output layer (Fig. 5.3.5A). 

The input layer receives the error value between the desired and the measured [H+] 

values, information on prior [H+] stimuli, as well as, current and previous [H+] 

response to the applied VH+. The desired output consists of desired values at time k+1, 
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k, and k-1, and the measured output consists of measured values at time k-1, k-2, and 

k-3.The hidden layer converges to a mapping that allows it to discern which value of 

VH
+ should be applied to the individual proton pump surrounding the area of interest to 

achieve the desired [H+].   

 

Figure 5.3.5. Control of H+ pump with machine learning controller generates pH 

gradients in buffered media. (A) A schematic of the experimental setup, the H+ pump 

array induces pH gradients in solution upon stimulation by a stimulation board. 

Fluorescence signals from pH sensitive dye SNARF-1 in media are captured and fed 

into a neural network machine learning algorithm which attempts to control the 
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stimulation board voltages to match a prescribed fluorescence pattern. Temporal 

control of pH monitored through the fluorescence response of SNARF-1 dye over the 

actuated column of proton pumps (red traces) maps to the target triangle (B), sine (C), 

and square (D) waveforms (black dotted traces). VH+ (blue dotted traces) for these 

waveforms responds to the error in the experimental fluorescence value compared to 

the target value. (E) Fluorescence image of microelectrode array with SNARF-1 dye 

with labels for multi-column bi-directional control, two separate electrode columns 

were actuated (yellow) and the fluorescence intensity of SNARF in an area adjacent to 

the columns (green) was sampled. The fluorescence response (red traces) follows 

target ramp functions (black dotted traces) both with a negative slope (F) and a positive 

slope (G), VH+ is controlled in responds to the error in the experimental fluorescence 

compared to the target value (blue traces). 

 

Open-loop tests of the proton pump with SNARF dye in 0.1M Tris buffer show pH 

gradients forming locally around actuated pixels (Fig. 5.3.6). 
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Figure 5.3.6. Fluorescence response of SNARF dye during pH cycling. Proton pump 

pixels outlined in red were stimulated to oscillate the pH in a SNARF solution in 0.1M 

Tris buffer. Scale bar: 100 μm. 

 

For closed-loop testing with ML-based controller, we start with relatively simple target 

changes in [H+] to simulate what may be needed when working with cells over 1600 

second trials. In all experiments, we first set a target [H+] as measured by the 

fluorescence intensity of SNARF (black dashed line) and we compare it with the actual 

solution [H+] as measured by the fluorescence intensity of SNARF (red line) (Fig. 

5.3.5B).  A difference between target [H+] and actual [H+] results in an error value, 

which in turn triggers VH+ actuation of the specific pixel (blue line). We show the 

ability of the proton pump to perform temporal control over the pH in the form of ramp 

functions with both positive and negative slopes, these ramp functions combined form 

a triangle wave (Fig. 5.3.5B). To test repeated stimulation over time, we demonstrate 

the ability of the proton pump to perform temporal control over the pH in the form of 

a sine wave over two periods (Fig. 5.3.5C). Additionally, the sine function displays the 
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ability of the ML-based controller to track a function with a gradually changing slope 

– a challenging feature to achieve with open-loop control. Finally, we use a square 

wave to step-to and maintain certain pH (Fig. 5.3.5D). In addition to temporal control, 

we achieve spatial control by independently setting [H+] for two separate areas using 

two sets of proton pumps (Fig. 5.3.5E-G). To this end, we set for [H+] to increase as 

function of time in the area on the left of Figure 5.3.5E (green boxes) while we set for 

[H+] to decrease as a function of time in the selected area on the left of Figure 5.3.5E 

(green boxes). These [H+] set points correspond to the downward sloping black trace 

in Figure 5.3.5F and the upward sloping black trace in Figure 5.3.5G, respectively. 

With this strategy, we are able to independently increase and decrease [H+] in two areas 

that are separated by only 450 um from each other (Fig. 5.3.5F, G). Diffusion of H+ 

across the boundaries and cross talk of the electric fields generated by the contacts 

makes this is a remarkably challenging task. This challenge is confirmed by the 

relatively large swings of VH+ for the proton pumps on both sides that are being actuated 

trying to control [H+] (Fig. 5.3.5G). These large swings cause the actual [H+] (red trace) 

to oscillate visibly around the target value (black trace) until it reaches its set point 

towards the end of the measurement. With little a-priori knowledge, the ML-based 

controller adapts quickly to unknown and achieves the target value.  

 

Having demonstrated that our proton pump array precisely set [H+] as a function of 

time in specific locations, we used this ability to demonstrate proof-of-concept control 

of Vmem in hiPSCs (Fig. 5.3.7). The Vmem of proliferative cells such as hiPSCs, 
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embryonic cells, and cancer cells has a large effect on their proliferative state(200). 

Voltage responsive hiPSCs were generated by using a PiggyBac transposase system to 

integrate a genetically encoded voltage indicator called ArcLight Q239 with codon 

optimization for mammalian expression and sequences for membrane trafficking(201). 

To integrate the reporter hiPSCs with the proton pump array, we first grow the hiPSCs 

on a PDMS slab that is then placed on the top of the proton pump array with the cells 

facing the proton pump contacts. We select a specific area for [H+] actuation upon 

visual inspection of cells and their responsiveness to Vmem stimulation (yellow box) 

Figure 5.3.7A. We monitor Vmem of cells by measuring the fluorescence intensity of 

the membrane reporter ArcLight within the red box of Figure 5.3.7A. In brief, higher 

fluorescence intensity corresponds to a hyperpolarized Vmem which is sensitive to 

changes in pH between 7.1 and 8.8. To demonstrate short term control, we first attempt 

to set Vmem for the selected hiPSCs along a triangle waveform (black trace) for a period 

of 1,400 seconds (Fig. 5.3.7B).  We set imaging of ArcLight and subsequent ML-based 

control of [H+] based on measured VH+ to occur every ten seconds to avoid 

photobleaching. As a result, Vmem as measured by ArcLight fluorescence (red trace) 

oscillates around the target function (black).   
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Figure 5.3.7. Proof of Concept - patterned membrane potential changes induced in 

hiPSCs.  (A) Fluorescence of the proton pump array with hiPSCs within the 

microfluidic channel. A row of proton pumps is actuated (yellow box) and the area 

where cell fluorescence is sampled (red box). (B) The fluorescence intensity of Arclight-

hiPSCs (red trace), indicative of Vmem, follows the target triangle waveform (black 

dashed trace), VH+ (blue dashed trace) responds to the error in experimental vs. target 

values. (C) The pulsed-control algorithm used for prolonged control of hiPSCs. While 

working towards a target fluorescence intensity (green trace), the controller switches 

between periods of stimulation where VH+ is being driven by the ML controller, and 

periods of no stimulation where the proton pumps are left floating (blue dotted traces). 

(D) Medium-term control of Vmem monitored through the fluorescence intensity of 

Arclight-hiPSCs (red trace) to form a step increase and holding at a target fluorescence 

intensity (black trace). VH+ is pulsed according to the pulsed-control algorithm with 

the stimulation and rest duration being 2.5 minutes each. (E) Long-term control for 

Vmem monitored through the fluorescence intensity of Arclight-hiPSCs (red trace) 

towards increasing the Vmem over the course of 10 hours. The mean fluorescence 

intensity over the floating period of the pulsed-control algorithm was calculated (black 

dotted lines) and the target fluorescence intensity during stimulation is set to 2 

fluorescence units above that value (black solid lines). (F)VH+ is controlled during the 

stimulation periods of the pulsed-control algorithm to raise the Vmem and decreases in 

voltage over the stimulation period indicating a shift towards alkaline conditions 

around cells which is expected to raise Vmem. 
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For long term Vmem control, we adopt a different sequence for stimulating the hiPSCs 

in which we alternate periods in which the proton pumps are active with periods during 

which the proton pumps are left floating (Fig. 5.3.7C).  We adopted this sequence after 

observing stimulating the cells for longer than 30 minutes at a time makes the cells less 

responsive to changes in [H+]. With this sequence, we were able to stepwise increase 

the Vmem of the hiPSCs in the selected locations and maintain this for over one hour 

(Fig. 5.3.7D). We estimate that we were able to increase Vmem by about 10 mV respect 

from the resting Vmem by measuring the change in ArcLight fluorescence (202). These 

changes are consistent with what we measured with patch clamping on cells exposed 

to solutions of different pH (Fig. 5.3.8). During this time period, the ML-based control 

algorithm holds VH+ negative, which corresponds to a lower [H+] concentration than 

neutral in solution and it is consistent with what we have observed using 

electrophysiology.  To confirm that VH+ is having an effect on Vmem, we notice that 

when the cells are not being stimulated, Vmem slowly drops towards its initial value 

likely because [H+] returns to its neutral level due to the diffusion of ions from the 

surrounding areas (Fig. 5.3.7D). This diffusion is slower than the timescale of our 

sequence so that we are able to keep Vmem to a set value with minimal oscillations.  We 

demonstrate proof-of-concept Vmem control for a period of 10 hrs by setting the target 

ArcLight fluorescence 2 fluorescence units higher than the average measured Vmem of 

the 30 min period prior (Fig. 5.3.7E, F). We observe that the Vmem of the cells becomes 

more polarized during the 30 minutes of stimulation and depolarizes during the floating 
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periods (red trace). Over the course of the trial the extent of polarization during the 

pumping period is greater than the depolarization in the floating period resulting in a 

gradual trend towards polarization for the hiPSCs. By calibrating the fluorescence 

change in the Arclight reporter, we estimate that we were able to achieve an increase 

Vmem of the selected hiPSCs by 10 mV in the 10 hr period.  

                                   

Figure 5.3.8. Electrophysiology measurements of hiPSC resting membrane 

potential. Current clamp at 0 pA was used to find the resting membrane potential of 

hiPSC ArcLight cells in mTeSR no phenol red at the control pH of 7.4 and the high pH 

of 9.3. 
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5.3.2 DISCUSSION 

Bioelectronic actuators are an important part of realizing two-way communication with 

living systems. Inherent challenges in actuating biological tissues such as information 

carrier mismatch and system dynamics have limited the field to a point where the 

number of examples of bioactuators is relatively few compared to that of biosensors. 

Here, we show that it is possible to combine proton pumps as bioactuators with machine 

learning-based control approaches into biohybrid system that can address these issues 

to achieve precise closed-loop control of pH, which in turns allows long term proof-of-

concept closed-loop control of membrane voltage in cells. To the best of our 

knowledge, this is the first proof- of-concept control of Vmem  on non-electrically 

excitable cells using closed-loop bioelectronic devices. Our ML approach did not 

experience failure modes dealing with uncertainties associated with over-stimulation 

of the biology, device variability, and saturation of the system. To this end, we can 

manipulate Vmem for periods as long as 10 hrs opening the opportunity for long-term 

control of cell function and proliferation. This ability to induce Vmem changes on non-

excitatory cell types is of interest for applications in regenerative medicine and 

synthetic biology. In the future, a combination of additional monovalent and divalent 

ion species, and small ionic molecules, can increase the capabilities of our system. 

Importantly, closed-loop biohybrid systems, such as this one, are highly anticipated 

due to their broad applicability across the fields of biology and engineering. Thus, new 

technology in synthetic biology and bioelectronics with closed-loop control could 

result in unprecedented spatiotemporal control over nature.(17, 144) 



92 

 

 

5.3.3 EXPERIMENTAL 

Device Fabrication: Ion pump arrays were fabricated on borosilicate glass wafer 

substrates which were cleaned via sonication for 10 minutes in acetone and isopropanol 

prior to a rinse with water. Au contacts and traces were patterned photolithographically 

with positive photoresist (S1813, Micro-Chem Corp.) and e-beam evaporation (10nm 

Ti, 100nm Au) followed by liftoff in acetone. Subsequent patterning with S1813 

photoresist defined electrode regions for electrodeposition (see electrodeposition 

section in materials and methods). After electrodeposition, a 1.4 μm insulating layer of 

parylene-C was deposited (Specialty Coating Systems Labcoter 2 system) in the 

presence of A174 adhesion promoter in the deposition chamber. The parylene was 

etched with an oxygen plasma at 200V with the regions over the electrodes and contact 

pads exposed, and the interconnecting regions protected by a thick positive photoresist 

(SPR220-4.5, Micro-Chem Corp.). Prior to deposition of polymer coatings, wafers 

were treated with the a 5% solution of (3-Glycidyloxypropyl)trimethoxysilane (GOPS) 

in ethanol via spin coating at 1000 rpm for 30s and then baked at 110C for 5 minutes 

to promote adhesion of the ion bridge. A mixture of 8%wt polyvinyl alcohol (PVA) 

and 2% polystyrene sulfonic acid (PSS) in water was then passed through a 0.8 µm 

MCE syringe filter and spin coated on the wafers at 3000rpm for 30s followed by 

baking at 120C for 2 hours. The PVA:PSS CEM was etched with an oxygen plasma at 

200V with the desired pattern defined with SPR220-4.5 photoresist. A second 1.4 μm 

coating of parylene was then deposited with the same protocol as above to insulate and 
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protect the ion bridge from the subsequent steps. To promote adhesion between the 

parylene and SU8 photoresist, GOPS was again deposited using the above process prior 

to SU8 patterning. SU8 was spun onto the wafer at a speed of 1250 rpm for 30 s and a 

ramp of 300 rpm, microfluidic channels of height 40 μm were patterned forming the 

sidewalls reservoir and target chambers. The parylene insulation layer protecting the 

ion bridge openings in the reservoir and target channels were defined and etched using 

the same process as the previous parylene etch. A mixture of 2.5% wt PVA and 5% wt 

poly(diallyldimethylammonium chloride) (PDDA) in water was passed through a 0.8 

µm MCE syringe filter and spin coated on the device at 6000rpm for 30 seconds prior 

to baking at 120C for 1 hour prior to etch features being patterned in SPR220 

photoresist and etching with O2 reactive ion etching.  Devices were then diced from the 

wafers prior to sealing the microfluidics. Single sided microfluidic transparent 

diagnostic tape (3M 9964) was used to seal the microchannels on the proton pump array 

after the devices were diced. Features in the tape layer were punched out with 1 mm 

and 2 mm diameter biopsy punches for fluidic inlets and openings for cell clamping, 

respectively. The tapes were then aligned to features on the device and pressed to seal 

by hand.  

 

Electrodeposition: Pd nanoparticles were deposited onto the MEAs using a 1wt.% 

Palladium Nitrate solution which was made by diluting a 10wt.% PdNO3 solution with 

DI-water. The nanoparticles were electrochemically deposited by applying a DC 
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voltage of –0.3V for 4 seconds using an AgCl reference electrode and Pt counter 

electrode. An Autolab Potentiostat was used for the electrodeposition.  

 

Stimulation Board: The stimulation unit is a custom designed modular circuit board for 

stimulating up to 64 electrodes simultaneously. The design consists of single-board 

computer, adjustable voltage sources, ammeters, and an analog switch. The adjustable 

voltage source can be controlled in a range of -4 V to +4V with a resolution of 1.95 

mV and able to source current up to 30 mA. Stimulate current can be measured in a 

range of -1,650 nA to +1,650 nA with a resolution of 0.8 nA using built-in ammeters. 

Ultra-Low-Leakage CMOS Analog switches allow the stimulation unit to 

connect/disconnect individual electrodes results in the addition output stage, floating. 

The stimulation unit can operate in two different modes, standalone and network. The 

standalone mode is where the output stages(voltage) of the stimulation unit are pre-

programmed and run sequentially. On the other hand, in network mode, the stimulation 

unit will be listening to an incoming UDP packet, and output stages can be programmed 

in real-time via a wireless connection. The network mode allows the machine learning 

control algorithm, which runs in a different machine to perform closed-loop control 

using feedback from both fluorescent images and measured current. 

 

[H+] measurement: We used microscope based real-time imaging over the MEAs to 

monitor [H+]  change. We used 50 uM SNARF dispensed in 0.1M Tris buffer as a 



95 

 

fluorescent [H+]  indicator, which was flowed into the target chamber via a sealed 

microfluidic channel. Thereafter, the device was monitored by BZ-X710 fluorescence 

microscope with10x Nikon objective (excitation: 560/40 nm, emission: 630/75 nm), 

and data were collected every 2s in real-time. Each set of experiments was repeated a 

minimum of three times, representative recordings are presented. Data were analyzed 

using ImageJ software. 

 

Machine Learning-based controller algorithm: Machine Learning-based controller 

performs in real-time and updates its parameters online (Fig. 5.3.9). The technique 

could roughly be considered as supervised learning since we know our target response 

for the cellular system and actively correct bad behavior by the algorithm. There was 

no training of the ML-based algorithm prior to the initiation of the experiments. 

Hyperparameters were tuned on the fly at the beginning of the experiment (if needed) 

and the radial-basis neural network parameters were randomly initialized (Fig. 5.3.10). 

The “training” happened in real-time by learning each time a new data point was 

generated through the course of the experiment. To provide an appropriate real-time 

ML-based controller, the total instantaneous error energy function of the system (i.e., 

𝐸(𝑘) =  
1

2
𝑒2(𝑘)) is considered as a Lyapunov candidate to be utilized for updating the 

ML-based controller’s parameters for guaranteed convergence. Here e(k) is the system 

error (i.e., 𝑒(𝑘) =  𝑅(𝑘) − 𝑌(𝑘)), R(k) is the target of the system, and Y(k) is the 

output of the system. The updates to the adaptive ML-based controller’s parameters are 
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made by computing the appropriate gradients which are all derived utilizing the above 

mentioned Lyapunov candidate. The ML-based controller updates its centers' ci, 

weights' wi, and bias term w0 by using equations (S5, S6, and S7) in supplementary 

materials, respectively. Algorithm S1 (in supplementary material) is summarizing the 

overall real-time adaptive machine learning-based control methodology employed in 

this paper as pseudo-code. 

 

Figure 5.3.9. Architecture of online machine learning based direct controller 

designed for controlling the system. 
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Figure 5.3.10. Architecture of Radial Basis Function Neural Network. 

 

Cells: hiPSCs were a generous donation from David Kaplan’s group (ND418566, 

NINDS Human Genetics and DNA Cell Line Repository(203).  Stem cells were 

maintained at 5% CO2 in StemFlex Medium (A3349401, ThermoFisher) on hESC 

Qualified Matrigel Matrix (354277, Corning) coated plates with the dilution 

recommended by the manufacturer.  Cells were disassociated with TrypLE Select 

(12563029, ThermoFisher).  Transgenic cells were made by transfecting 500 ng of 

plasmid via 1 µL of lipofectamine 3000 (L3000008, ThermoFisher) per well of 24 well 

plate containing 500 µL of Opti-MEM (31985062, ThermoFisher) with 1X RevitaCell 

(A2644501, ThermoFisher).  Reagent was removed after 4 hrs and replaced with 

StemFlex.  Cells were allowed to recover for 3 days before being selected with 50 

µg/mL G418 in StemFlex with 10 µg/mL ROCK inhibitor Y-27632 (72304, 

STEMCELL Technologies).  After selection, a stable, clonally pure line was made by 

serial dilution using StemFlex with 1X RevitaCell.  Clones were expanded in StemFlex 
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and then assayed for alkaline phosphatase activity (SCR004, Millipore).  The clone 

with best membrane localization and expression of ArcLight was chosen for further 

experimentation and frozen down using NutriFreez D10 (05-713-1E, Biological 

Industries).  Prior to being used in experiments, hiPSC ArcLight cells were plated in 

mTeSR1 no phenol red (05876, STEMCELL Technologies) and allowed to expand for 

two passages prior to seeding on PDMS slabs that were coated in hESC Qualified 

Matrigel Matrix.  Slabs were used in bioelectronic chips one to three days after seeding.  

Cells were perfused with mTeSR1 no phenol red during experiments.   

 

Plasmid Construction: A pENTR1A plasmid with a CAG promoter and multiple 

cloning site followed by a SV40 poly A was used to clone in the mammalian codon 

optimized ArcLight Q239 from the plasmid CMV ArcLightCo (Q239)-T2A-nls-

mCherry, a gift from Vincent Pieribone (Addgene plasmid # 85806 ; 

http://n2t.net/addgene:85806 ; RRID:Addgene_85806).  Cloning was done by In-

Fusion HD Cloning Plus (638909, Takara) with HindIII and SalI restriction enzyme 

sites added.  PCR was done using PrimeSTAR GXL DNA polymerase (R050A, 

Takara).  The resulting pENTR1A CAG ArcLightCo construct was then Gateway LR 

clonased (11791020, ThermoFisher) into the hyperactive piggyBac transposase-based, 

helper-independent, and self-inactivating delivery system, pmhyGENIE-3 containing a 

neomycin resistance gene in the backbone for selection, a gift from Stefan 

Moisyadi(204).  The resulting plasmid HypG3NeoBBArcLightCo (Q239) was used for 

subsequent transfections. 
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hiPSC ArcLight pH Response Assay: A PDMS microfluidic chip with multiple inputs 

was used to sequentially add mTeSR1 no phenol red media set at different pH by adding 

5N NaOH or 1N HCl to large colonies of hiPSC ArcLight cells.  The pH of the media 

was tested before and after the experiment to make sure that it had stayed constant 

during the experiment.  Each pH solution was flowed over the cells for 5 minutes 

followed by the control media and images were taken of the cells every minute using 

an EVOS FL Auto2 imaging system with a standard GFP filter.  Each solution was 

tested twice to make sure that the genetically encoded reporter was still responsive even 

after high pH media was applied. 

 

Electrophysiology: hiPSC ArcLight cells were grown in mTeSR1 with no phenol red 

for two passages.  Cells were then seeded on hESC Qualified Matrigel Matrix coated 

cover slips at a very low density.  Cells were patched using mTeSR no phenol red media 

as the external media with or without 8.31 mM NaOH.  The internal solution was 130 

mM KCl, 10 mM NaCl, 0.5 mM MgCl2, 10 mM HEPES, 1 mM EGTA, 2 mM Mg-

ATP, adjusted to pH 7.2 with NaOH.  Resting membrane potential recordings were 

obtained by current clamp at 0 pA for 10 sweeps for 10 seconds each. 
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5.4 ION PUMP CONTROL DISCUSSION 

5.4.1 CLOSED LOOP CONTROL IN BIOELECTRONICS 

Bioelectronics approaches for the control of cellular behavior are often focused on 

health care applications such as pacemakers, neural implants, and electroceuticals (205-

208). Applications in peripheral neuromodulation has gained the most interest with 

great potential for closed-loop control to help regain motor control (209). The 

integration of feedback provides an advantage over open-loop control by increasing 

efficiency and minimizing side effects (Fig. 5.4.1A).  

  

Current methods in closed-loop control for biological systems inside and outside of 

bioelectronics rely on traditional tools from control theory. For example, another 

application that has gained similar traction as neural modulation is in diabetes 

management. Control efforts for an artificial pancreas have been numerous (210) but 

generally lie in one of two strategies. The first strategy is a proportional-integral-

derivative (PID) controller, which is a common method in industry and thought to 

mimic nature (Fig. 5.4.1B). The second strategy, is a model-predictive controller 

(MPC), which uses a model to forecast the effects of control on the system (Fig. 

5.4.1C). MPC controllers are used to predict the effects of insulin delivery on glucose 

levels and pick the optimal strategy to achieve the desired glucose level (209, 211).   
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While PID is the commonly adopted controller in practical engineering, its 

performance degrades when the system is exposed to the non-linearities, uncertainty, 

and unknown disturbances induced by unwanted phenomena such as variational 

changes in environmental conditions (Fig. 5.4.1B). In diabetes management, this can 

come from dietary changes or increased physical activity. While researchers have 

developed methods to improve PID performance by increasing robustness to non-linear 

systems with uncertainties and process noise (181, 212, 213), the primary hurdle with 

the PID controller is that conventional approaches to designing the parameters of the 

PID rely on a time-invariant linear or linearized model of the system (181, 212, 213). 

This becomes a problem when dynamics become unpredictable or target goals increase 

in complexity and move away from maintaining homeostasis. On the other hand, an 

MPC approach can handle nonlinearities and track time varying target outputs, 

however it can be sensitive to unmodeled dynamics (Fig. 5.4.1C). These approaches 

are not immune to the inherent properties of nature such as stochasticity (169) and 

unmodeled dynamics (168, 169).  
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Figure 5.4.1. Bioelectronic control options. (A) Open-loop, (B) PID, and (C) MPC 

methods in bioelectronic control and their robustness to uncertainties, noise, 

unmodeled dynamics.  

 

The successful applications of control systems theory to biological systems have 

primarily relied on utilizing a detailed set of mathematical tools to initially model 

biological systems with precision (214). These models require significant a priori 

knowledge the underlying chemical and genetic mechanisms governing the overall 

systems (44, 215). Even if this knowledge were to exists, biological systems are 

adaptive, which means that their response to control and actuation varies with time.  As 

a result, developing closed-loop controllers that can evaluate a signal from a sensor and 

drive an actuator accordingly are particularly challenging for bioelectronic systems due 
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to variable conditions that make standard closed-loop control mechanisms unreliable. 

Here, we argue that methods in ML provide a suitable platform to overcome these 

challenges but require further development and describe a proof-of-concept example 

of ML control of pH and cellular response.  

 

 

5.4.2 MACHINE LEARNING FOR BIOELECTRONIC CONTROL  

ML-based techniques are suitable when accurate control is required in the absence of a 

precise mathematical model (216). The best-known ML techniques rely on the 

availability of large datasets a priori and have not been applied to control bioelectronic 

devices (184-187). We propose that ML-based techniques that are explored as control 

solutions outside of biology for cases involving complex non-linear systems are also 

suitable for closing the loop for bioelectronic systems containing biosensors, biology, 

and bioelectronic actuators. To this end, tools from control systems theory leveraging 

ML can be used to learn from new observations for effective real-time operation 

without data a priori (188, 217-219). ML-based techniques can be implemented directly 

(Fig. 5.4.2A) or indirectly (Fig. 5.4.2B) to solve complex control problems (220, 221).  
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Figure 5.4.2.  ML Control schematic. (A) Direct and (B) Indirect ML system 

architectures. 

 

An example of ML control of bioelectronics is the real-time ML control of pH in 

solution recently demonstrated by the authors (218, 222). This approach can be 

expanded to the control of cell membrane voltage (Vmem) facilitated by pH with an 

addition of control hierarchy (Fig. 5.4.3A). This hierarchy contains three levels: a 

decision maker, a planner, and a low-level controller. The decision maker sets the short-

term goals (pH values) that in turn affect the long-term goals (Vmem). The planner 

organizes the activities between those required by the decision maker and the low -

level controller that directly interfaces with the bioelectronic actuators and sensors. An 

example of an activity required by the decision maker is the mapping Vmem in response 
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to change in pH. An example of an activity required by the low-level controller is 

adjusting the setpoints for a more effective operation of bioelectronics actuators.  The 

low level- controller interfaces directly with the bioelectronic actuator and sensor to 

provide data for the higher-level controllers. 

 

Figure 5.4.3.  Hierarchical control for bioelectronics. (A) The hierarchical control 

system and its main components (i.e., Decision-Maker, Planner, and Low-level 

Controller) and its robustness to uncertainties, noise, unmodeled dynamics. (B) ML-

based system for Vmem control using pH modifying bioelectronics and fluorescence 

feedback.  
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In this system, pH changing actuators affect the [H+] surrounding a cell and shift the 

cell’s membrane potential (Fig. 5.4.3B). This shift is measured with a voltage sensitive 

fluorophore. The fluorescence intensity of the fluorophore is fed back into the 

controller and compared with the set value to see whether further actuation is required 

or not (Figure 5.4.3B).  The advantage using ML for this system is that no assumptions 

are made on the most suitable control algorithm, which would be impossible to 

determine a priory given the uncertainty associated with cell response to actuation. In 

this case, uncertainties and non-linearities of the system arise from elements of the 

system that occur at different timescales including temporal ionic currents that occur 

in response to the electric field, membrane bound ion channel activity, and expression 

of stress response factors. Here a neural network learns how to drive the bioelectronic 

device to achieve the desired response in the cells despite these uncertainties. This 

network is robust to variability and noise both in the cell response and the bioelectronic 

devices themselves.  
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6. OUTLOOK 

The developments in this dissertation contribute towards the impact of ion-based 

bioelectronics for human health, synthetic biology, and biotechnology applications. 

Protonic activation of catalytic surfaces through pH modulation will enable long-term 

implants of highly sensitive biosensors. Importantly, this pH activated metal-oxide 

catalyst architecture is also applicable in industrial applications where heterogeneous 

catalysts are used. The realization of protonic ion pumps for in vitro applications will 

enable studies to understand how pH and ionic gradients can alter cell function and 

identity for synthetic biological applications. These in vitro devices are a gateway 

towards closed-loop in vivo systems to treat disease and injury in people. Finally, my 

work on long-term closed-loop control of bioelectronics is the first example of applied 

machine learning towards solving these problems and will be fundamental for a future 

where smart bioelectronics devices and electroceuticals can improve human health.   
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