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ABSTRACT
In this paper, we present a new protocol for routing in inter-
mittently connected mobile networks that, by periodically
exchanging constant-size Counting Bloom filters, assigns to
every node in the network probabilities of reaching any des-
tination. The gradients defined by these probabilities are
further used to forward data packets towards any node in
the network. The proposed protocol is based on two novel
operations defined over the Bloom filters, namely, the unary
degradation operation that models the loss of topological in-
formation as it gets stale or as it is propagated away from the
place where it was generated; and the binary addition op-
eration that is used to acquire topological information from
other nodes. These two operations are used to implement a
probabilistic form of soft state that is defined in terms of the
content of the Counting Bloom filters. We present a series
of experimental results based on extensive detailed simula-
tions that show that the proposed protocol outperforms the
Epidemic routing protocol by delivering more data packets
with less delay, while inducing less total overhead in both
MANET and VANET scenarios.

Keywords
Delay Tolerant Network, MANET, VANET, Routing, Bloom
filters

1. INTRODUCTION
Intermittently Connected Networks (ICNs) are a gener-

alization of the mobile ad hoc networks (MANETs) that
does not assume the existence of contemporaneous end-to-
end paths connecting any pair of nodes in the network. Since
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sources and destinations may be disconnected for arbitrar-
ily long periods of time, applications running on this type
of networks must be delay tolerant and hence, they are also
referred as Delay Tolerant Networks (DTNs) [22]. Delay tol-
erant networks (DTNs) are a convenient alternative to pro-
vide communication services in situations where installing a
communication infrastructure is not practical [9]. Examples
of such scenarios are search and rescue missions, networks
used to collect migration data of Zebras in Africa [10] and in-
formation dissemination in sparse vehicular ad hoc networks
(VANETs) [7, 12, 21].

An ICN can be modeled by a time varying directed multi-
graph where each edge represents a particular type of link
with a specific capacity. The latter models situations where
two nodes can be joined by different types of network inter-
faces such as a satellital link or a modem-based telephonic
link. In general, the capacity of a link can be seen as a
time varying function that takes values from zero capac-
ity when the link is not available, to a predefined maxi-
mum capacity that reflects the nature of the link. This way,
an edge en connecting nodes u, v in the multi-graph indi-
cates that there is a link between nodes u, v in the intermit-
tently connected network. An edge (link) can be defined by
e = ((u, v), ce(t), de(t)) where ce(t) is a time varying capac-
ity function, de(t) is a time varying delay function and (u, v)
is an ordered pair that indicates the direction of the link.

The problem of routing in ICNs can be defined as fol-
lows. Given a time-varying multigraph G(t) = (V (t), E(t))
and two nodes o, d ∈ V (t) find a sequence of operations
γ1γ2 . . . γn that take a packet generated by the origin o to
the destination d. The set of γi operations are part of the
alphabet Γ that is defined as follows.
• Transmission operation denoted by γ(u,v): A packet is

transmitted from node u to node v

• Storing operation denoted by γstore(u): A packet is
stored in u’s local cache until a condition is met and
the packet is either transmitted or deleted.

• Copying operation denoted by γcopy(u). Node u cre-
ates an exact copy of a data packet.

The problem of routing in intermittently connected net-
works is known to belong to the class of NP-Hard problems



[3], even in the case where both, the history of how nodes
contact each other and the traffic load are known ahead of
time. The proof proceeds by reducing the problem of Edge-
Disjoint Paths to the problem of routing in intermittently
connected networks.

In this paper, we present a new protocol for routing in
ICNs that assigns to every node in the network a proba-
bility of reaching any destination. These probabilities are
computed by means of the information stored in a set of
Counting Bloom Filters that condense the topological infor-
mation that nodes have collected as they opportunistically
encounter other nodes in the network. We say that the infor-
mation stored at the filters implements a probabilistic form
of soft state because it is gradually lost unless it is constantly
refreshed and because it provides probabilistic clues about
the likelihood of reaching a destination though any node in
the network.

The remaining of this paper is organized as follows. Sec-
tion 2 presents a small summary of the related work. Section
3 presents the proposed routing protocol which is based on a
set of novel operations defined over Counting Bloom Filters
[6, 19]. Section 4 shows the results of a detailed simulation-
based performance analysis of the proposed protocol. We
compare the performance of the proposed protocol against
that of the Epidemic dissemination protocol which is a de
facto baseline for performance comparisons of routing proto-
cols for intermittently connected networks. Lastly, Section
5 presents our concluding remarks.

2. RELATED WORK
We present a small but representative sample of the pa-

pers that have addressed the problem of routing in inter-
mittently connected networks. Our main propose is to high-
light the fact that previous proposal establish individual or-
derings over the nodes per each of the destinations in the
network, and that these orderings are either based on utility
functions or probability functions. Unlike these approaches,
the proposed protocol simultaneously establishes probability
functions for all the destinations using a single constant-size
control packet. This property makes the proposed protocol
more scalable.

The Epidemic routing algorithm [20] was proposed in 2000
as a simple solution to the problem of routing in delay tol-
erant networks (DTN). The method used by this algorithm
is similar to an infection, where packets represent the dis-
ease and the nodes that store a copy of these packets are
called “carriers”. This way, data packets can spread out
very quickly through the connected segments of the network.
From this point on, the algorithm exploits the node’s mobil-
ity to reach other network segments and keep spreading the
packets until they reach their intended destination. With
this propagation model, packets are almost always deliv-
ered, except for the cases in which the destination is located
in a completely isolated network component, when packets
are discarded at the data queues or when the destination
does not even exists. It is important to point out that Epi-
demic is a brute force algorithm that employs every possible
route in the network to reach the destination and hence, is
very costly in terms of bandwidth utilization and the mem-
ory space needed to store the data packets at the queues.
EM-MA [8] is a recently proposed variant of epidemic rout-
ing that uses aggregation to reduce overhead, unfortunately,
the scalability problems remain.

PRoPHET [13] is a probability based routing protocol for
DTNs that take advantage of the repetitive behavioral pat-
terns of the human users. For example, if a node has visited
a location many times in the past, there is a high probability
that this node will be there in the near future. PRoPHET
employs a metric called delivery probability P(a,b) ∈ [0, 1]
that indicates how probable is that a node u can actually
deliver messages to node v. Whenever two nodes come into
transmission range, they exchange summaries that contain a
list of packets and their delivery probabilities. The informa-
tion of the summary is then used to request those packets
for which the current node is a better forwarder. In [5],
the authors propose the space-content adaptive-time rout-
ing (SCaTR) framework for DTN MANETs. SCaTR is an
extension of traditional on demand routing that takes ac-
tion when the protocol is unable to establish a connected
route. When in DTN mode, SCaTR uses contact values to
select the best node that can act as proxy of the destination
and store packets at that node until either the destination
is discovered, or another node is selected as a better proxy.
Contact values are computed based on the past connectiv-
ity information that nodes keep in their contact tables. In
[18], the authors propose a series of single-copy strategies
which are based on utility functions that employ last en-
counter timers to establish an ordering over the nodes in
the network. A data packet is forwarded to a next hop if its
priority is larger than that of the current node plus a con-
stant threshold. The authors also propose a hybrid routing
protocol, called “Seek and Focus” that first uses random-
ized forwarding and then utility-based forwarding. In [17]
the same authors propose similar multiple-copy strategies
for routing in intermittently connected networks. GeoSpray
[16] is a routing protocol for Vehicular Delay-Tolerant Net-
works (VDTN) that employs a hybrid approach of single
and multi-copy routing. GeoSpray starts with a multiple-
copy approach where a number of copies are spread in order
to exploit alternative paths. Then, it switches to a forward-
ing scheme, where nodes forward data packets to nodes they
encounter if they have a better estimated time of delivery.

For a more comprehensive analysis of the large amount
of work reporting routing protocols for intermittently con-
nected networks, please refer to the surveys by Benamar
et-al [4] and Cao and Sun[7].

Bloom filters or any of their many variants have been used
in a large number of applications for distributed systems
such as caching, peer-to-peer networks, routing and forward-
ing, monitoring and measurement and data summarization
[19]. Their use as a tool to compute routes, is less exten-
sive, mainly because of the complications introduced by false
positives [15]. However, recent proposals such as [14][23] are
able ameliorate these complications by either assuming or
inducing a tree-like topology. As discussed in Section 3.4,
the probability of false positives have no impact on the cor-
rectness of the proposed protocol.

3. ROUTING USING COUNTING BLOOM
FILTERS

3.1 Overview
The proposed protocol assigns to nodes a probability of

reaching every other node in the network. To establish these
probabilities throughout the network, nodes periodically ex-



change counting Bloom filters that condense the topological
information they have been able to collect. When a node
receives a filter from a neighbor, it uses the addition oper-
ation to merge its current topological information with the
one contained in the received filter. Additionally, nodes use
the degradation operation to implement a probabilistic form
of soft state, in which the information about the destina-
tions is gradually lost as it grows stale and as it is being
propagated away from the place where it was generated.

From the filters received from each neighbor, nodes com-
pute a probability of reaching any destination D through
that particular neighbor. The gradients defined by these
probabilities are further used to disseminate data packets in
a store-carry-and-forward fashion to their intended destina-
tions. A given data packet will be forwarded to a neighbor
when the probability of reaching its intended destination
plus a constant threshold, is larger than the probability of
the current node. This way, packets tend to travel only
to those regions of the network where it is more likely to
find their intended destination. Please note that based on
the probabilities assigned to nodes, many other forwarding
strategies can be defined.

In the following sections, we present more detailed descrip-
tions of the proposed operators and of the way the proba-
bilities of reaching a destination are computed.

3.2 Filter Operations
A Counting Bloom Filter F is an array of m counters that

can take values from 0 to c. Given a filter F , F [x] denotes the
value of the x-th counter (with x ∈ 0, ...,m− 1) contained
in the filter. We use Fc

m to denote the set of every filter
composed of m counters with capacity c. We also denote
the empty filter as F0, where all counters are set to 0. The
three operations defined over the filters are as follows.

The insert operation is used to add the identity of a node
into a Counting Bloom filter. It takes as parameters a filter
F and the identifier a ∈ ADDR of a node (where ADDR is
the space of node identifiers in the network) and returns a
new filter that contains the identity a. To insert the iden-
tity a in a filter F , denoted as F + a, the value of k inde-
pendent hash functions (hi : ADDR → {0 . . .m − 1} with
i ∈ {1 . . . k}) is calculated to obtain the indexes of k counters
that will be set to the value of c. In this way, the operation
defined by F + a results in F [hi(a)] ← c with i ∈ {1 . . . k}.
Note that this operation is different from the traditional in-
sertion operation defined for Counting Bloom Filters where
the counters are incremented in one unit.

The degradation operation is an unary operation that con-
sists in decrementing in a single unit the value of each counter
with probability pdegrade. This operation is denoted by
∆pdegrade : Fc

m → Fc
m and is defined by the Algorithm 1.

The degradation operation is used to model situations where
some of the information contained in a filter is lost; either
because it is growing stale or because it is information that
is being propagated away from the place it was generated.

Algorithm 1 ∆pdegrade(F )

for i = 0→ m− 1 do
if F [i] > 0 then

F [i]← F [i]− 1; with a probability pdegrade
end if

end for

The third operation is the binary addition operation which
is denoted by ⊕ : Fc

m×Fc
m → Fc

m. This operation combines
the value of two filters Fi and Fj following the Algorithm 2.

Algorithm 2 Addition(Fi, Fj)

Fx is a new filter;
for l = 0→ m− 1 do

Fx[l]← max{Fi[l], Fj [l]}
end for
return Fx

3.3 Probabilistic Soft State
Each node i will keep two filters that store its own topolog-

ical information, namely, F ∗i and F t
i . F ∗i is constant through

time and is defined as F0 + i, whereas F t
i is time dependent

and its content changes because of the updates received from
neighboring nodes and from a periodical degradation pro-
cess. When a node i receives a filter F t

j from its neighbor

j, it updates the value of its own filter F t+1
i according to

Eq. (1). Please note that in Eq. (1) the filter received from
neighbor j is first degraded to reflect the loss of information
and then added to the filter of node i. Additionally, every
node i stores in the structure Ni the latest received filters
from all of its neighbors.

F t+1
i ← ∆pdegrade(F t

j )⊕ F t
i (1)

The filter F t
i is periodically degraded according to Eq. (2)

as a way to implement a form probabilistic soft state. The
concept of probabilistic soft state is similar to the concept
of Weak State proposed in [2] in the sense that both provide
probabilistic hints regarding the location of the destinations.
Unlike Weak State that is based on geographic information,
the probabilistic soft state proposed in this work is strictly
based on topological information. Moreover, the probabilis-
tic soft state has a spatial/temporal nature because it cap-
tures the fact that information is lost as times goes by, but
also as it is disseminated away from the place where it was
generated.

F t+1
i ← ∆pdegrade(F t

i )⊕ F ∗i (2)

The probability of reaching a destination through node i
is calculated with Eq. (3). The probability assigned to each
node in the network is precisely the one that defines the
probabilistic gradient used to reach the destinations. Note
that under this scheme, the probability of reaching node i
through itself is always 1.

prDi ←

∑
∀x|F∗

D
[x]>0 F

t
i [x]

kc
(3)

3.4 Protocol Description
Our protocol is defined in terms of a sequence of messages

that are exchanged by nodes as they opportunistically meet
each other. The messages are as follows.

• BLF: Contains filter F t
i which condenses the topolog-

ical information collected by node i.

• SUV: Array of packet identifiers. It is used to publish
the set of messages stored at this node.

• REQ: Array of packet identifiers. Set of messages re-
quested by this node.



• DAT: Message that contains a set of data packets.

Every node j broadcasts a hello message mBLF contain-
ing his own Bloom filter F t

j every interval of th seconds. As
shown in Algorithm 3, upon reception of a message mBLF

from node j, node i proceeds to update its own filter by
means of Eq. (1) and to compute the new delivery proba-
bilities through node j by means of Eq. (3). Then, node
i adds the identifiers of the data packets with destination
D, such that the delivery probability at node j is greater
than the delivery probability at node i plus a threshold
(prDj ≥ prDi +Ue), to the list Lsuv which is sent in a mSUV

message to j. This way, the packets listed in Lsuv are such
that their destinations are more likely to be reached through
i than through j.

Algorithm 3 Bloom Filter Message

when mBLF is received from j do:
Lsuv ← ∅
F t
i ← F t

i ⊕ F ∗i
F t+1
i ← ∆pdegrade (F t

j )⊕ F t
i

for Message m ∈ BUFFERi do
D ← m.destination

prDi ←
∑
∀x|F∗

D
[x]>0

F t+1
i [x]

km

prDj ←
∑
∀x|F∗

D
[x]>0

F t
j [x]

km

if prDj ≥ prDi + Ue ∨ prDj = 1 then

Lsuv ← Lsuv ∪ {m.id}
end if

end for
send(j, Lsuv)

end when

As described by the pseudocode of Algorithm 4, when
node i receives the message mSUV , it creates a new list Lreq

that contains the packets listed in Lsuv that have not been
received so far. Then, node i sends a message mREQ back
to j requesting the messages in Lreq.

Algorithm 4 Summary Message

when mSUV is received from j do:
Lreq ← {∅}
for Identifier mi ∈ Lsuv do

if mi /∈ BUFFERi then
Lreq ← Lreq ∪ {mi}

end if
end for
send(j, Lreq)

end when

When node j receives the list Lreq, it sends a message
mDAT back to i containing every data packet requested by
i. This action can be seen as a series of consecutive γ(j,i)
operations. Lastly, when node i receives the data packets,
it passes to upper layers those packets which are intended
to the node itself and stores the others in its internal buffer.
This latter action can also be seen as a series of γstore(i)
operations.

As already mentioned, every node i in the network period-
ically degrades its own filter F t

i by means of Eq. (2). This
way, node i will eventually lose any state regarding desti-
nations that have move far away or to a different network
partition.

It is important to point out that in the presence of false
positives, data packets can be disseminated towards regions

of the network that do not contain the destination, however,
this will not prevent the proposed routing protocol to also
disseminate the packets towards the true positive, namely,
towards the intended destination. Therefore, while a false
positive does increase the cost of delivering a data packet, it
does not prevent the data packet from reaching its destina-
tion. In the worst case, our proposed protocol will behave
like a pure epidemic dissemination protocol but with the
extra overhead induced by exchanging the Bloom filters.

4. EXPERIMENTAL RESULTS
In this section, we present the results of a series of sim-

ulation experiments comparing the performance of the pro-
posed protocol against that of the Epidemic routing pro-
tocol. We selected Epidemic because it has become a de
facto baseline for performance comparisons of routing pro-
tocols for intermittently connected networks and because
both are multi-copy protocols that disseminate data packets
from sources to destinations. The latter allow us to high-
light the performance gains obtained by disseminating data
packets only towards those regions of the network where it
is likely to find the destination. Both protocols use the same
tail drop policy to discard data packets when a data queue
has reached its maximum capacity, and the same Hello in-
terval of 1 second. For the proposed protocol, the values
used for the degradation interval, the degradation probabil-
ity (pdegrade) and the Ue threshold were hand-picked. How-
ever, a further sensitivity analysis revealed that the per-
formance of the protocol is fairly insensitive to moderate
variations (±15%) of these values. We decided to use rel-
atively small filters (with only 64 counters) to characterize
the performance of the proposed protocol under relatively
high probabilities of false positives. For all the experiments,
we used the NS2 simulator version 2.34 [1].

We designed two set of experiments. The first one is
intended to evaluate the performance of the protocols in
MANET scenarios where nodes are sparsely spread around
a large simulation area and move following the random way-
point mobility model. In the second set of experiments, we
evaluate the performance of the protocols in a VANET sce-
nario where nodes move following the street layout of the
city of Murcia in Spain which is shown in Figure 1. For the
two sets of experiments we use packet delivery ratio, end-to-
end delay and total overhead as performance metrics. The
results presented in all the figures are the average of 20 in-
dependent runs with a confidence level of 95%.

4.1 MANET Scenario
For the MANET scenario, we defined a set of three ex-

periments to assess the impact of different variables over
the performance of the proposed protocol. In Experiment
1, we vary the amount of traffic injected into the network
to evaluate the effectiveness of the protocols to deliver data
packets before they have to be dropped at the data queues.
In Experiment 2, we decrease the node density so that the
networks become more disconnected, and in Experiment 3,
we evaluate the effect of decreasing the node mobility. The
objective of Experiment 3 is to evaluate the effectiveness of
the proposed algorithm to accurately reflect the topological
changes into the counting Bloom filters. The details about
the values of the simulation parameters that are fixed across
the three experiments are shown in Table 1.



Figure 1: Street layout used in the VANET scenario.

Variable description Value

Data flows [1]
Simulation area (square area) [2]

Pause time [3]
Mobility model Random Waypoint

Nodes in the network 100
Node placement Random

Minimum velocity for nodes 1 m/s
Maximum velocity for nodes 20 m/s

Data flow type CBR
Packets per data flow 1000

Tx. rate 1 packet/sec

Propagation model
Omni-directional
Two-ray ground

Transmission range 250 m
Packet size 128 bytes

Simulation time 5000 seconds
Buffer capacity 2048 packets
Ue Threshold 0.1

Degradation probability (pdegrade) 0.5
Bloom filter size (m) 64
Counter capacity (c) 32

Number of hash functions (k) 4
Degradation interval 3 seconds
HELLO interval (th) 1 second (±0.25 )

Table 1: Simulation environment.

Table 2 shows the specific values of the parameters that
are varied in each experiment. The column of reference val-
ues corresponds to the values of the variables that are fixed
during a given experiment.

Figures 2, 3 and 4 present the simulation results for the
two protocols under the three different scenarios. For all the
experiments, the end-points of the data flows were selected
at random using a uniform probability distribution. Figure
2 shows the results of Experiment 1, where we increase the
amount of traffic injected into the network by increasing the
number of concurrent data flows from 10 to 20. Fig. 3 corre-
sponds to the results of Experiment 2, where we decrease the
node density by keeping constant the number of nodes and
by increasing the simulation area. Lastly, Figure 4 shows
the results of Experiment 3, where we reduce the mobility
of the nodes by increasing the pause time from 10 seconds
to 40 seconds.

Experiment Values Reference value

1 10,15,20 flows 10

2
2000m×2000m
3000m×3000m
4000m×4000m

3000m×3000m

3 10s,20s,40s 0s

Table 2: Specific parameters for each experiment.

Regarding packet delivery ratio, from Figures 2(a), 3(a)
and 4(a) we can observe that the proposed protocol clearly
outperforms Epidemic by consistently delivering more data
packets. The inferior packet delivery ratio attained by Epi-
demic is caused by a rapid saturation of the buffers of the
nodes. On the other hand, the proposed algorithm only
propagates packets towards those regions of the network
where it is more likely to find the destination and hence
it does not waste buffer space of nodes that are located
far away from the intended destinations (see Figure 2(a)).
For the case of increasing traffic load, the behavior shown
by the proposed protocol is as expected. When the traf-
fic increases, the packet delivery ratio is reduced because
more packets are being disseminated across the network
and hence, more packets have to be dropped at the data
queues. On the other hand, when the node density is in-
creased (see Figure 3(a)), nodes tend to meet each other
more often and hence, the topological information regard-
ing the destinations percolates faster across the network.
Under this situation, the probabilistic gradients are more
clearly defined and the dissemination of the packets tends
to be more focused towards the destinations. It is also im-
portant to point out that when the network becomes more
connected, the sequence of SUV-SUV-REQ-DAT messages
also becomes more costly. Moreover, we observed the ap-
pearance of the broadcast storm problem where many nodes
simultaneously engage in SUV-REQ-DAT exchanges with a
node transmitting a BLF packet. Lastly, Figure 4(a) shows
that the two protocols are fairly insensitive to the differ-
ent values used for the pause time. These results indicate
that under these conditions, the probabilistic soft state used
by the proposed protocol is capable of keeping up with the
topological changes experienced by the network.

Regarding end-to-end delay, from Figures 2(b), 3(b) and
4(b) we can observe that the proposed protocol clearly out-
performs Epidemic by consistently attaining smaller delays.
This was also an expected result because Epidemic is a
brute force solution that uses all possible paths to reach
the intended destinations but that tend to saturate the data
queues much faster. Moreover, a detailed analysis of the
simulation traces revealed that the delay attained by Epi-
demic is also due to the fact that most of the packets were
delivered to destinations that happened to be relatively close
to their corresponding sources. The latter contrast with the
proposed protocol that is able to deliver packets to desti-
nations that are located far away from the sources, or in
different network partitions.

Lastly, from Figures 2(c), 3(c) and 4(c) we can notice
that the extra cost induced by the proposed protocol by
periodically transmitting counting Bloom filters is clearly
outweighed by the data overhead induced by Epidemic while
disseminating data packets towards regions of the network
that do not contain the intended destinations.



Figure 2: Performance of the protocols in a MANET scenario with increasing traffic load. (a) Packet delivery ratio. (b)
End-to-end delay. (c) Total overhead.

Figure 3: Performance of the protocols in a MANET scenario with decreasing node density. (a) Packet delivery ratio. (b)
End-to-end delay. (c) Total overhead.

Figure 4: Performance of the protocols in a MANET scenario with decreasing node mobility. (a) Packet delivery ratio. (b)
End-to-end delay. (c) Total overhead.



Vehicles entering the
scenario every 45s

Flows Routes
Avg. num.
of vehicles

05 25 25 55
15 25 25 155
25 25 25 270
35 35 30 385
45 55 30 520

Table 3: Vehicle flow parameters for the VANET scenario.

4.2 VANET Scenario
In this scenario, we evaluate the performance of the pro-

tocols when nodes move following the street layout of the
city of Murcia, Spain (Figure 1). We used the SUMO sim-
ulator of urban mobility [11] to generate mobility traces of
two types of vehicles, namely, cars and buses, which differ
only on mobility parameters such as acceleration, maximum
speed, and size. For this experiments we use the same set of
values for the simulation parameters as described in Table
1, and vary the vehicle density by increasing the number of
vehicles entering the simulation area per second as shown
in the first column of Table 3. The second column of Ta-
ble 3 corresponds to the number of different vehicle flows
in the scenario. In SUMO, a flow defines the rate at which
vehicles enter the scenario, as well as their type (car or bus)
and the route they follow. Routes are defined in terms of a
sequence of street intersections. The fourth column of Table
3 presents an estimate of the average number of active ve-
hicles in the simulation area. This value is a function of the
vehicle arrival rate and, the time vehicles remain active on
the simulation, which depends on the length of the routes
followed by the vehicles, the behavior of the semaphores,
and the traffic congestion of the road network. As in the
MANET scenario, the end-points of the CBR data flows are
selected uniformly at random from the vehicles currently in
the simulation. The details of the vehicle flow parameters
are shown in Table 4.

Figure 5 presents the results of these experiments. From
Figures 5(a) and (b), we can observe that the proposed algo-
rithm consistently performs similar or better than Epidemic
in terms of packet delivery ratio, end-to-end delay and to-
tal overhead. Our proposal delivers between 5% and 7%
more packets than Epidemic, even in situations where the
probability of false positives in the counting Bloom filters is
quite high due to the large number of active vehicles in the
simulation and the relative small size of the filters (32 coun-
ters). Under this situation, our protocol behaves similar to
Epidemic because it also tend to disseminate data packets
towards regions of the network that do not contain the des-
tination but a false positive. Figure 5(b) shows that in these
experiments the end-to-end delay attained by the proposed
protocol is slightly better than that of Epidemic. The rea-
son again, is the fact our protocol induces less data overhead,
which reduces the waiting times at the data queues.

Lastly, Figure 5(c) shows the total overhead induced by
the two protocols. As in the case of the MANET scenario,
the proposed protocol incurs in far less overhead because of
the reduced cost of disseminating only towards regions of
the network where it is likely to find the destinations. This
is true even in this scenario where the probability of false
positive is high.

Parameter Value
Data flows 10

Packets per flow 1000
Packet size 512 bytes
Data rate 1 packet/s

Table 4: Parameters for VANET data flows

5. CONCLUSIONS
In this paper, we proposed a new protocol for routing

in intermittently connected mobile networks that uses the
concept of probabilistic soft state to assign to every node in
the network probabilities of reaching any destination. The
probabilistic soft state is defined in terms of the content of
counting Bloom filters that condense the topological infor-
mation that nodes have collected from other nodes as they
move and that is used to compute the probabilities of reach-
ing the destinations. These probabilities reflect the amount
of information nodes have regarding the different destina-
tions. To model the process in which nodes acquire and
loss topological information, we defined two novel operations
over counting Bloom filters, namely, the binary addition op-
eration and the unary degradation operation. The addition
operation is used to reflect the acquisition of new informa-
tion, and the unary operation is used to reflect the loss of
information, either because it is getting stale or because it
is being propagated away from the place where it was gen-
erated. Then, nodes use a greedy forwarding strategy that
follows the gradients defined by these probabilities to reach
the intended destinations.

The proposed scheme has the advantage of establishing
probabilistic gradients simultaneously for all the destina-
tions. This contrasts with previous proposals that require
the dissemination of control information for every destina-
tion node, which is not scalable. In the proposed scheme,
nodes periodically exchange constant-size “hello” messages
with their one-hop neighbors. Therefore, the protocol’s net-
work complexity is constant in terms of the network size.
Moreover, the proposed scheme has the advantage that it
combines in a simple way the concepts of probability of en-
counter and hop distance towards the destinations. When
the network is connected, the probabilistic gradients are sim-
ilar to the traditional gradients based on hop distances, but
when the network is partitioned, the gradients are similar to
those that compute a probability of encounter based on the
time nodes last met. This way, the proposed algorithm can
work in more general scenarios than previous protocols that
exploit the “social behavior” of nodes.

In the presence of false positives in the Bloom filters, data
packets can be disseminated towards regions of the network
that do not contain the destination, however, this will not
prevent the proposed protocol to also disseminate the pack-
ets towards the intended destination. We observed this situ-
ation in the VANET scenario, where due to the large number
of nodes, the probability of false positive is quite high.

The results of a detailed simulation-based performance
analysis showed that the proposed algorithm is a viable
alternative for routing in both intermittently connected
MANETs and VANETs. The proposed protocol consis-
tently outperformed the Epidemic routing protocol in both
MANET and VANET scenarios.



Figure 5: Performance of the protocols in a VANET scenario with increasing node density. (a) Packet delivery ratio. (b)
End-to-end delay. (c) Total overhead.
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