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Abstract

Natural environmental factors and anthropogenic disturbances can modulate gene expression,
resulting in alteration of organismal phenotype. In the first part of my thesis project, | used Drosophila
melanogaster as a model to understand the mechanisms by which 24-hour light-dark cycles can regulate
rhythmic changes in the chromatin to generate circadian rhythms of gene expression and orchestrate
daily biological rhythms in insects. | observed that two circadian clock proteins, CLOCK and TIMELESS,
regulate daily rhythmicity in the binding of BRAHMA, a chromatin remodeler, to DNA spanning clock-
controlled genes to facilitate their rhythmic gene expression cycles. Moreover, because TIMELESS
degrades in the presence of light, my results provide new insights into how light affects DNA structure
and gene expression. In the second part of my thesis project, | investigated the molecular mechanisms
by which the fruit pest Drosophila suzukii adapt to insecticide applications and develop resistance.
Specifically, | performed RNA sequencing analysis on D. suzukii flies that are either susceptible or
resistant to common insecticides to determine genetic mechanisms underlying insecticide resistance in
this agricultural pest. My results revealed that enhanced metabolic detoxification confers pyrethroid
resistance while spinosad resistance is the result of both metabolic and penetration resistance. Finally,
we identified alternative splicing as a potential mechanism of resistance. My results will facilitate the
development of efficient molecular diagnostics to monitor insecticide resistance development in the
field and enable growers to develop more informed D. suzukii spray programs to control this devastating

pest more effectively.



Introduction

Gene expression, the process of turning on a gene to produce mRNA and eventually a protein, is
the most fundamental way of converting genetic information into a phenotypical output [reviewed in
(Nachtomy et al., 2007)]. It is known that both natural environmental and anthropogenic factors can
alter gene expression, and these alterations enable organisms to adapt to their external environment
(Gibson, 2008). Environmental stimuli include predictable or “pre-programmed” events as well as
transient or “random” events. Some examples of pre-programmed events include the daily light-dark
cycle, temperature cycles, as well as resource availability. These are factors that occur regularly and in a
predictable manner, allowing organisms to anticipate these environmental changes and therefore react
and adapt accordingly. For example, sunflower heads track the sun’s movement throughout the day,
from east to west, and in the evening, the flower orients itself to face east again, in anticipation of
sunrise (Atamian et al., 2016). The final eastward orientation of mature plants is beneficial to the flower
because it promotes pollinator visitation, increasing the plant’s reproductive fitness. Random events, on
the other hand, are non-predictable changes in the environment such as human intervention events,
like the application of chemicals and drugs, and exposure to parasites and pathogens. In such cases,
organisms cannot anticipate these changes and thus need to react to them upon exposure. The focus of
this thesis is to understand how pre-programmed factors, specifically the day-night cycle, and random
environmental factors, namely insecticide exposure, influence gene expression and physiology in
insects.

In Chapter 1 (Tabuloc et al., 2023), | explored how predictable changes in the day-night cycle
influence gene expression regulation by the BRAHMA chromatin remodeling complex using Drosophila
melanogaster as a model. Earth’s rotation about its axis and around the sun, produces predictable

changes in the environment, including cycles of daylight and darkness. Organisms have developed an



internal time-keeping mechanism, termed the circadian clock, to anticipate these changes [reviewed in
(Cox & Takahashi, 2019; Dubowy & Sehgal, 2017; Dunlap & Loros, 2017; Patke et al., 2020)]. The
circadian clock is composed of three parts: the input, the oscillator, and the output (Eskin, 1979). The
input is comprised of environmental stimuli, such as light, temperature, and nutrition [reviewed in (Cox
& Takahashi, 2019; Dubowy & Sehgal, 2017; Dunlap & Loros, 2017; Patke et al., 2020)]. These time cues
get interpreted by the oscillator, a biochemical timer that maintains the pace of the circadian clock. The
oscillator then produces rhythmic expression of clock-controlled genes that results in rhythmic
behaviors and physiology such as sleep-wake cycles and feeding-fasting cycles; they represent clock
output.

In D. melanogaster, the oscillator is a transcriptional translational feedback loop in which
transcriptional activators, CLOCK (CLK) and CYCLE (CYC), bind to the promoters of clock-regulated genes,
including period (per) and timeless (tim), which encode transcriptional repressors (Darlington et al.,
2000; Hao et al., 1997; Hardin et al., 1990; Zhou et al., 2016). Next, per and tim are transcribed and
translated mid-day (Darlington et al., 2000; Hao et al., 1997; Zhou et al., 2016). However, because TIM is
a light-sensitive protein and degrades in the presence of light (Hunter-Ensor et al., 1996; Myers et al.,
1996; Zeng et al., 1996), PER-TIM heterodimers do not accumulate until the evening (Jang et al., 2015;
Lam et al., 2018; Top et al., 2016), which is when they translocate into the nucleus and interact with
CLK-CYC heterodimers to repress transcription of clock genes, including their own transcription (Chiu et
al., 2008; Grima et al., 2002; Ko et al., 2002; Szabé et al., 2018). Thus, it is evident that the interaction of
these transcription factors with the DNA is important in ensuring proper functioning of the circadian
clock.

In eukaryotes, DNA is wrapped around histones, forming a compacted structure termed
chromatin. It has been shown that the chromatin landscape at clock genes is also rhythmic—opening

and closing at certain times of the day to regulate access of transcription factors and transcription



machinery to the DNA (reviewed in (Koike et al., 2012; Kwok et al., 2016; Zhu & Belden, 2020). The
BRAHMA (BRM) chromatin-remodeling complex is known to be critical for proper timekeeping (Kwok et
al., 2015, 2016). When BRM is knocked down in D. melanogaster with RNA interference, these flies
possess a slower clock, running at 25 hours as opposed to a wild type fly that has a 24-hour clock (Kwok
et al., 2015). BRM decreases CLK-activated gene expression by condensing the chromatin and potentially
by recruiting histone deacetylases (Kwok et al., 2015, 2016). BRM regulates approximately 80% of the
genes in the D. melanogaster genome (Jordan-Pla et al., 2018), and only a small subset of those genes is
rhythmically expressed, thus prompting the question as to how a general chromatin remodeler can
target only some loci in a rhythmic manner. | hypothesized that clock proteins are involved in regulating
this specificity given that clock proteins are present in the nucleus at certain times of the day, and two
core clock transcription factors, CLK and TIM, have been shown to interact with BRM (Kwok et al., 2015).
Leveraging a newly generated polyclonal antibody against BRM, | performed chromatin
immunoprecipitation to assess whether CLK and TIM play a role in enabling BRM to target clock genes in
a rhythmic manner. | observed that despite its constitutive protein expression throughout the day, BRM
binds rhythmically to clock gene promoters. Using the per promoter as a prototypical clock gene, |
observed reduced BRM occupancy in a clk null mutant, suggesting that CLK promotes BRM binding to
the DNA. Similarly, overexpressing TIM also results in decreased BRM occupancy, suggesting that TIM
plays a role in promoting BRM removal from the DNA. Furthermore, | assessed Histone H3 occupancy as
a proxy for nucleosome density (Kwok et al., 2015; Lee et al., 2004) given that BRM condenses the
chromatin. We observed that these perturbations in BRM occupancy result in a disruption of the
chromatin landscape at the same locus. Finally, | demonstrated that constant light, which results in low
levels of TIM (Abrieux et al., 2020; Kwok et al., 2016), results in increased BRM occupancy at night,
consequently resulting in a more condensed chromatin landscape. My results reveal that CLK and TIM

are necessary for regulating rhythmic BRM occupancy at the per promoter, showing reciprocal



regulation between a chromatin remodeler and the circadian clock. These results illuminate how a
general chromatin remodeler can target specific loci in a rhythmic manner. These results also shed light
on how disruption of the circadian clock can influence genome structure and ultimately gene expression.
The involvement of light-sensitive TIM provides insight as to how light can influence the chromatin
landscape and therefore gene expression.

In Chapter 2, | explored how human activities, specifically the application of insecticides in
agriculture, influences gene expression and adaptation in the fruit pest D. suzukii. Originally from
southeast Asia, this pest arrived in the continental United States in 2008 (Bolda et al., 2010). D. suzukii is
also known as spotted wing Drosophila (SWD), due to the characteristic black spots located on the wings
of the male. The females, on the other hand, have a serrated ovipositor that enables them to lay eggs
into soft-skinned, ripening fruits, as opposed to laying eggs in rotting fruits, like many other Drosophila
species (Walsh et al., 2011; Walton et al., 2016). As a result, D. suzukii control programs rely heavily on
calendar spray programs, increasing the likelihood of these pests of developing resistance to commonly
used commercial insecticides, such as pyrethroids and spinosads (Bruck et al., 2011; Van Timmeren &
Isaacs, 2013). To date, three studies have documented insecticide resistance in field populations of D.
suzukii in California (Ganjisaffar, Demkovich, et al., 2022; Ganjisaffar, Gress, et al., 2022; Gress & Zalom,
2019). However, the molecular mechanisms underlying insecticide resistance in D. suzukii has yet to be
described. Therefore, the aim of Chapter 2 is to identify the molecular mechanisms conferring resistance
in D. suzukii. Understanding these mechanisms will enable the development of molecular diagnostics
that can be used to monitor insecticide resistance and can provide insights into how to improve D.
suzukii management practices.

To identify the molecular mechanisms underlying insecticide resistance, | used both short-read
and long-read sequencing to analyze the transcriptomes of fly lines resistant to either pyrethroid or

spinosad insecticides, as well as control fly lines derived from the same field-collected populations but



susceptible to the insecticides. Utilizing short-read sequencing data (lllumina platform), | identified that
D. suzukii resistant to pyrethroids expressed increased basal levels of metabolic enzymes and decreased
levels of the pyrethroid target gene, para. Drosophila suzukii resistant to spinosad, on the other hand,
showed increased basal expression of metabolic enzymes and increased expression of genes in the
insect cuticle. Additionally, my long-read sequencing data (PacBio platform) revealed transcriptome-
wide changes in splicing between the resistant and susceptible fly lines derived from the same
geographical population, suggesting that alternative splicing can potentially be an additional mechanism
conferring insecticide resistance.

Chapter 2 is the first description of the mechanisms of insecticide resistance in D. suzukii. In
addition to identifying mechanisms of insecticide resistance previously characterized in other insect
species, | also identified transcriptome-wide alterations in splicing as a new mechanism that has not
been previously described. Furthermore, we selected biomarkers of resistance from our transcriptome
dataset to design and validate quantitative PCR-based molecular diagnostics to identify insecticide
resistance and monitor resistance development in the field. Finally, these results can inform growers
how to improve D. suzukii management strategies to effectively control D. suzukii infestations, including
insecticide-resistant populations.

In summary, this thesis contributes to our knowledge of how environmental stimuli influence
gene expression and organismal physiology. Specifically, pre-programmed changes in the environment,
such as the 24-hour day-night cycle, produce rhythmic circadian gene expression, which is in part
regulated by the chromatin remodeler, BRM. Additionally, human activities, such as the application of
insecticides, provides adaptive pressure that results in changes in gene expression, resulting in the

development of insecticide resistance over time.
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CLOCK and TIMELESS regulate rhythmic
occupancy of the BRAHMA chromatin-
remodeling protein at clock gene promoters

Christine A. Tabuloc, Yao D. Cai(, Rosanna S. Kwok, Elizabeth C. Chan,
Sergio Hidalgo®, Joanna C. Chiu@®*

Department of Entomology and Nematology, College of Agricultural and Environmental Sciences, University
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* jcchiu@ucdavis.edu

Abstract

Circadian clock and chromatin-remodeling complexes are tightly intertwined systems that
regulate rhythmic gene expression. The circadian clock promotes rhythmic expression,
timely recruitment, and/or activation of chromatin remodelers, while chromatin remodelers
regulate accessibility of clock transcription factors to the DNA to influence expression of
clock genes. We previously reported that the BRAHMA (BRM) chromatin-remodeling com-
plex promotes the repression of circadian gene expression in Drosophila. In this study, we
investigated the mechanisms by which the circadian clock feeds back to modulate daily
BRM activity. Using chromatin immunoprecipitation, we observed rhythmic BRM binding to
clock gene promoters despite constitutive BRM protein expression, suggesting that factors
other than protein abundance are responsible for rhythmic BRM occupancy at clock-con-
trolled loci. Since we previously reported that BRM interacts with two key clock proteins,
CLOCK (CLK) and TIMELESS (TIM), we examined their effect on BRM occupancy to the
period (per) promoter. We observed reduced BRM binding to the DNA in clk null flies, sug-
gesting that CLK is involved in enhancing BRM occupancy to initiate transcriptional repres-
sion at the conclusion of the activation phase. Additionally, we observed reduced BRM
binding to the perpromoter in flies overexpressing TIM, suggesting that TIM promotes BRM
removal from DNA. These conclusions are further supported by elevated BRM binding to
the perpromoter in flies subjected to constant light and experiments in Drosophila tissue cul-
ture in which the levels of CLK and TIM are manipulated. In summary, this study provides
new insights into the reciprocal regulation between the circadian clock and the BRM chro-
matin-remodeling complex.

Author summary

Circadian clocks are endogenous time-keeping mechanisms that allow organisms to antic-
ipate and adapt to daily changes in their external environment. These clocks are driven by
a molecular oscillator that generates rhythms in the expression of many genes, termed
clock-controlled genes. The genomic DNA containing these clock-controlled genes are
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also modified in a rhythmic manner throughout the day. DNA is more tightly packaged
with histone proteins when transcription of clock-controlled genes is repressed while the
interaction between DNA and histone proteins is more relaxed during transcriptional
activation. We found that two key clock proteins, CLOCK and TIMELESS, regulate daily
rhythmicity in the binding of BRAHMA, a chromatin remodeler, to DNA spanning
clock-controlled genes to facilitate their rhythmic gene expression cycles. Moreover,
because TIMELESS is sensitive to light, our study provides new insights into how light
can affect DNA structure and gene expression.

Introduction

The circadian clock is an endogenous time-keeping mechanism that enables organisms to syn-
chronize their behavioral and physiological processes to their external environment [1-4]. Cel-
lular clocks are driven by molecular oscillators, each of which is composed of a negative
transcriptional translational feedback loop (TTFL) [5]. In Drosophila melanogaster (herein
referred to as Drosophila), transcription factors CLOCK (CLK) and CYCLE (CYC) heterodi-
merize and bind to the Enhancer box (E-box) sequences located in the promoters of clock-
controlled genes, including period (per) and timeless (tim), thereby activating their transcrip-
tion in early to midday [6-8]. Delay in the accumulation of PER and TIM proteins contributes
to the extension of the TTFL to 24 hours (reviewed in [1,4]). This delay is mediated by post-
transcriptional mechanisms including RNA splicing [9], translation [10,11], control of subcel-
lular localization [12], and protein degradation [13-15]. Around midnight, when PER and
TIM levels accumulate to sufficient levels, they heterodimerize and translocate into the nucleus
[16-18], where they interact with the CLK-CYC complex to repress their own transcription
and the transcription of other CLK-activated genes [8,19,20]. Finally, proteasome dependent
degradation of PER and TIM [13,15,21,22] and modulation of CLK activity by post-transla-
tional modifications [23-28] terminates the circadian repression phase in late day to early
morning, initiating the next circadian cycle.

The chromatin at clock-controlled genes undergoes rhythmic modifications mediated by
the activities of histone modifiers and chromatin-remodeling proteins, thus facilitating rhyth-
mic gene expression over the 24-hour cycle [29-31]. There is accumulating evidence showing
that these proteins interact with core clock components to impose temporal control of their
activities at clock gene loci. For instance, the mammalian homolog of Drosophila CLK,
CLOCK, interacts with histone acetyltransferases [32] and ubiquitin ligases [33] to modulate
histone density at clock gene loci. In Drosophila, CLK interacts with NIPPED-A, a component
of both the SAGA and TIP60 chromatin-remodeling complexes to promote circadian tran-
scription [34,35]. And finally, the transcriptional activator of the Neurospora clock, White Col-
lar 1, interacts with the Switch/Sucrose Non-Fermentable (SWI/SNF) chromatin-remodeling
complex to activate clock gene expression [36]. These interactions suggest that core clock pro-
teins closely coordinate with chromatin remodelers and histone modifiers to shape chromatin
landscape and rhythmic gene expression.

We previously characterized the BRAHMA (BRM) complex, a member of the SWI/SNF
chromatin-remodeling family, as a regulator of circadian transcription in Drosophila [30,37].
Specifically, we found that BRM condenses the chromatin and possibly serves as a scaffold for
repressive complexes at the promoters of per and tim. We also observed that BRM interacts
with core clock proteins, CLK and TIM, in fly tissues at specific times of the day-night cycle
[37], prompting the question of whether clock proteins might reciprocally regulate BRM
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activity to shape rhythmic nucleosome density and gene expression. In addition to clock-con-
trolled genes, BRM regulates genes involved in cell cycle [38-41], DNA damage response [42—
44], development [45,46], and stem cell renewal and differentiation [47-50]. In fact, BRM is
estimated to regulate the expression of approximately 80% of the Drosophila genome [51].
This further begs the question of how BRM regulates certain loci in a rhythmic manner while
majority of its targets are not rhythmically regulated. Given the precedents of interactions
between core clock transcription factors and histone modifiers/chromatin remodelers, we
hypothesize that core clock proteins regulate BRM occupancy at circadian loci to ensure rhyth-
mic BRM activity at these sites.

Here, we investigated the mechanisms that promote rhythmic BRM activity, specifically at
CLK-activated loci. We observed that BRM rhythmically binds to the promoters of clock-con-
trolled genes despite its constitutive protein expression in fly heads. Using the per gene as a
prototypical CLK-activated gene, we revealed that core clock components, CLK and TIM, play
key roles in regulating rhythmic BRM occupancy at clock gene promoters. In particular, we
found that CLK promotes the recruitment of BRM to these promoters and paves the way for
the initiation of circadian repression by stabilizing BRM protein, which functions to increase
nucleosome density. TIM, on the other hand, promotes the removal of BRM from the DNA to
reset the chromatin landscape following transcriptional repression to prepare for the next tran-
scriptional cycle. Our study provides new insights into how general chromatin remodelers col-
laborate with clock proteins to facilitate expression of the circadian transcriptome.

Results

BRM exhibits rhythmic occupancy at clock gene promoters despite
constitutive protein expression

We first sought to determine whether BRM occupancy at CLK target loci is rhythmic.
Although we previously showed that BRM localizes at the E-boxes of per and tim promoters,
specifically the per circadian regulatory sequence (CRS) and tim E-box 1 (E1) [37], those
experiments were performed in flies expressing epitope tagged BRM expressed under the con-
trol of the tim promoter. We therefore generated a polyclonal antibody against BRM to more
accurately detect endogenous BRM occupancy. We validated the antibody in Drosophila
Schneider (S2) cells and fly head tissue. The new antibody was able to detect endogenous BRM
expression in both preparations (Fig 1A). In S2 cells, a sharp band is observed around 250
kDa, consistent with the predicted size of BRM. Higher protein levels are observed when over-
expressing BRM by transient transfection as compared to untransfected control S2 cells
(t=4.683, df = 2, p = 0.0427) (Fig 1B). We generated flies overexpressing BRM with a 3XFLA-
G-HIS (FH) epitope tag in tim-expressing cells by crossing a tim-UAS-Gal4 (TUG) driver line
with a responder line expressing UAS-brm-FH. We observed higher BRM signal in head
extracts of flies overexpressing BRM as compared to the TUG parental control (t = 4.941,
df =2, p = 0.0386) (Fig 1B). Furthermore, the specificity of the signal was confirmed with pre-
adsorption of the antibody with a dilution series of the BRM antigen (S1 Fig). As increasing
amounts of the BRM antigen were incubated with the BRM polyclonal antibody prior to addi-
tion to western blots, the BRM signal became progressively weaker (0.1ul antigen at 1ul/ug:
q=23.90, df = 8, p<0.0001; 1ul antigen: q = 31.92, df = 8, p<0.0001; 10ul antigen: q = 31.21,
df = 8, p<0.0001). BRM signal was normalized to a non-specific band on the same blot.
Leveraging the new BRM polyclonal antibody, we assayed daily BRM occupancy at a num-
ber of clock gene promoters in whole head extracts collected from wild type (WT, w'''®) flies
entrained in 12:12 light:dark (LD) conditions (Fig 1C-F). We observed robust rhythmicity of
BRM occupancy at each of the tested promoters, including per, tim, vrille (vri), and clockwork
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Fig 1. BRM binding to clock gene promoters in fly heads is rhythmic despite constitutive BRM protein
expression. (A) Western blot validation of the BRM antibody detecting proteins extracted from Drosophila S2 cells
and heads of flies collected at ZT16 on LD3 (light-dark cycle day 3) subsequent to 2-day entrainment at 12h:12h LD. S2
cells were either untransfected or transfected with pAc-brm-3XFLAG-His. The two fly lines used for validation are flies
expressing either endogenous levels of BRM (w; tim(UAS)-Gal4 parental driver line referred to as TUG) or flies
expressing FLAG-His-tagged BRM (referred to as brm®F) (top panel). FLAG epitope was simultaneously detected to
confirm expression of FLAG-tagged BRM (middle panel). HSP70 was used as a loading control (bottom panel). (B)
Quantification of BRM signal shown in Fig 1A. Each data point represents a biological replicate. Error bars represent
+SEM (S2 cells: n = 3; Fly heads: n = 4). Asterisks denote significant p-values: *p<0.05. (C-H) BRM occupancy at the
promoters of (C) period (per), (D) timeless (tim), (E) vrille (vri), (F) clockwork orange (cwo), (G) heat shock protein 27
(hsp27), and (H) glycine transporter (glyT) was detected in heads of w18 (WT) flies collected at the indicated time
points on LD3 subsequent to 2-day entrainment at 12h:12h LD. The grey background denotes the dark phase of the LD
cycle. Each data point represents a biological replicate (n = 4), and each biological replicate is an average of 2 technical
replicates of gPCR. RAIN: (C) p = 0.0053; peak: ZT16, (D) p = 0.0487; peak: ZT16, (E) p = 0.0124; peak: ZT16, (F)
p = 0.0005; peak: ZT16, (G) p = 0.9543, and (H) p = 0.3140 (I) Western blot showing BRM expression in heads of w!!i8
flies (top panel) collected at the indicated time points on LD3. HSP70 was used as a loading control (bottom panel). (J)
Quantification of BRM signal normalized to HSP70 as shown in Fig 1I (n = 3, RAIN p = 0.5811).

https://doi.org/10.1371/journal.pgen.1010649.9001

orange (cwo) (Fig 1C RAIN p = 0.0053; peak: ZT16, Fig 1D RAIN p = 0.0487; peak: ZT16, Fig
1E RAIN p = 0.0124; peak: ZT16, and Fig 1F RAIN p = 0.0005; peak: ZT16; ZT is defined as
Zeitgeber Time, and ZT0 denotes lights on time in the LD cycle). To assess the specificity of
rhythmic BRM occupancy, we also assessed BRM binding at the promoters of two non-clock
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gene promoters, heat shock protein 27 (hsp27) and glycine transporter (glyT), (Fig 1G and 1H).
Neither of these genes exhibit rhythmic BRM occupancy over the 24-hour LD cycle (Fig 1G
RAIN p = 0.9543; Fig 1H RAIN: p = 0.3140). To determine whether rhythmic BRM occupancy
is a result of rhythmic BRM protein abundance, we analyzed BRM protein levels in WT fly
head extracts over a LD cycle. We observed that BRM protein expression is constitutive
throughout the 24-hour cycle (Fig 11 and 1J) (Fig 1] RAIN p = 0.5811), indicating that the
daily oscillation in BRM occupancy at clock gene promoters is not dependent on rhythmic
BRM abundance.

CLK promotes BRM occupancy at the per promoter

We have previously observed that BRM binds to CLK in fly head extracts between ZT12 to
ZT20 while BRM-TIM interactions were observed at and after ZT20 [37]. We therefore
hypothesized that CLK promotes BRM occupancy to CLK target loci since BRM occupancy at
clock genes starts to increase around ZT10 (Fig 1C-1F). We reasoned that if CLK promotes
BRM occupancy to clock gene promoters, BRM binding to the DNA would be lower in the
absence of CLK. To test this hypothesis, we performed chromatin immunoprecipitation in
combination with quantitative real-time PCR (ChIP-qPCR) to compare BRM occupancy in
WT (w'''®) and clk null (w""*%;clk®*") flies. Because BRM binds rhythmically to the promoters
of per, tim, vri, and cwo with the same phase (Fig 1C-1F), we opted to use the perCRS as a rep-
resentative CLK-activated promoter in subsequent experiments. We observed that BRM occu-
pancy was not rhythmic (RAIN: WT p = 0.0056, peak: ZT16; clk®* p = 0.7915) and
significantly lower in the clk®* mutant at ZT16 (t = 4.877, df = 24, p = 0.0002) (Fig 2A), the
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Fig 2. CLK promotes BRM occupancy at the per promoter. (A) BRM and (B) Histone H3 occupancy at the perCRS
in head tissues of w'!!® (black) and clk® (red) flies (A: n = 4; w'''® RAIN p = 0.0056, clk°*' RAIN p = 0.7915; B: n = 3;
w18 RAIN p = 0.0488, clk® RAIN p = 0.2080). Each data point represents a biological replicate, and each biological is
an average of at least 2 technical replicates of gPCR. Asterisks denote significant p-values: *p<0.05, ***p<0.001. Error
bars represent +SEM. The grey background denotes the dark phase of the LD cycle. (C) BRM binding at the perCRS in
S2 cell nuclear extracts expressing either brm alone (white) or brm co-expressed with clk (grey). Relative fold change of
ChIP signal is calculated with amount of BRM binding in the brm alone condition equal to 1(n = 6). (D) BRM (black)
and CLK (blue) occupancy at the perCRS in heads of w''*® flies collected at the indicated time points on LD3 (n = 3;
BRM ChIP: RAIN p = 0.0016, phase = ZT14; CLK ChIP: RAIN p = 6.17e-6, phase = ZT12; DODR p = 0.0033).
Trendlines connect the mean relative ChIP signal of each time point.

https://doi.org/10.1371/journal.pgen.1010649.9002
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time point at which BRM occupancy normally peaks in WT flies at the time points we sampled
(Fig 1C).

Because BRM condenses the chromatin by increasing nucleosome density at clock loci [37],
we expect rhythms of nucleosome density to match BRM occupancy. Therefore, we assayed
Histone H3 occupancy in WT and clk® flies to assess whether the decrease and loss of rhyth-
micity in BRM binding to the per promoter results in reduced Histone H3 density and rhyth-
micity at the same locus. H3 occupancy is often used to reflect nucleosome density [37,52]. As
predicted, we observed a significant reduction in Histone H3 occupancy at ZT16 (t = 3.629,
df = 16, p = 0.0090) as well as a loss of rhythmicity (RAIN: WT p = 0.0488, peak: ZT16; cIk®*
p = 0.2080) in the clk°* mutant as compared to WT flies (Fig 2B).

We next assayed BRM occupancy in Drosophila S2 cells to further support the function of
CLK on BRM occupancy. S2 cells do not possess a functional molecular clock, so it is a simpli-
fied and valuable system to investigate functions of key clock proteins in the molecular oscilla-
tor without the complication of TTFL. We observed elevated BRM binding to the perCRS
when brm is co-expressed with clk when compared to cells expressing brm alone (t = 3.340,
df =5, p = 0.0205) (Fig 2C), suggesting that CLK plays a role in promoting BRM occupancy to
the per promoter.

We reasoned that CLK should bind to the promoter prior to BRM if CLK recruits BRM to
this locus. Therefore, we assayed BRM and CLK occupancy every 2 hours from ZT10 to ZT18
to obtain a higher resolution view of the occupancy of these proteins at the perCRS. We
observed that BRM binding peaks at ZT14 while CLK occupancy peaks at ZT12 (BRM RAIN
p =0.0016; CLK RAIN p = 6.17e-6; DODR: 0.0033) (Fig 2D), confirming that CLK binding to
the per promoter precedes BRM binding. All together, these results suggest that CLK plays a
role in promoting BRM occupancy, potentially via recruitment of BRM to the per promoter or
stabilizing BRM once it has been recruited to the promoter.

CLK expression stabilizes BRM

In addition to recruiting BRM to the per promoter, it is possible that CLK can increase BRM
binding to DNA through other mechanisms such as promoting BRM protein levels. To deter-
mine if CLK influences BRM expression, we compared daily BRM protein abundance in WT
(w"'"®) and Ik flies (Fig 3A and 3B). We observed significantly lower BRM abundance in c/k°™
flies at ZT16 (t = 3.111, df = 16, p = 0.0266) (Fig 3B), revealing that lower BRM protein levels
may contribute to decreased BRM occupancy (Fig 2A). Lower BRM levels in clk®* flies also sug-
gests that brm could be a CLK-activated gene, and a CLK ChIP-chip dataset showed that CLK
binds to the brm promoter [53]. We therefore assessed daily rhythms in brm mRNA expression
in WT and clk® flies (Fig 3C). We found no difference in brm mRNA levels between the k™™
mutant and the WT control. Thus, rather than regulating brm mRNA expression, it is possible
that CLK stabilizes BRM protein. We tested this possibility by performing a cycloheximide
(CHX) chase experiment in Drosophila S2 cells. BRM protein degrades significantly slower when
co-expressed with clk (t = 7.316, df = 5, p<0.0001) (Fig 3D and 3E). Furthermore, we observed
that BRM migrates slower when co-expressed with CLK, suggesting BRM is post-translationally
modified in the presence of CLK (S2A Fig). When lysate extracted from S2 cells expressing both
BRM and CLK was treated with lambda phosphatase, this shift in migration is no longer present,
suggesting that CLK is promoting BRM stability through phosphorylation (S2B Fig).

TIM reduces BRM occupancy at the per promoter

We next explored the mechanism by which BRM is removed from clock gene promoters.
Since BRM interacts with TIM in fly head tissues at ZT20, which is subsequent to CLK-BRM
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https://doi.org/10.1371/journal.pgen.1010649.9003

interaction [37], we hypothesized that TIM facilitates BRM removal from the per promoter.
We therefore examined whether increased TIM expression would result in decreased BRM
occupancy by comparing BRM binding to the perCRS in WT (w'"*®) flies and in flies overex-
pressing tim (wmg;ptim(WT)) (herein referred to as tim®F flies) [54]. We observed reduced
BRM binding at ZT16 in tim©F flies (t = 2.843, df = 16, p = 0.0462) (Fig 4A) and confirmed
that this reduction is not a result of lower BRM levels in tim°” flies as compared to WT control
(S3A and S3C Fig). TIM overexpression in tim®F flies was validated by western blot detection
(ZT16: t = 5.661, df = 16, p = 0.0001; ZT22: t = 5.976, df = 16, p<0.0001) (S3A and S3B Fig).
We examined the effect of reduced BRM binding to nucleosome density by measuring Histone
H3 occupancy in WT and tim®” flies, and we observed a significant decrease in H3 occupancy
at the per promoter at ZT22 in the mutant (t = 2.963, df = 16, p = 0.0361) (Fig 4B).

We further investigated the effect of TIM on BRM by analyzing BRM occupancy in WT
flies entrained in LD cycles and subsequently released into constant light (LL). Because TIM
undergoes light-dependent degradation [55-57], its expression is drastically reduced in LL
[30,54]. As expected, we observed an increase in BRM binding at CT22 in flies maintained in
LL as compared to flies in LD (t = 11.17, df = 16, p<0.0001; CT is defined as Circadian Time)
(Fig 4C). Because LL can affect the levels of proteins in addition to TIM, e.g. CLK, we sought
to determine the direct effect of TIM on BRM by assaying BRM occupancy at the perCRS in
Drosophila S2 cells by expressing either brm alone or brm co-expressed with tim. In the pres-
ence of tim, BRM occupancy is lower (t = 4.654, df = 3, p = 0.0187) (Fig 4D), supporting the
model that TIM promotes the removal of BRM from the DNA.

Furthermore, we leveraged a brm gain-of-function (brm®°") mutant fly to confirm our
findings on the effect of TIM on BRM function. This mutant expresses a non-phosphorylatable
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mutant of brm at specific cyclin dependent kinase (CDK) sites [58]. brm“°F was expressed in
tim-expressing cells using the TUG driver (TUG>brm%°F), and per mRNA expression was
assayed in LD and in constant darkness (DD). We expect that increased levels of TIM protein
in DD would diminish the effect of the gain-of-function brm mutation if TIM indeed removes
BRM from the per promoter. We observed dampening of per mRNA rhythms in the mutant
when compared to the TUG parental control in LD conditions (CircaCompare: MESOR

p = 9.997e-8, amplitude p = 0.0026) (Fig 4E). This can be explained by elevation of per repres-
sion mediated by increased BRM activity in TUG>brm " flies. As expected, no differences in
per mRNA expression and rhythm were found between TUG control and TUG>brm%°F flies
in DD, given more TIM is available to remove BRM“°F (CircaCompare: MESOR p = 0.688,
amplitude p = 0.597) (Fig 4F).

Finally, we examined whether lower clock gene expression in LD (Fig 4E) correlates with
higher nucleosome density by measuring Histone H3 occupancy in TUG and TUG>brm“°"
flies. Consistent with per mRNA rhythms, we observed an increase in Histone H3 occupancy
in the mutant, specifically at ZT16 (t = 3.476, df = 16, p = 0.0124) and ZT22 (t = 2.849, df = 16,
p = 0.0124) (Fig 4G). Our results indicate that the brm““F mutation enhances the ability of
BRM to condense the chromatin at the per promoter, resulting in lower clock gene expression.
This is in agreement with our previous finding that BRM promotes repression of clock genes
[37]. Taken together the results from our four independent approaches, we conclude that TIM
reduces BRM function by reducing its occupancy at the per promoter.
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Discussion

In this study, we provide evidence that key clock transcription factors facilitate rhythmic BRM

activity at clock gene promoters by mediating rhythmic BRM binding to these loci (Fig 5). Our
findings reveal that following peak CLK-CYC binding, CLK interacts with BRM and increases

BRM occupancy at clock gene loci partly by stabilizing BRM protein. Once bound, BRM mod-
ifies the chromatin to produce a more repressive chromatin landscape by condensing the chro-
matin catalytically and possibly serving as a scaffold for other repressors [37]. At the end of the
activation phase of the circadian transcription cycle, TIM interacts with BRM and promotes its
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Fig 5. Model depicting the impact of CLK and TIM on BRM occupancy at the per promoter. CLK-CYC
heterodimers bind to the E-box of per to activate transcription. At the peak of transcription, CLK promotes BRM
binding to the chromatin. While bound, BRM condenses the chromatin and recruits repressors to reduce gene
transcription levels. When PER-TIM complexes are in the nucleus to repress CLK-CYC activated transcription, TIM
promotes the removal of BRM from the DNA to reset the chromatin for the next cycle of transcription. This figure was
created with BioRender.com (license to lab of JCC).

https://doi.org/10.1371/journal.pgen.1010649.9005
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removal from DNA, thus resetting the chromatin state for the next daily transcription cycle.
Based on available data, we cannot determine whether BRM is removed from the DNA
together with clock proteins at the conclusion of the transcriptional activation phase or
whether BRM is removed from the DNA prior to the departure of clock proteins from DNA.

It is now known that rhythmic activity of histone modifiers and chromatin-remodeling
complexes are responsible for creating a dynamic chromatin landscape at clock gene loci
(reviewed in [31,59,60]). Studies have shown that the clock promotes rhythmic activity of
chromatin remodelers [34-36,61], consistent with our results. Our study expands on this body
of work by illuminating on the activity of clock proteins to shape rhythmic recruitment and
removal of the chromatin remodeler BRM at clock-regulated loci, providing an additional
layer of regulation to facilitate robust rhythmic gene expression. Our results also provide new
insights into reciprocal regulation between circadian clock proteins and chromatin remode-
lers. This has significant implication to the maintenance of robust circadian gene expression,
suggesting that any environmental, nutritional, or genetic factors that impact expression of
clock genes, e.g. the aging process [62-64], could disrupt the robustness of rhythmic chroma-
tin landscape and further dampen rhythmic clock output.

Using our newly produced polyclonal BRM antibody, we found that endogenous BRM
binds rhythmically to clock gene loci (Fig 1). This result is different than our previous study
showing that BRM occupancy is constitutive at the promoters of per and tim [37]. This dis-
crepancy is likely due to the fact that our previous study was performed in flies overexpressing
an epitope tagged BRM, while the current study examined BRM occupancy with a polyclonal
antibody in wild type flies. Notably, the rhythmic BRM occupancy we observed here is consis-
tent with a previous study showing that Brahma Regulated Gene 1 (BRG1), the mammalian
homolog of BRM, binds rhythmically to the promoters of Perl and Per2 [65]. Although BRM
binding is rhythmic, BRM protein expression is not (Fig 1). This is consistent with its role in
regulating the transcription of constitutively expressed genes including heat shock protein
(hsp) 26, hsp67Bc, and hsp70A [51]. Constitutive BRM protein expression indicates that other
factors are involved in regulating rhythmic BRM occupancy at clock gene promoters. We
should point out that we cannot rule out the possibility that BRM expression in non-clock cells
may mask BRM rhythmic expression in clock cells, given BRM expression was measured in
whole head extracts. However, because many cells within the fly head are clock cells, including
photoreceptors, neurons, and glia [66-69], and that we were able to detect rhythmic BRM
occupancy on clock gene promoters (Fig 1C-F) and reduced expression of BRM in clk® flies
(Fig 3A and 3B) using whole head extracts, it is reasonable to assume we would be able to
detect rhythmic BRM expression even if only a portion of BRM-expressing cells have clocks.

Previously, we have shown that BRM interacts with CLK in S2 cells and fly heads [30,37].
Therefore, we investigated the effect of CLK on BRM occupancy. Although our results indicate
that CLK promotes rhythmic BRM occupancy at the per promoter and likely at other clock
gene promoters (Fig 2), the exact mechanism by which CLK promotes BRM occupancy to the
DNA is unclear. We speculate that CLK indirectly promotes BRM binding to the DNA given
that CLK occupancy peaks at ZT12 and BRM occupancy peaks 2 hours after (ZT14) (Fig 2D).
One possibility is that CLK brings in kinases that phosphorylate BRM, increasing its stability
at night, resulting in its increased binding to clock gene promoters. We show that CLK pro-
motes BRM stability when both proteins are co-expressed in S2 cells, and this stability may be
a result of CLK promoting the phosphorylation of BRM (Fig 3 and S2 Fig). We speculate that
CK2, a kinase that regulates PER-TIM nuclear accumulation [18,24,70-73] and phosphory-
lates CLK [28], may phosphorylate BRM to promote its stability given that CK2a: phosphory-
lates BRG1 in mice [74,75]. Thus, phosphorylation of BRM by CLK-recruited CK2 could
stabilize BRM protein levels, promoting its activity at clock loci.
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Other mechanisms for CLK to increase BRM occupancy could also be at play apart from
BRM phosphorylation. For instance, it is possible that CLK facilitates a hyperacetylated chro-
matin landscape which BRM recognizes via its bromodomain [76-79]. Mammalian CLOCK
has histone acetyl transferase (HAT) activity [80,81] while Drosophila CLK interacts with the
HAT, NEJIRE [82,83]. Finally, it is possible that BRM binding to clock gene promoters is
directed by other proteins, such as OSA and Histone H2Av. The BAP complex, one of the two
BRM complexes in flies, is directed to its target binding sites by OSA [84]. OSA was shown to
be a rhythmic target of CLK in a ChIP-chip analysis [53], suggesting that it may be rhythmi-
cally expressed in flies. Alternatively, BRM may be recognizing Histone H2Av at CLK-regu-
lated loci. It has been shown that H2Av localizes at the promoters of per and tim in flies [85].
Similarly in Arabidopsis, BRM interacts with H2Az, a H2Av homolog, to coordinate transcrip-
tion [86]. Therefore, rhythmic BRM recruitment could be mediated by daily rhythms of OSA
or H2Av present at clock loci. Future studies will need to be conducted to explore these
possibilities.

We then investigated the mechanism by which BRM is removed from the DNA. We
hypothesized that TIM plays a role in promoting the removal of BRM from the promoter
because peak BRM binding to the DNA (~ZT14, Fig 2D) precedes peak TIM and BRM interac-
tion (~ZT20) [37]. We therefore investigated the effect of TIM on BRM occupancy. We
showed that reduction of BRM occupancy at the per promoter and possibly other clock gene
promoters is mediated by TIM. Given that TIM levels affect PER levels [87-90], it is possible
that rather than TIM, PER is acting on BRM occupancy, however, we reason that this is not
the case because our previous study revealed that BRM binds to TIM and not to PER in fly tis-
sue extracts [37]. However, it is unclear how exactly TIM influences BRM occupancy. Similar
to the effect of CLK on BRM occupancy, we propose that the effect of TIM on BRM occupancy
is indirect. It is possible that TIM recruits phosphatases or deacetylases that affect BRM stabil-
ity and binding to the chromatin respectively. Some phosphatases that the PER-TIM complex
interacts with include Protein Phosphatase 2A, Protein Phosphatase I, and Phosphatase of
Regenerating Liver-1 [91-93]. Alternatively, TIM may be serving as a scaffold for deacetylases
to promote BRM removal since mammalian SWI/SNF ATPase bromodomains stabilize inter-
actions between BRM and the DNA [94]. The deacetylase Sirtuin 1 interacts with the PER-
CRY complex [81,95] and interacts with BRG1 in mice [96]. Future studies can assess BRM
binding to clock gene promoters when co-expressed with these phosphatases and deacetylases
to determine if they are involved in promoting the removal of BRM from clock gene
promoters.

The involvement of TIM in regulating rhythmic BRM occupancy prompts interesting ques-
tions, such as how light and temperature may affect the chromatin landscape. Because TIM
protein abundance is regulated by light [55-57], future work can investigate how artificial light
at night (ALAN) can disrupt the chromatin landscape at clock genes and therefore the clock
itself as well as its output. This could be useful in understanding the impact of ALAN on health
and disease. Additionally, future experiments can explore whether BRM occupancy and the
chromatin landscape change at different temperatures given that tim mRNA is spliced in a
temperature-dependent manner to produce different TIM isoforms that vary in structure and
function [54,97,98].

Finally, given that transcription can be damaging to the DNA (reviewed in [99,100]) and
BRG1 is implicated in DNA damage response [42-44], it is possible that BRM serves as a scaf-
fold for DNA repair proteins. Therefore, CLK may be mediating rhythmic DNA repair at
clock-controlled genes by promoting rhythmic BRM occupancy at these loci. It is also possible
that BRM is not only condensing the chromatin following transcription but also facilitating
chromatin remodeling to enable successful DNA repair. It is known that some DNA lesions
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result in chromatin mobilization to the periphery of the nucleus [101], and a recent study has

shown that CLK and PER are involved in regulating the spatial organization of clock gene loci
near the periphery of the nucleus during the transcriptional repression phase [102]. However,
the mechanism driving this spatiotemporal phenomenon has yet to be fully uncovered. Given
the role of BRG1 in DNA repair, it is possible that BRM is involved in driving this spatiotem-

poral phenomenon.

In summary, our study reveals that core clock proteins are involved in regulating rhythmic
binding of a general chromatin remodeler at clock gene loci to facilitate rhythmic circadian
gene expression. Our work provides additional evidence that the circadian clock creates a
dynamic chromatin landscape at clock genes and provides new insights into how external sti-
muli, such as light, affects chromatin structure.

Materials and methods
Fly strains and genetic crosses

Targeted expression of wild type brm tagged with 3XFLAG or the brm gain-of-function muta-
tion (brm®°F) in tim-expressing neurons was achieved using the UAS-GAL4 system [103].
Virgin females of w18 tim(UAS)-Gal4 driver line [104] (referred to as TUG) were crossed to
male flies of the following responder lines: w'''%; UAS-FLAG-brm (strain M21) [37] and w'''%;
UAS-brm@°F (Bloomington Drosophila Stock Center stock no. 59048) [58]. The resulting
progenies of the crosses are referred to as brm“F and TUG>brm“°F respectively. Both male
and female progenies of the crosses were used in protein, mRNA, and chromatin immunopre-
cipitation assays. Other fly strains used in this study include w; cIk®*, referred to as cIk®* [27]
(Bloomington Drosophila Stock Center stock no. 56754) and w; ptim (WT), referred to as
tim©F [54].

Generating BRM polyclonal antibody

A 558 bp region of the brm CDS (Flybase: FBpp0075278) encoding amino acids 1321-1506
was cloned into pET28a-6XHis (Sigma, St. Louis, MO). The construct was transformed into
BL21-DE3 E. coli competent cells and expression was induced with 0.5M IPTG. Total protein
was extracted from cells using His lysis buffer (50mM sodium phosphate pH 8.0, 300mM
NaCl, 10% glycerol, and 0.1% Triton X-100). The BRM antigen was affinity-purified by IMAC
using the NGC Medium-Pressure Liquid Chromatography System (Bio-Rad, Hercules, CA)
and eluted in elution buffer (50mM sodium phosphate pH 8.0, 300mM NaCl, and 10mM
imidazole). The purified antigen was dialyzed in dialysis buffer (50mM sodium phosphate pH
8.0, 300mM NaCl, and 10% glycerol) using a Slide-A-Lyzer Dialysis Casette 10K MWCO
(Thermo Fisher Scientific, Waltham, MA) prior to being sent to Labcorp Drug Development
(Princeton, New Jersey) for injection into rats. The serum from final bleed was tested for use
in western blot detection of BRM in Drosophila Schneider (S2) cells and fly head protein
extracts (Fig 1A and 1B, and S1 Fig).

Protein extraction from Drosophila S2 cells and fly heads

Drosophila S2 cells were seeded at 3 X 10° cells in 3ml of Schneider’s Drosophila Medium (Life
Technologies, Waltham, MA) supplemented with 10% fetal bovine serum (VWR, Radnor, PA)
and 0.5% penicillin-streptomycin (Sigma). To test the BRM antibody, S2 cells were transiently
transfected with pAc-brm-FLAG-6xHIS using Effectene (Qiagen, Valencia, CA). Cells were
harvested 48 hours after transfection and proteins were extracted using EB2 buffer (20mM
HEPES pH 7.5, 100mM KCl, 5% glycerol, 5 mM EDTA, 1mM DTT, 0.1% Triton X-100,
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25mM NaF, 0.5mM PMSF) supplemented with EDTA-free protease inhibitor cocktail (Sigma)
as described in [105]. To assess protein expression profiles, flies were entrained for 2 days at
25°C in 12hr light: 12hr dark (LD) conditions. On LD3, flies were flash frozen on dry ice at the
indicated time points (ZT). For experiments conducted in constant conditions, flies were
entrained for 3 days in 12:12 LD conditions, and the treatment groups were then moved into
constant light (LL) or constant dark (DD). Flies were flash frozen on dry ice and collected at
the indicated time points on LD4, LL1, and DD1. Heads were separated from bodies using fro-
zen metal sieves (Newark Wire Cloth Company, Clifton, New Jersey). Protein lysate was
extracted in RBS buffer (20mM HEPES pH 7.5, 50mM KCI, 10% glycerol, 2mM EDTA, 1%
Triton X-100, 0.4% NP-40, ImM DTT, 0.5mM PMSF, 0.01 mg/ml aprotinin, 0.005 mg/ml leu-
peptin, and 0.001 mg/ml pepstatin A) as described in [17]. Extracts were sonicated for 5 s with
10 s pauses between sonication cycles for a total of 5 cycles. Protein concentration was mea-
sured using Pierce Coomassie Plus Assay Reagents (Thermo Fisher Scientific). 2X SDS sample
buffer was added to the protein lysate, and the mixture was boiled at 95°C for 5 minutes before
running on an SDS-PAGE gel.

Western blotting of protein extracts, detection, and quantification

Equal amounts of protein lysate were resolved on SDS-PAGE gels and transferred to nitrocel-
lulose membranes (Bio-Rad) using the Semi-Dry Transfer Cell (Bio-Rad). Protein-containing
membranes were incubated in 5% blocking reagent (Bio-Rad) dissolved in 1X TBST (99.95%
Tris buffered saline and 0.05% Tween-20) supplemented with primary antibodies at the appro-
priate dilutions for 16-24 hours. The primary antibodies and corresponding dilutions used in
this study are rat o-BRM (RRID: AB_2827509) at 1:5000, mouse a-HSP70 (Sigma) at 1:10000,
mouse o-FLAG (Sigma) at 1:7000, mouse o-V5 (Invitrogen, Waltham, MA) at 1:5000, and rat
o-TIM (R5839, RRID: AB_2782953) [54] at 1:1000. Blots were washed every 10 minutes with
1X TBST for a total of one hour to remove non-specific antibody binding. The blots were then
incubated in 5% blocking solution containing the appropriate secondary antibodies at their
corresponding dilutions for 1 hour. The secondary antibodies used in this study are o-rat-
IgG-HRP (Cytiva, Marlborough, MA) at 1:2000 if detecting BRM and 1:1000 if detecting TIM
and o-mouse-IgG-HRP (Cytiva) at 1:10000 if detecting HSP70 and 1:2000 if detecting FLAG
or V5. Blots were washed for another hour with 1X TBST. Finally, blots were treated with Clar-
ity Western ECL Substrate (Bio-Rad) according to the manufacturer’s instructions prior to
being imaged on the ChemiDoc MP Imaging System (Bio-Rad). Image analyses were per-
formed using Image Lab Software (Bio-Rad). Protein signal was normalized to HSP70. Values
were scaled such that the highest value of all samples was set to 1.

For the pre-adsorption assay used to validate the BRM antibody, SDS-PAGE and western
blotting were all carried out as described above with the following modification. The BRM
antibody was first incubated with either Oul, 0.1ul, 1ul, or 10ul of purified BRM antigen (con-
centration lug/ul) in 5% blocking solution for 1 hour at room temperature. The blocking solu-
tion containing the antigen and antibody was then added to a protein-containing membrane.
The blot was then washed, probed with secondary antibody, and imaged as described above.
BRM signal was normalized to a non-specific band detected on the same blot.

Chromatin Immunoprecipitation-qPCR (ChIP-qPCR) in Drosophila S2
cells and flies
ChIP in flies was performed as described in [37] with the following modifications. 5.25 pl of a-

BRM (this study), 1.5 ul of a-Histone H3 (Abcam, Cambridge, MA), or 5.63 pl o-CLK (Santa
Cruz Biotechnology, Dallas, TX) were incubated with 25ul of DynaBeads Protein G
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(Invitrogen) per IP. 1.5 pl of 0-V5 (Invitrogen) was used for negative IP which was utilized for
background deduction in Fig 1C-1H, and negative ChIP values were replaced with zeroes as
described in [106]. For ChIP using S2 cell extracts, cells were transiently transfected with pAc-
brm-FLAG-6xHIS in combination with pAc-clk-V5-HIS, pAc-tim-HA, pAc-V5-HIS empty
plasmid, or pAc-HA empty plasmid using Effectene (Qiagen). Cells were harvested 48 hours
after transfection for processing. An intergenic region on the X chromosome proximal to
FBgn0003638 was used for background deduction. The primer sets used during quantitative
RT-PCR (qPCR) to amplify specific gene regions subsequent to ChIP, either designed in this
study or in [37], can be found in S1 Table, and a schematic for the location of the primers
designed in this study can be found in S4 Fig. At least 3 biological ChIP replicates were per-
formed per experiment, and each biological replicate is an average of at least 2 qQPCR technical
replicates. ChIP signal for the target and background was calculated as a percentage of the
input samples. Background signal was subtracted from the target signal. In experiments com-
paring 2 conditions at multiple time points, values were scaled such that the highest value of all
samples was set to 1. When only one comparison is being made, the value of the control is set
to 1 and the values of the other condition are relative to that value.

Steady state mRNA analysis

Total RNA extraction was performed as described in [24], and cDNA synthesis and quantita-
tive RT-PCR analysis was performed as described in [54]. The primer sets used to detect brm,
cbp20, and per are described in [37,107] and are listed in S1 Table. Each experiment consists of
at least 3 biological replicates, and at least 2 technical replicates were performed for each bio-
logical replicate.

Cycloheximide (CHX) chase and lambda phosphatase (A,,) experiments

Drosophila S2 cells were transiently transfected with pAc-brm-FLAG-6xHIS in combination
with either pAc-clk-V5-HIS or pAc-V5-HIS empty plasmid using Effectene (Qiagen). For
cycloheximide experiments, protein was extracted with EB2 (recipe is listed in “Protein extrac-
tion from Drosophila S2 cells and fly heads” section), and CHX was added to a final concentra-
tion of 10pg/ml 48 hours post-transfection. Cells were harvested every 2 hours over a 6-hour
period after CHX addition. SDS-PAGE and Western blotting and detection were performed as
described in the “Western blotting of protein extracts, detection, and quantification” section.
For A, experiments, protein was extracted with EB2 supplemented with PhosStop (Roche,
Indianapolis, IN) and were subjected to IP with 15 pl of settled o-FLAG beads (Sigma) per
reaction for 4 hours at 4°C. Beads were washed 2 times with EB2 without NaF or PhosStop
and one time with A, buffer (New England Biolabs, Ipswich, MA) before resuspension in

40 ul of A,,,, buffer. Experimental reactions were treated with 0.6ul A,,, (New England Biolabs),
and both experimental and control reactions were then incubated in a 30°C water bath for 30
mins. 45 pl of 2X SDS sample buffer was added to the beads for protein elution. Eluted protein
was subjected to SDS-PAGE and Western blotting and detection. CHX and A, experiments
were each performed 3 times.

Statistical analysis

Rhythmicity Analysis Incorporating Non-parametric methods (RAIN) [108] was used to
determine rhythmicity and phase of protein occupancy in ChIP assays, protein expression,
and mRNA expression. Differences in daily rhythmicity were assessed using Detection of Dif-
ferential Rhythmicity (DODR) [109] and differences in overall expression of rhythmic data
(MESOR and amplitude) was measured using CircaCompare [110]. RAIN, DODR, and
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CircaCompare were performed using R version 4.0.3. To analyze the differences between treat-
ments at each time point, two-way ANOV A followed by Sidak’s multiple comparisons test was
used. Comparisons between only two conditions was determined using One sample t and Wil-
coxon test to a hypothetical mean value corresponding to the normalization condition. One-
way ANOVA followed by Dunnett’s multiple comparison tests was performed to analyze the
comparisons of a control and experimental conditions, e.g. in S1B Fig. Two-way ANOVA,
One sample t, and one-way ANOVA were performed using GraphPad Prism Version 9.3.1
(GraphPad Software, La Jolla, California, USA).

Supporting information

S1 Fig. Pre-adsorption of BRM polyclonal antibody with BRM antigen supports the speci-
ficity of the BRM antibody signal. (A) The BRM antibody was incubated with a dilution
series of the BRM antigen (0.1ul, 1ul, and 10ul at 1ug/ul) prior to detecting BRM in protein
lysate extracted from w'!*® flies collected at ZT16. The non-specific band is denoted as NS.
(B) BRM signal was normalized to the NS signal (n = 3). Each data point represents a
biological replicate. Error bars represent +SEM. Asterisks denote significant p-values:
#544p<0.0001.

(TIFF)

S2 Fig. Lambda phosphatase treatment reveals BRM is phosphorylated when expressed
with CLK. (A) BRM (top panel) and CLK (bottom panel) expression prior to lambda phospha-
tase (App) treatment in protein lysate from S2 cells expressing either BRM alone or BRM co-
expressed with CLK. (B) BRM protein after treatment with App.

(TIFF)

S3 Fig. Protein expression in tim°” flies. (A) TIM (top panel) and BRM (middle panel) pro-
tein in w''"® and w''";ptim(WT) fly heads collected at the indicated time points on LD3.
w“w;ptim( WT) flies are denoted as tim®” flies. HSP70 (bottom panel) was used as a loading
control. (B-C) Normalized (B) TIM and (C) BRM expression in w''*® (black) and tim®F (red)
flies (n = 3). Each data point represents a biological replicate. Error bars represent +SEM. The
grey background denotes the dark phase of the LD cycle.

(TTFF)

$4 Fig. Primer locations. Schematic of region amplified by primers (grey) used in ChIP to
assess BRM occupancy at the promoters of vrille (vri), clockwork orange (cwo), heat shock pro-
tein 27 (hsp27), and glycine transporter (glyT). Positions are relative to the transcription start
site (TSS). Locations of other ChIP primers are shown in [37].

(TIFF)

S1 Table. Sequences for primers used for generation of BRM antigen, Chromatin Immuno-
precipitation-qPCR, and steady-state mRNA analysis.
(DOCX)

S2 Table. Raw Data Excel File.
(XLSX)
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CLOCK and TIMELESS regulate rhythmic occupancy of the BRAHMA
chromatin-remodeling protein at clock gene promoters
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S1 Fig: Pre-adsorption of BRM polyclonal antibody with BRM antigen supports the specificity of the
BRM antibody signal. (A) The BRM antibody was incubated with a dilution series of the BRM antigen
(0.1ul, 1ul, and 10ul at 1ug/ul) prior to detecting BRM in protein lysate extracted from w!!*é flies
collected at ZT16. The non-specific band is denoted as NS. (B) BRM signal was normalized to the NS

signal (n=3). Each data point represents a biological replicate. Error bars represent +SEM. Asterisks
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S2 Fig: Lambda phosphatase treatment reveals BRM is phosphorylated when expressed with CLK. (A)
BRM (top panel) and CLK (bottom panel) expression prior to lambda phosphatase (App) treatment in
protein lysate from S2 cells expressing either BRM alone or BRM co-expressed with CLK. (B) BRM protein

after treatment with App.
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S3 Fig: Protein expression in tim°t flies. (A) TIM (top panel) and BRM (middle panel) protein in w!!!8 and
w8 ptim(WT) fly heads collected at the indicated time-points on LD3. w!!&;ptim(WT) flies are denoted
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Key message

e This is the first study to characterize molecular mechanisms of insecticide resistance in
field-collected Drosophila suzukii.

¢ We identified genes that can serve as biomarkers to detect insecticide resistance in field
populations of D. suzukii. We designed and validated gPCR-based molecular
diagnostics for these biomarkers.

e Using RNA sequencing, we identified evidence of metabolic resistance in pyrethroid-
resistant D. suzukii as well as evidence of metabolic and penetration resistance in
spinosad-resistant D. suzukii.

e Long-read sequencing suggests that D. suzukii that are resistant to pyrethroid and
spinosad insecticides exhibit changes in transcriptome-wide alternative splicing. This

could represent an additional mechanism that underlies resistance.
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Abstract

Drosophila suzukii, also known as spotted wing Drosophila (SWD), is an invasive agricultural pest
that is a threat to berry production due to a serrated ovipositor on female flies that enable them to lay
eggs in soft-skinned, ripening fruits. Currently, growers rely heavily on the use of insecticides to manage
D. suzukii. Over the past six years, insecticide resistance has been detected in D. suzukii in California, but
the molecular mechanism underlying this adaptation is unknown. Therefore, we sought to identify the
molecular mechanism conferring insecticide resistance in these pests. We generated isogenic lines from
field-collected resistant populations and sequenced the transcriptomes of two pyrethroid- and two
spinosad-resistant lines. In both pyrethroid-resistant isogenic lines and one spinosad-resistant line, we
identified overexpression of metabolic genes that have been previously implicated in insecticide
resistance in other insect pests. In the other spinosad-resistant line, we observed an overexpression of
cuticular genes that have been linked to insecticide resistance. Additionally, we observed decreased
expression of the pyrethroid target gene, paralytic, in both pyrethroid-resistant lines. Our findings
enabled the development of molecular diagnostics that can be used to monitor resistance development
in the field, specifically by monitoring overexpression of specific target genes. Finally, long-read
sequencing reveals transcriptome-wide changes in the expression of different splice variant isoforms,
suggesting that alternative splicing can be an additional mechanism enabling insecticide resistance. This
study is the first to characterize the molecular mechanisms of insecticide resistance in field-collected D.

suzukii and provides insights into how current management practices can be improved.
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Introduction

Drosophila suzukii (Matsumura), also known as spotted wing Drosophila (SWD), is an invasive,
agricultural pest originally from Southeast Asia and was first detected in the continental United States in
2008 (Bolda et al., 2010; Chiu et al., 2013). Since then, D. suzukii has been detected across North America
(Hauser, 2011; Walsh et al., 2011), Europe (Cini et al., 2014; Rota-Stabelli et al., 2020), South America
(Andreazza et al., 2017; Depra et al., 2014), and Africa (Hassani et al., 2020). Female D. suzukii flies have
a serrated ovipositor that enables them to lay eggs in soft-skinned, ripening fruit such as strawberries and
caneberries (Walsh et al., 2011; Walton et al., 2016). The ability of D. suzukii to infest ripening fruit as
opposed to over-ripened fruit, like other Drosophila species, poses a unique threat to both fresh and
processed berry production. In fact, in the first year after its detection, D. suzukii caused considerable
damage to raspberries, blackberries, blueberries, and cherries leading Bolda et al. (2010) to estimate the
annual potential economic impact of this pest in the Pacific Coast region to be USS$421.5 million.

Current D. suzukii management strategies consist of intensive spray programs (Bruck et al., 2011;
Van Timmeren & lIsaacs, 2013) of several insecticides including pyrethroids and spinosads (Diepenbrock
et al., 2016; Knight et al., 2016; Van Timmeren et al., 2019). Pyrethroid insecticides target the insect
nervous system by binding to the active site of a voltage-gated sodium channel (VGSC), paralytic (para),
causing overstimulation of the nervous system that results in excessive twitching and eventually death
(Lund & Narahashi, 1982). Spinosad insecticides, on the other hand, target the insect nervous system by
binding to an allosteric site on the alpha 6 subunit of the nicotinic acetylcholine receptor (nAChRaé6),
resulting in overexcitation of motor neurons causing paralysis and eventually death (Salgado, 1998;
Salgado et al., 1998). Due to repeated insecticide exposure, the short generation time, and high fecundity
of D. suzukii, this pest has great potential for developing insecticide resistance (Asplen et al., 2015). To

date, there are three reports in California, U.S. that have documented the detection of spinosad-
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(Ganjisaffar, Gress, et al., 2022; Gress & Zalom, 2019) and pyrethroid-resistance (Ganjisaffar, Demkovich,
et al., 2022) in D. suzukii, but the exact mechanisms driving these adaptations have yet to be described.

Thus far, common molecular mechanisms conferring insecticide resistance characterized in other
insect pests include penetration resistance, metabolic resistance, and target-site resistance. Penetration
resistance occurs when there is an overexpression of cuticular genes such as cuticle protein (Cpr) 30,
resulting in a less penetrable insect integument and therefore reduced dermal entry of the insecticide
(Balabanidou et al., 2018). Metabolic resistance is defined by an upregulation of metabolic enzymes that
detoxify the insecticide prior to its binding to the target protein (Li et al., 2007). The classes of metabolic
genes implicated in insecticide resistance include cytochrome P450s (cyp) (Liu et al., 2015), glutathione S-
transferases (gst) (Pavlidi et al., 2018), esterases (Montella et al., 2012), and heat shock proteins (hsp)
(Silva et al., 2012). Finally, target-site resistance occurs when a mutation within the target protein
prevents the docking of the insecticide to its binding site (Dong et al., 2014; Grauso et al., 2002). It is
currently unknown whether any of these mechanisms underlie resistance observed in D. suzukii.
Therefore, there is a need for identifying the possible molecular mechanisms conferring insecticide
resistance in this pest as this will enable the development of molecular diagnostics to monitor insecticide
resistance development in the field as well as provide insights into how growers can improve their D.
suzukii management programs.

Here, we generated isogenic lines from field-collected D. suzukii populations determined to be
resistant to either pyrethroids (specifically zeta-cypermethrin) or spinosads. We then sequenced the
transcriptomes of two zeta-cypermethrin-resistant and two spinosad-resistant isogenic lines and
compared them to respective susceptible lines to investigate the molecular mechanisms driving
insecticide resistance in these flies. We observed that D. suzukii flies resistant to zeta-cypermethrin exhibit
increased expression of metabolic enzymes, indicative of metabolic resistance, as well as decreased

expression of para. In one spinosad-resistant line, we observed evidence of metabolic resistance.
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However, we observed increased expression of cuticular genes in a second spinosad-resistant line,
suggesting that penetration resistance is at play. Leveraging our results, we developed a quantitative
polymerase chain reaction (qPCR)-based assay to diagnose overexpression of specific target genes, which
could reflect metabolic or penetration resistance. Finally, we also observed that many genes within the
spliceosome pathway are differentially expressed in resistant isogenic lines. Therefore, we performed
long-read sequencing to assess the expression of full-length transcripts and observed global changes in
alternative splicing (AS) between resistant and susceptible D. suzukii lines. Our results suggest that
transcriptome-wide changes in AS may represent an additional mechanism conferring insecticide
resistance in D. suzukii. Taken together, our findings provide molecular diagnostics that can be leveraged
in efficient resistance development monitoring prior to conducting conventional insecticide bioassays,
which are much more laborious. Our study also provides insights into how growers can adjust D. suzukii

management protocols to counter insecticide resistance development.

Materials And Methods

Field D. suzukii populations and development of isogenic lines

To assess resistance to zeta-cypermethrin (Mustang Maxx 0.8 EC, FMC Corporation,
Philadelphia, PA), isogenic lines were established from D. suzukii adults reared from fruits collected in
October 2019 from a strawberry field in Monterey County, CA. Sixty fruits were collected and
transported to the laboratory of Dr. Frank Zalom at the University of California, Davis. Twenty of the
fruits were transferred to a plastic container containing a layer of cotton topped with sand as a
substrate for pupation, for a total of three containers. The containers were maintained at 23 + 1°C, 55-
65% relative humidity (RH), and a 14-hour light:10-hour dark photoperiod in a walk-in growth chamber
(Percival Scientific Inc., Perry, 1A) and checked daily until fly emergence. Emerged D. suzukii flies were

separated from non-target species and reared in bottles containing Bloomington standard Drosophila
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cornmeal diet (https://bdsc.indiana.edu/information/recipes/bloomfood.html).

To assess resistance to spinosad (Entrust 22.5% spinosad, a mixture of spinosyn A & D, Corteva
Agriscience, Indianapolis, IN), isogenic lines were established from D. suzukii adults collected from a
caneberry field in Santa Cruz County, CA in November 2019. Adult flies were live-captured using McPhail
traps (Great Lakes IPM, Inc., Vestaburg, Ml) baited with approximately 20 ml of a yeast (7 g)-sugar (113
g)-water (355 ml) solution. Traps were collected the next day and returned to the laboratory. Flies were
anesthetized using CO; to facilitate the removal of any non-target species (approximately twenty
females and twenty males per bottle) and transferred into diet bottles (described above). Field-collected
D. suzukii were assessed for resistance, as described below in the “Bioassays” section. Each isogenic line
was established from a single mated, non-insecticide-treated female from a resistant population.
Crossing of siblings was repeated for eight generations for each isogenic line. A total of eight isogenic
lines were established for each site, for a total of sixteen lines. Bioassays were performed once isogenic
lines were established to identify resistant and susceptible isogenic lines.

Field-collected populations used for quantitative PCR (qPCR) assays were reared from fruits
collected from two California open strawberry fields in Santa Cruz County in September 2022. A hundred
ripe fruits were collected from each field and placed in plastic containers and transported to the
laboratory. Fruits were transferred to new plastic containers containing a layer of cotton topped with
sand. For each site, five containers of twenty fruits were prepared and placed at 23+1°C, 55-65% RH, 14-
hour light: 10-hour dark photoperiod and checked daily until fly emergence. Emerged flies were
aspirated into diet bottles. Twenty female and twenty male D. suzukii adults were then moved to new
diet bottles for propagation to increase total available flies, and the progeny (F1) from each site were

used in bioassays.

Insecticide bioassays
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Bioassays were performed using a glass vial residue bioassay (Van Timmeren et al., 2018, 2019).
Briefly, the interior of 20-ml glass scintillation vials (Fisher Scientific, Pittsburgh, PA) were coated with
insecticide solution at each concentration indicated below. Excess insecticide was removed, and treated
vials and caps were placed upright in a fume hood to dry overnight. Five male and five female adults (3-5
days after emergence) from each isogenic line were transferred into each treated vial. The vials were
then maintained at 23+1°C, 55-65% RH, 14-hour light: 10-hour dark photoperiod for the duration of the
experiment.

Susceptibility of the established isogenic lines to zeta-cypermethrin (Mustang Maxx 0.8 EC, FMC
Corporation, Philadelphia, PA) was assessed at the discriminating dose (which is eight times the
concentration required to kill 90% of the tested population) of 6.89 mg liter! (Disi & Sial, 2021;
Ganjisaffar, Demkovich, et al., 2022). Based on mortality at this concentration, two resistant lines and
one susceptible line were selected per site for dose-response bioassays. Various concentrations of 1-18
mg liter! zeta-cypermethrin (Oppm, 1ppm, 2ppm, 4ppm, 6.89ppm, 10ppm, 12ppm, 15ppm, and 18ppm)
were tested for the resistant isogenic lines. For the susceptible isogenic line, six concentrations of 0.2-10
mg liter! zeta-cypermethrin (Oppm, 0.2ppm, 0.5ppm, 1ppm, 2ppm, 4ppm, 6.89ppm) were tested.
Mortality was recorded after six hours, and the number of dead flies was recorded.

The susceptibility of isogenic lines to spinosad (Entrust 22.5% spinosad, a mixture of spinosyn A
& D, Corteva Agriscience, Indianapolis, IN) was assessed at the discriminating dose of 928 mg liter-
(Ganjisaffar, Gress, et al., 2022; Gress & Zalom, 2019). The insecticide was diluted in Induce (Helena
Chemical Company, Memphis, TN) — deionized water solution at a rate of 1266 pl Induce per liter of
deionized water. Induce is a non-ionic surfactant used to help spread the solution uniformly and
increase adherence to the vial surfaces. Two resistant lines and one susceptible isogenic line were
selected for dose-response bioassays. Several concentrations of 100-10,000 mg liter? spinosad

(100ppm, 300ppm, 928ppm, 3000ppm, 6000ppm, 8000ppm, and 10,000ppm) were tested for the
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resistant isogenic lines while six concentrations of 30-3,000 mg liter? spinosad (30ppm, 65ppm,
100ppm, 300ppm, 928ppm, and 3000ppm) were tested for the susceptible isogenic line. Eight replicates
were tested per concentration, and mortality of flies was recorded after eight hours of spinosad
exposure.

Moribund and dead individuals were combined and considered as dead. Moribund flies are
defined as those showing clear signs of toxicity (i.e. slow uneven movements, leg twitching, and inability
to hold on to the bioassay vial). Despite being alive, these flies would not recover from the insecticide.
Mortality data from dose-response bioassays were fitted to a two-parameter log-logistic model with a
lower limit of 0 and an upper limit of 1 using the ‘drc’ package (Ritz et al., 2015) in R 4.2.1 (R Core Team,
2022). The function ‘ED’ was used to calculate estimated effective doses (LC50 values). Pairwise z-tests
were conducted with the ‘compParm’ function to compare LC50 values between different isogenic lines
to further analyze susceptibility. All models included insecticide concentration (mg liter!) and isogenic
line as predictor variables, while the response variable was the proportion of dead flies. Proportions
were weighted by total sample size in each vial. As a control, we included 2 isogenic lines established
from flies collected in an untreated orchard located in Winters in Solano County, CA (Gress & Zalom,
2019), referred as Wolfskill populations. Differences of mortality between isogenic lines and the
Wolfskill control were assessed by one-way ANOVA followed by Tukey’s multiple comparison test using

GraphPad Prism Version 9.3.1 (GraphPad Software, La Jolla, California, USA).

RNA extraction, library preparation, and high throughput sequencing

Female D. suzukii flies were entrained at 25°C in 12-hour light:12-hour dark cycles for two full
days. On the third day, flies were collected on dry ice sixteen hours after lights-on. This time point was
selected because D. suzukii was previously observed to exhibit a low level of cytochrome P450

expression at this time (Hamby et al., 2013). This means any overexpression may be more easily

53



observed. Fly bodies were separated from heads using frozen metal sieves (Newark Wire Cloth
Company, Clifton, New Jersey). Eight to ten female bodies were homogenized using a motor and pestle
in 300 pL TRI reagent (Sigma, St. Louis, MO). 60 pL of 100% chloroform (Sigma) was added and
incubated at room temperature for 10 minutes. The upper aqueous layer was recovered after spinning
down and transferred to a new microcentrifuge tube. RNA was precipitated with an equal volume of
100% isopropanol at —20°C overnight. After spinning down, the RNA pellet was washed with 70%
ethanol once and allowed to air dry. The pellet was then resuspended in 20 pL 1X Turbo DNA-free kit
buffer (Thermo Fisher Scientific, Waltham, MA) and treated with Turbo DNase per manufacturer’s
instructions. RNA quality was assessed with both the Agilent 2100 Bioanalyzer system (Agilent
Technologies, Santa Clara, CA) and the Qubit RNA 1Q kit (Invitrogen, Waltham, MA) on the Qubit 4
Fluorometer (Invitrogen). RNA purity was measured with the Nanodrop 1000 (Thermo Fisher Scientific).
Illumina short-read sequencing libraries were prepared with 1 pg of high-quality RNA and the
TruSeq Stranded mRNA Library Prep Kit (lllumina, San Diego, CA) according to manufacturer’s protocol.
A total of twenty-four libraries were prepared: three biological replicates of two zeta-cypermethrin-
resistant lines, two zeta-cypermethrin-susceptible lines, two spinosad-resistant lines, and two spinosad-
susceptible lines. Library insert size and quality was measured with the Agilent 2100 Bioanalyzer System.
Library concentration was measured with the Qubit 4 Fluorometer. All libraries generated from zeta-
cypermethrin-resistant and susceptible SWD lines were pooled together, and all libraries generated
from spinosad-resistant and susceptible SWD lines were pooled together, such that there were twelve
libraries per pool. Pooled samples were sent to Novogene (Sacramento, CA) for sequencing on the HiSeq
X Ten platform (lllumina) using PE150. For PacBio Iso-Seq, high-quality RNA was sent to the DNA
Technologies and Expression Analysis Core Laboratory at UC Davis for library preparation and

sequencing. Two 8M SMRT cells were sequenced on a PacBio Sequel system (PacBio, Menlo Park, CA).
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Differential expression gene analysis

Differential gene expression analysis was performed using sequencing reads derived from
llumina short-read sequencing. First, rRNA reads were removed using SortMeRNA v2.1 (Kopylova et al.,
2012). Adapters (ILLUMINACLIP parameters 2:30:10) and low-quality ends (LEADING: 10, TRAILING:10,
MINLEN:36) were trimmed using Trimmomatic v0.35 (Bolger et al., 2014). Cleaned reads were aligned to
the NCBI Drosophila suzukii Annotation Release 102 based on the LBDM_Dsuz_2.1.pri assembly
(accession no. GCF_013340165.1) (Paris et al., 2020) using STAR v2.7.9a (Dobin et al., 2013). Count data
from STAR (--quantMode GeneCounts) served as input in the DESeq2 package (Love et al., 2014) in R to
perform differential expression analysis on each resistant line vs all susceptible samples. Each resistant
line was compared to susceptible samples separately as each line might exhibit resistance due to
different mechanisms. Genes with fold change differences between resistant vs susceptible populations
with a Benjamini-Hochberg adjusted p-value < 0.05 were considered differentially expressed. Expression
levels of genes were also measured as fragments per kilobase of exon per million mapped (FPKM) values
calculated with Stringtie v2.0.4 (Pertea et al., 2015). The consistency between biological replicates was
calculated with Pearson’s correlation coefficient, which was determined with the ‘stats’ package in R
version 4.2.1. Expression differences of key genes between the resistant and susceptible populations
were calculated with two-way ANOVA followed by two-stage linear set-up procedure of Benjamini,

Krieger, and Yekutieli on GraphPad Prism.

Weighted Gene Co-expression Network Analysis

Gene expression (in FPKM) served as input for Weighted Gene Co-expression Network Analysis
(WGCNA). Genes with an expression value of zero for more than six samples were excluded from
analysis. To explore the modules most correlated with insecticide resistance, a correlation analysis using

resistance status was performed with the WGCNA package (Version 1.72.1) (Langfelder & Horvath,
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2008) on R. Modules with a p-value < 0.05 were considered significant. Functional enrichment analysis

(described below) was performed on the module with the highest correlation with resistance.

Functional enrichment analysis

Genes were functionally annotated using BLAST against the NCBI Drosophila melanogaster
Annotation r6.32 based on the Release 6 plus ISO1 mitochondrial genome assembly (accession no.
GCA _000001215.4) (dos Santos et al., 2015). Gene Ontology (GO) enrichment of genes were performed
using ShinyGO 0.76.3 (Ge et al., 2020). GO terms and pathways were considered enriched if the false

discovery rate (FDR) < 0.05.

Variant calling

To identify allelic changes between the resistant and susceptible populations in the target genes
paralytic and nicotinic acetylcholine receptor subunit alpha 7, variants were called using Freebayes
v1.3.5 (Garrison & Marth, 2012). Differences between allelic counts between the resistant and

susceptible groups were compared using Fisher’s Exact Test on R v4.2.1.

Transcriptome annotation and alternative splicing analysis
Both 8M SMRT Cells of Iso-Seq data were pooled together and run through the isoseq3 pipeline

(https://github.com/PacificBiosciences/IsoSeq, v. 3.8.0) to generate full-length non-chimeric (FLNC)

isoform sequences. PolyA and concatemer sequences were removed from PacBio sequencing reads
using ‘isoseq refine.” To maximize detection of rare isoforms, both high-quality and low-quality FLNC
isoform sequences were concatenated and mapped to the D. suzukii reference genome (accession no.
GCF_013340165.1) (Paris et al., 2020) using minimap2 (H. Li, 2018) (v. 2.24-r1122; -ax splice -uf --

secondary=no -C5). Mapped FLNC isoforms were then filtered and collapsed using cDNA_Cupcake
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(https://github.com/Magdoll/cDNA Cupcake, collapse_isoforms_by sam.py), retaining nonredundant

isoforms. Nonredundant isoforms were classified against the reference genome and transcriptome using
SQANTI3 QCv. 5.1 (Tardaguila et al., 2018). All short-read RNA-Seq data were used as evidence in
SQANTI3 QC to validate isoforms. Isoforms flagged as artifacts by SQANTI3 QC were filtered using the
SQANTI3 “rules” filter, retaining all full-splice matching isoforms not flagged as an intrapriming artifact
and all non-full-splice matching isoforms not flagged as an intrapriming artifact, having a reverse-
transcriptase-switching junction, and/or non-canonical splice junctions without short-read support.
After filtering, SQANTI3 rescue was run to recover discarded reference transcripts that have long-read
support, resulting in a final long-read supported transcriptome. This long-read transcriptome was then
merged with the reference transcriptome to create a final, nonredundant expanded transcriptome.
Splice junction and exon counts were then generated using Quality of RNA-Seq Tool-Set (QoRTs) (Hartley
& Mullikin, 2015). Differential usage of exons and splice junctions was determined with JunctionSeq
(Hartley & Mullikin, 2016). Features with FDR < 0.05 were considered differentially expressed/utilized. In
line-to-line comparisons (Fig 9J-K), the number of differentially spliced genes was divided by the total
number of genes sequenced in each condition. This value was normalized to the susceptible-to-
susceptible comparison. The proportion of differentially spliced genes in each comparison was
compared to the susceptible-to-susceptible comparison using Fisher’s Exact Test on R v4.2.1. Functional
enrichment was performed as described above in the “Functional enrichment analysis” section. GO and
KEGG terms in a resistant-to-susceptible comparison that overlaps with terms in the susceptible-to-

susceptible comparison were removed such that only unique terms remained (Tables 2-3).

Quantitative polymerase chain reaction (qPCR) for gene expression analysis
Total RNA extraction from F3 progeny of the 2022 collection (see “Field populations and

development of isogenic lines”) was performed as described above (see “RNA extraction, library
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preparation, and high throughput sequencing”). cDNA synthesis was performed with the SuperScript IV
Reverse Transcriptase kit (ThermoFisher Scientific) according to the manufacturer’s instructions, using
4ug of RNA as input. cDNA was then diluted ten-fold with nuclease-free water. gPCR was performed
using Sso Advanced SYBR green supermix (Bio-Rad, Hercules, CA) in a CFX384 (Bio-Rad). Primer
sequences are listed in Suppl. Table 1. Cycling conditions were 95°C for 30 seconds followed by forty
cycles of 95°C for 5 seconds and an annealing/extension phase at 60°C for 30 seconds. The reaction was
concluded with a melt curve analysis from 65°C to 95°C in 0.5°C increments at 5 seconds per step. Three
technical replicates were performed per biological replicate for a total of five biological replicates.
Isogenic lines served as the susceptible and resistant controls. Resistant control lines were selected
based off whether the line overexpressed the gene of interest in the differential gene expression
analysis. Data were analyzed using the standard AACt method (Livak & Schmittgen, 2001), and target
gene mRNA expression levels were normalized to the reference gene, ribosomal protein L32 (rpL32)
(Ponton et al., 2011). Finally, relative expression was calculated by dividing the expression level for each
sample by the average expression of the susceptible control for all biological replicates such that the
expression of the susceptible line would be one. To compare the expression levels of each sample to the
susceptible control, a one sample t and Wilcoxon test were performed on GraphPad Prism. Additionally,
gene expression levels of the resistant control line were compared to the expression level of the 2022
populations using one-way ANOVA followed by Holm-Sidak’s multiple comparisons test on GraphPad

Prism.

Results

Development and identification of insecticide-resistant Drosophila suzukii isogenic lines
We first generated multiple isogenic lines derived from a single Drosophila suzukii population,

such that we can attribute observed gene expression differences between susceptible vs resistant
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isogenic lines to causal genetic determinants with higher confidence. This is more appropriate than
comparing resistant and susceptible flies collected from geographically separated locations given they
are likely to be more genetically different, resulting in gene expression differences unrelated to
insecticide resistance. Isogenic lines were developed from D. suzukii populations collected from either a
strawberry or a caneberry field in 2019 that exhibit insecticide control failure based on reports by
growers. To develop insecticide-susceptible vs resistant isogenic lines, bioassays were performed on
lines generated from a zeta-cypermethrin-resistant population (herein referred to as “S” for strawberry)
and a spinosad-resistant population (herein referred to as “C” for caneberry), using isogenic lines
developed from a susceptible population collected from an untreated orchard as control (herein
referred to as Wolfskill) (Gress & Zalom, 2019) (Fig. 1A-B; Suppl. Table 2-3). Lines S1, S3, and S4 had
decreased mortality compared to Wolfskill when treated with zeta-cypermethrin (n=8) (Fig. 1A; Suppl.
Table 2), while lines C3, C4, and C6 exhibited lower mortality when treated with spinosad (Fig. 1B;
Suppl. Table 3). We opted to use two lines with the lowest rates of mortality per resistant population for
further analyses (Fig. 1A-B).

We next determined the effective dose required to kill half of the tested population (LC50) of
four resistant lines, two from each population (Fig. 1C-1D). The LC50 of the zeta-cypermethrin-resistant
lines (S3, S4) were about three times greater than the susceptible line S8 derived from the same
population (Fig. 1C; Table 1; Suppl. Table 4). The LC50 of the spinosad-resistant lines (C3, C4) were at
least five times higher than the susceptible line C5 derived from the same population (Fig. 1D; Table 1;
Suppl. Table 4). Therefore, we concluded that lines S3 and S4 are resistant to zeta-cypermethrin, and

lines C3 and C4 are resistant to spinosad.

Overexpression of metabolic genes suggests metabolic resistance in zeta-cypermethrin-resistant

Drosophila suzukii

59



We performed short-read RNA sequencing (RNA-Seq) to identify the molecular mechanisms
underlying zeta-cypermethrin resistance in D. suzukii. We sequenced two zeta-cypermethrin-resistant
lines (S3 and S4) and two susceptible lines derived from the same population as controls (S7 and S8).
Triplicates were analyzed for each line, and Pearson’s correlation confirmed that the biological
replicates are highly correlated with one another (Suppl. Fig. 1).

Next, to identify whether gene expression changes underlie insecticide resistance, we identified
differentially expressed genes (DEG) between the resistant and susceptible lines. We observed a total of
2,120 downregulated genes, 1,708 upregulated genes, and 8,723 genes that are not differentially
expressed between line S3 and the susceptible lines (Fig. 2A; Suppl. Table 5). For line S4, we identified
3,686 downregulated genes, 4,240 upregulated genes, and 6,323 genes that are not differentially
expressed (Fig. 2B; Suppl. Table 6). Amongst the upregulated genes, there are some belonging to classes
of metabolic enzymes known to confer insecticide resistance. For instance, we observed that at least
one of the two resistant lines we sequenced exhibit a significant increase in the expression of
Cytochrome P450 (Cyp) 6a20 and Cyp4d14, the carboxylesterase, Cricklet, heat shock proteins (Hsp) 60B
and Hsp70Aa, and glutathione-s-transferase (Gst) E3 (Fig. 2C; Suppl. Table 7). Our results suggest that
zeta-cypermethrin resistance we observed in field-collected D. suzukii in California may be attributed to
metabolic resistance. Furthermore, many of the genes downregulated in the resistant lines are genes
related to cellular signaling, such as nicotinic acetylcholine receptors, acetylcholine transporters, and
voltage-gated sodium channel (VGSC) subunits; notably, the VGSC paralytic (para), the target protein of
zeta-cypermethrin, is among them (Fig. 2A-B, insert).

We then performed functional enrichment analyses to identify which pathways these DEGs are
involved in (Fig. 2D-E; Suppl. Tables 8-9). The downregulated genes in line S3 were enriched in several
pathways involved in neuronal signaling while the upregulated genes were enriched in pathways

involved in RNA processing, protein expression, and metabolism (Fig. 2D; Suppl. Table 8). For line S4,
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the downregulated genes were enriched in pathways involving neuronal signaling and metabolism while
the upregulated genes are enriched in pathways involved in protein degradation and the cell cycle (Fig.
2E; Suppl. Table 9).

Next, we performed Weighted Gene Co-expression Network Analysis (WGCNA), an unsupervised
analysis pipeline that clusters genes into modules based on their expression profile across samples
(Langfelder & Horvath, 2008), to identify genes highly correlated with resistance (Fig. 3-4; Suppl. Table
10-11). For line S3, genes were clustered into 35 different colored modules with the turquoise module
being most correlated with resistance (R?= 0.89) (Fig. 3A; Suppl. Table 10). Out of the 2,908 genes in
turquoise, we identified several metabolic genes within the class of cytochrome P450s, heat shock
proteins, GSTs, and esterases (Fig. 3B). Functional analysis revealed that the genes in turquoise are
enriched in pathways involved in metabolism, RNA processing, and protein expression (Fig. 3C; Suppl.
Table 11). For line S4, genes were clustered into 27 modules, with turquoise being most correlated with
resistance (R?=0.92) (Fig. 4A). Of the 4,449 genes within turquoise, several of these genes are metabolic
genes known to confer insecticide resistance in other species (Fig. 4B; Suppl. Table 12). The pathways
most enriched with genes in turquoise are those involved in RNA processing, cell cycle, cell
differentiation, and protein and gene expression (Fig. 4C; Suppl. Table 13). Taken together, our results
of the DEG analysis and WGCNA suggest that an upregulation of metabolic gene expression may confer

zeta-cypermethrin resistance in field-collected D. suzukii in California, U.S.

Overexpression of cuticular and metabolic genes suggests penetration and metabolic resistance in
spinosad-resistant SWD
We sequenced the transcriptomes of two spinosad-resistant lines (C3, C4) and two susceptible

lines (C2, C5) derived from the same population to determine the molecular mechanisms conferring
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spinosad-resistance. Pearson’s correlation coefficients revealed a strong correlation between biological
replicates, confirming that the triplicates are consistent (Suppl. Fig. 2).

Next, we assessed the differences in gene expression between each resistant line vs. both
susceptible lines. For line C3, we observed a total of 852 DEGs, with 492 genes downregulated in the
resistant line and 360 genes that were upregulated, and 11,756 genes that were not differentially
expressed (Fig. 5A; Suppl. Table 14). In line C4, 4,233 genes were differentially expressed, with 2,132
genes upregulated in the resistant line and 2,201 genes that were downregulated, while 8,166 genes
were not differentially expressed (Fig. 5B; Suppl. Table 15). We identified that amongst the genes
upregulated in line C3 are several genes expressed within the insect integument, including Tweedle
(Twdl) F, TwdlG, and TwdlV as well as Cpr35B and Cpr66D (Willis, 2010), while several genes upregulated
in line C4 are metabolic genes, including cyp4d8, cyp6d4, hsp68, and gstS1 (Fig. 5C; Suppl. Table 16).
This suggests that penetration resistance may confer spinosad resistance in line C3 while metabolic
resistance may confer resistance in line C4. This also suggests that alleles resulting in either metabolic
resistance or penetration resistance are present in the field-collected spinosad-resistant D. suzukii
population.

Furthermore, we performed functional enrichment analyses and observed that genes
downregulated in line C3 are enriched in metabolic pathways, including the metabolism of xenobiotics
by the cyp pathway, while upregulated genes are enriched in pathways related to the insect cuticle and
RNA processing (Fig. 5D; Suppl. Table 17). In line C4 on the other hand, genes downregulated in the
resistant lines are enriched in pathways pertaining to cell cycle, DNA replication and repair, and cell
division while upregulated genes are enriched in metabolism and neuronal signaling pathways (Fig. 5E;
Suppl. Table 18).

We next performed WGCNA to identify genes strongly correlated with spinosad resistance (Fig.

6-7). In line C3, genes were clustered into 47 different modules, with dark turquoise being most
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correlated with resistance (R?>= 0.83) (Fig. 6A; Suppl. Table 19). Of the 79 genes within dark turquoise,
only 66 genes were functionally annotated and have a D. melanogaster homolog (Fig. 6B). Since there
are few genes within this module, the genes were not enriched in any pathways, however, there are a
few genes in dark turquoise that are involved in chromatin organization, such as histone H2A (Llorens-
Giralt et al., 2021), modifier of mdg4 (Dorn & Krauss, 2003), and histone methyl transferase 4-20
(Schotta et al., 2004), as well as genes involved in hypoxia response (ecdysone induced protein 93F (Lee
et al., 2008) and CG2918 (Gaudet et al., 2011)) and negative regulation of cell growth (La-related
protein4B (Funakoshi et al., 2018) and Forkhead box subunit O (Jiinger et al., 2003)). On the other hand,
genes in line C4 were clustered into 42 colored modules, with green most correlated with resistance (R?
= 0.96) (Fig. 7A; Suppl. Table 20). There are 371 genes in green and of those, only 3 genes, cyp6d4,
cyp305A1, and GstO1, belong to metabolic enzymes involved in insecticide detoxification (Li et al., 2007)
(Fig. 7B). Genes in the green module are enriched in pathways involving neuronal organization and
signaling as well as metabolism (Fig. 7C). Therefore, the genes most correlated with resistance in line C3
are genes that have not been previously implicated in conferring insecticide resistance in other insect
species, whereas in line C4, of the genes most correlated with resistance, 3 are within classes of

metabolic enzymes known to promote insecticide resistance.

New field-collected Drosophila suzukii populations in 2022 show evidence of increased metabolic
resistance as compared to flies collected in 2019

Now that we have identified genes of interest that may confer insecticide resistance in isogenic
lines of D. suzukii, we were interested in determining whether any of these genes are also differentially
expressed in resistant D. suzukii recently collected from the field. We assessed the resistance status of
the F1 of D. suzukii collected in 2022 from two different strawberry fields using bioassays (Fig. 8A). The

mortality of both populations was significantly lower than 100%, the mortality observed in the Wolfskill
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and susceptible isogenic lines (Fig. 1A-B), suggesting that these populations are resistant to both zeta-
cypermethrin and spinosad (zeta-cypermethrin: Population #1: t=23.88, df=9, p<0.0001; Population #2:
t=20.82, df=9, p<0.0001) (spinosad: Population #1: t=6.736, df=9, p<0.0001; Population #2: t=6.708,
df=9, p<0.0001).

Next, leveraging the results of our RNA-Seq experiment, we designed primers to amplify five
genes that were upregulated in at least one resistant D. suzukii isogenic line (Fig. 8B-F). Specifically, we
detected cyp6a8, cyp4di4, and cyp6wl to evaluate metabolic resistance (Fig. 8B-D) and twdIG and
twdlF to evaluate penetration resistance (Fig. 8E-F). We observed that both populations show increased
expression of cyp6a8 (Population #1: t=6.084, df=4, p=0.0037; Population #2: t=3.780, df=4, p=0.0194;
Fig. 8B), cyp4d14 (Population #1: t=8.787, df=4, p=0.0009; Population #2: t=3.288, df=4, p=0.0303; Fig.
8C), and cyp6w1 (Population #1: t=4.650, df=4, p=0.0097; Population #2: t=7.576, df=4, p=0.0016; Fig.
8D) as compared to the susceptible controls. More so, the expression of all 3 cyp genes was significantly
higher in Population #1 as compared to the resistant isogenic lines developed from 2019 field-collected
populations (Fig. 8B: Population #1: t=7.767, df=16, p<0.0001; Population #2: t=1.109, df=16, p=0.4872;
Fig. 8C: Population #1: t=4.106, df=16, p=0.0033; Population #2: t=0.5145, df=16, p=0.6139; Fig. 8D:
Population #1: t=6.117, df=16, p<0.0001; Population #2: t=0.2613, df=16, p=0.8949). In fact, the
expression of cyp6a8 was 17.3-fold higher in Population #1 as compared to the isogenic resistant line
(Fig. 8B). Additionally, cyp4d14 was 1.8-fold higher (Fig. 8C) while cyp6w1 was 15.2-fold higher in
Population #1 than in the resistant control (Fig. 8D).

We next assessed whether either of these lines exhibit penetration resistance by detecting
cuticular genes twdIG (Fig. 8E) and twdlF (Fig. 8F). We observed a significant difference in expression of
twdlG in only Population #1 (Fig. 8E: Population #1: t=2.870, df=4, p=0.0455; Population #2: t=1.595,
df=4, p=0.1859) and no significant difference of twdlIF in either of the 2022 populations (Fig. 8F:

Population #1: t=2.235, df=4, p=0.0891; Population #2: t=1.787, df=4, p=0.1485). Finally, we also
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detected ecdysone receptor (ecR) as a negative control (Fig. 8G) because it is not differentially expressed
in any of the isogenic resistant lines (Suppl. Tables 5-6, 14-15). There was no significant difference in ecR
in either of the 2022 populations compared to the susceptible controls (S3: t=0.8163, df=4, p=0.4602;
G3:t=1.723, df=4, p=0.1601; Population #1: t=1.552, df=4, p=0.1957; Population #2: t=1.537, df=4,
p=0.1992). Together, these results suggest that metabolic resistance confers insecticide resistance in
these populations rather than penetration resistance. Additionally, it shows that this approach is a
feasible and more efficient approach of monitoring potential insecticide resistance in field-collected

samples as compared to performing bioassays to assess resistance.

Sequence analysis reveals no mutations in paralytic or nAChRa7 that may contribute to insecticide
resistance

To investigate whether mutations within the target protein of each insecticide confer resistance,
we compared the RNA sequences between the resistant and susceptible populations of D. suzukii and
assessed changes in allelic frequency (Suppl. Fig. 3A-C). Within the target gene of zeta-cypermethrin,
the VGSC para, we identified a significant difference in allelic frequency in line S3 at base pair (bp)
position 3658093, which is located within an intron in the gene body, and one difference in allelic
frequency at bp position 3655811, which is located in an intron within the gene body, in line S4 (Suppl.
Fig. 3B-C; 3658093: S3 p= 0.005171, S4 p=0.6199; 3655811: S3 p=0.4725, S4 p=0.001131). Although we
did not identify a mutation within the protein-coding region of para, we did observe that para is
downregulated in zeta-cypermethrin-resistant SWD (Fig. 2A-B). Therefore, it is possible that reduced
expression of the target protein, rather than a site-specific mutation, contributes to resistance in these
flies.

We then analyzed the spinosad target protein nAChRa7, the D. suzukii homolog of D.

melanogaster nAChRa6 inferred by sequence similarity. We identified three bp positions within the 5’
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untranslated region (UTR) that exhibit a significant change in allelic frequency in line C3 and no changes
in line C4 (Suppl. Fig. 3D-G; 6579905: C3 p=0.0101, C4 p=0.06667; 6580106: C3 p=0.01515, C4 p=0.2424;
6580194: C3 p=0.04762, C4 p=1). Therefore, because we did not identify a mutation within the protein-
coding region of the gene or any differential expression of nAChRa7 (Suppl. Table 14-15) in the resistant
lines, we suspect that target-site resistance is not an underlying mechanism for spinosad resistance in
these lines. However, we cannot rule out that the allelic frequency changes we observed in the 5’ UTR
do not affect NACHRa7 protein levels given that the 5’UTR is important for translation initiation

[reviewed in (Leppek et al., 2018)].

Global changes in alternative splicing may confer insecticide resistance

Based on our RNA-Seq analyses, we observed that genes differentially expressed in the isogenic
resistant lines are enriched in splicing pathways (Fig. 2D, 3C, 4C and Suppl. Tables 8-9, 11-13, and 18).
Therefore, we hypothesized that the resistant isogenic lines may undergo differential splicing events.
More so, it has been shown in other insect species that differential expression of various isoforms of
nAChRa6 confers insecticide resistance (Berger et al., 2016; Urefia et al., 2019). We leveraged PacBio
long-read sequencing to examine whether the resistant isogenic lines exhibit changes in alternative
splicing (AS) as compared to the susceptible isogenic lines developed from the same D. suzukii field-
collected population from 2019 (Fig. 9; Suppl. Table 22). We characterized alternative splicing events
into five categories: exon skipping (ES), exon inclusion (El), intron retention (IR), and alternative splice
sites (Alt. ss) (Fig 9A). In line S3, we identified a total of 307 AS events with 137 ES events, 113 El events,
52 IR events, and 5 Alt. ss events (Fig. 9B). In total, 116 genes were differentially spliced in the S3
resistant line, with many of the genes experiencing differential expression of exons (Fig. 9C). Similarly,
line S4 exhibited a total of 227 AS events (48 ES events, 90 El events, 54 IR events, and 7 Alt. ss events;

Fig. 9D) occurring in 73 genes with majority of these genes experiencing El events (Fig. 9E). In the
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spinosad-resistant isogenic lines, we observed 184 AS events (74 ES events, 28 El events, 25 IR events,
and 11 Alt. ss events) in line C3 (Fig. 9F) and 232 AS events (60 ES events, 73 El events, 43 IR events, and
9 Alt. ss events) in line C4 (Fig. 9H). The majority of the AS events in line C3 are ES events while in line
C4, ES and El events are occurring at similar frequencies. These events occurred in a total of 57 genes in
line C3 (Fig. 9G) and 90 genes in line C4 (Fig. 91). Finally, 27 genes were differentially spliced exclusively
in zeta-cypermethrin-resistant D. suzukii, 41 genes were differentially spliced exclusively in spinosad-
resistant lines, and 2 genes (Minerva and Gasz) were differentially spliced in both zeta-cypermethrin-
and spinosad-resistant D. suzukii.

To test the hypothesis that changes in AS can result in insecticide resistance, pairwise
comparisons were performed between each of the 4 isogenic lines (Fig. 9J-K; Suppl. Table 23). We
reason that if splicing is a mechanism of resistance, we should see a difference in how many genes are
differentially spliced in the resistant to susceptible comparisons as opposed to the susceptible-to-
susceptible comparisons. We observed that resistant line S4 has fewer differentially spliced genes when
compared to susceptible line S8 (p=0.0118) but not susceptible line S7 (p=0.6039) (Fig. 9K). The number
of differentially spliced genes in resistant line S3 did not differ from the susceptible lines (S3 vs S7 p=
0.5133; S3 vs S8 p=0.334). In the spinosad-resistant lines, the number of differentially spliced genes in
lines C3 (C3 vs C2 p=0.395; C3 vs C5 p=0.3485) and C4 does not differ from the number of differentially
spliced genes in the susceptible-to-susceptible comparison (C4 vs C2 p=0.4369; C4 v C5 p=0.2855) (Fig
9K). However, it is possible that the classes of genes that are differentially spliced have a greater effect
on resistance than the total number of spliced genes. We performed functional enrichment analyses to
determine whether the differentially spliced genes in the resistant lines are enriched in pathways
different than the differentially spliced genes in the susceptible lines (Tables 2-3; Suppl. Table 24). In the
zeta-cypermethrin susceptible lines (57 and S8), pathways involving photoreceptor development and

meiosis are enriched in the differentially spliced genes (Table 2). In resistant line S3, differentially spliced
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genes are enriched in apoptosis and cell development (S3 vs S7) as well as muscle maintenance and cell
signaling (S3 vs S8). Differentially spliced genes in resistant line S4 are in pathways involving DNA
replication (S4 vs S7) and metabolism (S4 vs S7 and S8) as well as cell development and hypoxia (S4 vs
S8). In the lines susceptible to spinosad (C2 and C5), the differentially spliced genes are in pathways
involved in RNA degradation as well as amino acid and carbon metabolism (Table 3). In resistant line C3,
differentially spliced genes are enriched in response to DDT, another type of insecticide (Beard, 2006)
(C3 vs C2). Differentially spliced genes in resistant line C4 are in pathways involving response to DDT and
melanosomes (C4 vs C2) as well as metabolism and germ cell development (C4 vs C5). Together, this
suggests that different classes of genes are differentially spliced in the resistant lines as compared to the
susceptible lines; this difference, rather than changes in the number of alternatively-spliced genes, may

contribute to insecticide resistance.

Discussion

Insecticide resistance in the invasive agricultural pest D. suzukii has been detected in California
over the past several years, but the molecular mechanisms driving these changes have yet to be
identified (Ganjisaffar, Demkovich, et al., 2022; Ganjisaffar, Gress, et al., 2022; Gress & Zalom, 2019).
Therefore, we developed isogenic lines from field-collected populations of D. suzukii resistant to either
zeta-cypermethrin or spinosad to identify the molecular mechanisms underlying insecticide resistance.
We sequenced the transcriptome of these lines and found evidence of metabolic resistance in zeta-
cypermethrin-resistant D. suzukii while lines resistant to spinosad display evidence of penetration
resistance and metabolic resistance (Fig. 10A). Specifically, we observed an upregulation of genes
encoding metabolic detoxification enzymes in zeta-cypermethrin-resistant D. suzukii. Interestingly, we

also observed decreased expression of the target gene paralytic. This does not constitute conventional
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target-site resistance as resistant lines do not have a mutation in the target protein, but rather, an
overall decrease in the target gene could in turn render the insecticide less effective.

In D. suzukii resistant to spinosad, on the other hand, we identified an upregulation of several
genes expressed in the insect cuticle such as tweedle genes and cuticle proteins as well as an
upregulation of metabolic genes. Finally, using long-read sequencing, we observed changes in AS
between resistant and susceptible D. suzukii. Taken together, our findings provide evidence that the
concerted effects of multiple molecular mechanisms confer insecticide resistance in D. suzukii.

We leveraged our findings to design molecular diagnostics that could identify insecticide
resistance in the field. Thus far, insecticide resistance in D. suzukii has only been detected in California
(Ganjisaffar, Demkovich, et al., 2022; Ganjisaffar, Gress, et al., 2022; Gress & Zalom, 2019). Therefore,
our diagnostic can be used to monitor insecticide resistance development in California and in locations
where resistance has yet to be detected. Utilizing a few differentially expressed genes we identified
between the resistant and susceptible populations as diagnostics, such as cytochrome P450 (cyp) and
tweedle genes, we designed qPCR-based assays to monitor resistance development. A benefit to using
molecular diagnostics to detect resistance as opposed to insecticide bioassays is that they require few
individuals (as little as 5 flies) as input whereas bioassays require at least fifty flies. A similar molecular
diagnostic detecting cyp expression to identify metabolic resistance has been previously developed and
validated in mosquitoes (Mavridis et al., 2019). More so, beyond just validating our diagnostic, we
observed significantly higher levels of cyp expression in a 2022 field-collected population (Fig. 8),
suggesting that resistance has increased since the 2019 collection. This observation is consistent with
the general trend of increased spinosad resistance in D. suzukii from 2018 to 2020 (Ganjisaffar, Gress, et
al., 2022).

Our study also provides insights into the possibility of cross-resistance. Currently, in order to

delay the development of resistance, there are restrictions on how many applications of a single type of
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insecticide are permitted in a site (Tait et al., 2021). As a result, organic berry growers alternate usage
between pyrethroids and spinosads (Farnsworth et al., 2017; Goodhue et al., 2011; Van Timmeren &
Isaacs, 2013). Therefore, it is important to understand whether the mechanisms conferring resistance to
one insecticide enables the insect to be resistant to other classes of insecticides as well. For instance,
because the spinosad-resistant line C3 has increased expression of cuticular genes (Fig. 5C) suggesting a
less penetrable cuticle, it is likely that the integument is less penetrable to other insecticides as well.
Furthermore, zeta-cypermethrin-resistant D. suzukii and spinosad-resistant line C4 express high levels of
many metabolic enzymes implicated in metabolic resistance (Fig. 2C and 5C). There are studies in house
flies and onion thrips that attribute spinosad resistance to an upregulation in cyp expression (Hgjland et
al., 2014; Rosen et al., 2021). Notably, our 2022 collections of D. suzukii exhibit resistance to both zeta-
cypermethrin and spinosad and appear to be resistant through an upregulation of metabolic genes (Fig.
8A). Thus, our results suggest a high likelihood for cross-resistance. Additional experiments will need to
be performed to assess for cross-resistance.

In addition to identifying penetration and metabolic resistance in insecticide-resistant D. suzukii,
all of which have been previously studied in several other insect pest species [reviewed in (Siddiqui et
al., 2023)], we hypothesize that changes in alternative splicing also confer insecticide resistance. Splicing
is a biological process that produces proteins with diverse structures and functions encoded by a
singular gene [reviewed in (Wright et al., 2022)]. Splicing has been shown to change in response to
environmental stressors such as unfavorable temperatures [reviewed in (Shiina & Shimizu, 2020); thus,
it is possible that regulation of alternative splicing could change in insect populations as an additional
mechanism that enables for insecticide resistance. In fact, one study in spider mites demonstrated that
an alternative isoform of a metabolic enzyme, the carboxyl/choline esterase gene CCE04, is associated
with increased resistance to the pesticide, spirodiclofen (Wei et al., 2020). Furthermore, different

isoforms of the spinosad target protein, nAChRa6, have been shown to confer insecticide resistance in
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other insect species (Berger et al., 2016; Urefia et al., 2019). In line with these findings, we identified
genes within the splicing pathway to be differentially expressed in the resistant lines (Fig. 2D, 3C, 4C and
Suppl. Tables 8-9, 11-13, and 18). Previously, it was difficult to measure the expression of each gene
isoform using short-read transcriptome sequencing because one could not definitively identify which
sequencing read belonged to which isoform. However, with the advent of long-read sequencing, it is
now possible to determine the abundance of each gene isoform and more accurately assess alternative
splicing. We leveraged long-read sequencing and identified global changes in alternative splicing
between the resistant and susceptible populations (Fig. 9 and Suppl. Table 22). Overall, our
observations support the notion that one way in which insects can be resistant is to produce various

isoforms of genes that produce the resistant phenotype.

One drawback to long-read sequencing is the low sequencing depth as compared to short-read
sequencing methods (Kanwar et al., 2021). As a result, we could not assess the expression of various
isoforms of lowly expressed genes such as insecticide target proteins and other metabolic genes.
However, our results suggest that changes in splicing patterns are not exclusive to genes involved in
insecticide resistance. Rather, we hypothesize that it is a transcriptome-wide phenomenon in response
to stressors, e.g. insecticide applications, from which one consequence is resistance. Supporting this, a
study in cichlids proposed that alternative splicing may have played a role in producing diverse jaw
structures between different species of cichlids as a form of adaptive evolution (Singh et al., 2017).
Therefore, splicing is likely a mechanism by which organisms respond and adapt to environmental stress
to promote survival.

However, it is unclear based on the data whether splicing is a cause or consequence of
resistance. We reason that there are 3 possibilities in which changes in splicing are related to the
resistance phenotype (Fig. 10B). First, changes in alternative splicing may enable for resistance

mechanisms including penetration resistance, metabolic resistance, and target site resistance. It is
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reasonable to assume that for this to be the case, all lines that share the same resistance mechanism
will also display changes in alternative splicing. We see that all 4 resistance lines, which either show
evidence of metabolic resistance or penetration resistance, show differences in splicing, providing
evidence for the first possibility. The second possibility is that the changes in gene expression that
enable for penetration resistance and/or metabolic resistance result in changes in spliceosome
expression and/or function. For this scenario to be true, we would expect to see changes in the
expression of splicecosome components. In line S3, we observe an enrichment of spliceosome factors
amongst the upregulated genes (Suppl. Table 8). In both resistant lines S3 and S4, amongst the
downregulated genes, there is an enrichment for the splicing selectivity pathway (Suppl. Tables 8-9),
suggesting that global changes in splicing are occurring in these lines given that there is decreased
regulation on splicing selectivity. This may be why there are more pathways enriched in the differentially
spliced genes of the resistant lines than the pathways that are enriched the susceptible lines (Table 2).
Thus, we cannot rule out the second scenario. In resistant line C4, we observed an enrichment of the
spliceosome pathway amongst the downregulated genes (Suppl. Table 18), thus decreased expression
of the spliceosome will result in differential expression or various gene isoforms. Interestingly though,
we did not observe any spliceosome expression differences in resistant line C3 (Suppl. Table 17). Rather,
only lines exhibiting evidence of metabolic resistance express differences in spliceosome expression.
This may be why we see fewer changes in functional enrichment pathways in resistant line C3 as the
pathways enriched in the susceptible lines (Table 3), providing further support for scenarios 1 and 2. It is
also possible that these changes in spliceosome expression produce variants of para that are less stable,
resulting in decreased expression of the para gene (Fig. 2A-B). Finally, the third possibility is that global
changes in alternative splicing occur in response to environmental stress that, by chance, produces
isoforms that enable for insecticide resistance. In this case, we would expect no correlation between the

types of insecticide resistance mechanisms and changes in global alternative splicing. Therefore, this
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study provides stronger support for 1) changes in splicing enable for metabolic and penetration
resistance and 2) changes in splicing are an outcome of resistance mechanisms. Further experiments will

need to be conducted to elucidate whether splicing is a cause or consequence of resistance.

Finally, we anticipate the ability to leverage our results to adjust current D. suzukii management
practices. For instance, we identified an upregulation of metabolic enzymes in D. suzukii resistant to
zeta-cypermethrin (Fig. 2 and Fig. 5C). Presumably, this upregulation will increase detoxification,
rendering the insecticide less effective. To combat this effect, synergists can be applied in conjunction
with insecticides. Synergists are metabolic enzyme inhibitors, so when used in conjunction with
insecticides, they can increase their efficacy (Snoeck et al., 2017). An alternative approach would be for
growers to adopt an integrated pest management (IPM) strategy to control D. suzukii. IPM promotes
increased control of a pest by adopting a combination of different strategies including biological,
cultural, and chemical control (Deguine et al., 2021). It is possible that alternating between the use of
insecticides will alleviate the pressure driving insecticide resistance such that it is selected out of the
population. Based on our data, it is likely that there is a high fitness cost associated with insecticide
resistance. For example, in zeta-cypermethrin-resistant flies, we observed differential expression of
many genes involved in neuronal system development and signaling (Fig 2C), suggesting that neuronal
processing is affected, compromising a wide range of behaviors such as mating and feeding (Lenschow &
Lima, 2020; Miroschnikow et al., 2020). In the case of spinosad-resistant flies, we observed that many of
the downregulated genes are enriched with metabolic pathways, suggesting that spinosad-resistant flies
have energy usage deficiencies. Therefore, it is possible that in the absence of selective pressure caused
by spraying insecticides, in combination with the fast generation time of D. suzukii and their short
lifespans (Tait et al., 2021), alternating between spray programs and other forms of control can be more
effective at controlling D. suzukii infestations in the field. In fact, a previous study (Ganjisaffar, Gress, et

al., 2022) has demonstrated that resistance increases throughout the growing season, likely due to
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increased uses of insecticide application. Therefore, it is possible that a short-term halt in spraying of
insecticides of a specific chemistry for a few generations would increase susceptibility again given the
selective pressure is removed. Experiments are currently in progress to assess how long resistance
persists in a population after spraying has ceased. Further, to combat penetration resistance,
insecticides can be administered in bait traps as opposed to spraying such that the insecticide enters the
flies through the digestive system rather than through the insect cuticle.

In conclusion, our study characterizes the mechanisms of insecticide resistance in D. suzukii. We
provide evidence of metabolic and penetration resistance. Furthermore, we identified changes in
alternative splicing as a possible mechanism of insecticide resistance. Finally, we developed and
validated molecular diagnostics that can monitor resistance in field populations of D. suzukii. Finally, our
study provides insights into the possibility of cross-resistance and generates information that can be

used to improve D. suzukii management programs.
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Fig. 1: Identification of insecticide-resistant isogenic Drosophila suzukii lines. (A-B) Bioassays to identify
isogenic lines resistant to (A) zeta-cypermethrin (Mustang® Maxx) or (B) spinosad (Entrust). Eight
isogenic lines were tested (indicated as S# and C#). Two isogenic lines from an untreated orchard
(Wolfskill, W#) served as the susceptible control. Each point represents a biological replicate of 5 males
and 5 females (n=8), and error bars indicate + SEM. Resistant lines used for subsequent experiments are
indicated by the red box. Asterisks denote significant p-values as determined by one-way ANOVA
followed by Tukey’s multiple comparison test: * p<0.05, *** p<0.001, and **** p<0.0001. Non-
significant comparisons are omitted. (C) Dose-response relationship between zeta-cypermethrin-
resistant isogenic lines (S3 and S4, black) vs a susceptible sibling line (S8, red) (n=8 biological replicates

of 5 males and 5 females). (D) Dose-response relationship between spinosad-resistant isogenic lines (C3
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and C4, black) vs a susceptible sibling line (C5, red) (n=8). The lethal concentration required to kill 50% of

the population (LCso) is indicated by the yellow line.
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Table 1: Susceptibility of Drosophila suzukii isogenic lines to zeta-cypermethrin and spinosad

Insecticide Isogenic line LCso (Mg/L) £ SE
S3 39+0.2
Zeta-cypermethrin S4 35+0.2
S8 1.2+0.1
C3 2378.5+210.8
Spinosad C4 1868.7 £177.2
C5 351.8+35.0
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Fig. 2: Zeta-cypermethrin-resistant lines exhibit increased expression of genes involved in metabolic

resistance. (A) Volcano plot of genes displaying fold change gene expression differences between the

resistant S3 line vs 2 susceptible lines (S7 and S8). Genes upregulated in the resistant populations

(green) are to the right of the dotted line while genes downregulated in the resistant populations (pink)

lie to the left of the dotted line. Genes that exhibit no significant difference (NS) in expression between
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the two populations are in grey. Highly significant differences are located higher up on the y-axis (where
Padj is the adjusted p-value corrected with Benjamin-Hochberg). Labeled points signify genes that satisfy
at least one of the following criteria: (1) have the largest fold change difference between the two
groups, (2) have the lowest pa.gj, and (3) are genes known to be involved in insecticide resistance. Labels
contain the D. suzukii gene symbol (LOCH##t# ) and the corresponding D. melanogaster gene
symbol homolog. Genes known to be involved in conferring resistance are labeled in black while genes
in grey are not known to be directly involved in conferring resistance. The black box denotes the region
containing para, zoomed-in in the insert. (B) Volcano plot of genes displaying fold change gene
expression differences between the resistant S4 line vs 2 susceptible lines (57 and S8). (C) Relative
expression (FPKM) of cytochrome P450 genes (Cyp), heat shock proteins (Hsp), the carboxylesterase
Cricklet (CIt), and glutathione-s-transferase E3 (GstE3) in the susceptible (S7 and S8: black) vs resistant
(S3: magenta; S4: blue) groups. Each point denotes a biological replicate (n=3 replicates of 8-10 females
per line). Asterisks denote significant p-values as determined by 2-way ANOVA: ** p<0.01, ***p<0.001,
and **** p<0.0001. (D-E) Top 5 enrichment pathways within the Kyoto Encyclopedia of Genes and
Genomes (KEGG) and Gene Ontology (GO) Biological Processes (bio proc) categories for genes up- or
down-regulated in line (D) S3 and (E) S4. The x-axis is Fold Enrichment, which is defined as the
percentage of differentially expressed genes that belong to each pathway. Point size represents the
number of genes (nGenes) within the category while color denotes the false discovery rate (FDR)

correction of enrichment p-values.
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Fig. 3: Genes involved in metabolic resistance are highly correlated with zeta-cypermethrin resistance
in Drosophila suzukii line S3. (A) Heat map of gene clusters determined by Weighted Gene Correlation
Network Analysis (WGCNA). Modules that are positively correlated with resistance are red while those
that are negatively correlated are blue. (B) Heat map showing the expression of metabolic genes (in
FPKM) within the turquoise module. Labels contain the D. suzukii gene symbol (LOCH###H##H#HH) and the
corresponding D. melanogaster gene symbol. Red indicates high expression while blue indicates low
expression. Line S3 is resistant while lines S7 and S8 are susceptible. The number following the
underscore indicates different biological replicates. (C) Top 5 enrichment pathways within the Kyoto
Encyclopedia of Genes and Genomes (KEGG) and Gene Ontology (GO) Biological Processes (bio proc)
categories for genes within the turquoise module. The x-axis is Fold Enrichment, which is defined as the

percentage of differentially expressed genes that belong to each pathway. Point size represents the
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number of genes (nGenes) within the category while color denotes the false discovery rate (FDR)

correction of enrichment p-values.
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Fig. 4: Genes involved in metabolic resistance are highly correlated with zeta-cypermethrin resistance

in Drosophila suzukii line S4. (A) Heat map of gene clusters determined by Weighted Gene Correlation

Network Analysis (WGCNA). Modules that are positively correlated with resistance are red while those

that are negatively correlated are blue. (B) Heat map showing the expression of metabolic genes (in

FPKM) within the turquoise module. Labels contain the D. suzukii gene symbol (LOCH########H) and the

corresponding D. melanogaster gene symbol. Red indicates high expression while blue indicates low

expression. Line S4 is resistant while lines S7 and S8 are susceptible. The number following the

underscore indicates different biological replicates. (C) Top 5 enrichment pathways within the Kyoto

Encyclopedia of Genes and Genomes (KEGG) and Gene Ontology (GO) Biological Processes (bio proc)

categories for genes within the turquoise module. The x-axis is Fold Enrichment, which is defined as the

94



percentage of differentially expressed genes that belong to each pathway. Point size represents the
number of genes (nGenes) within the category while color denotes the false discovery rate (FDR)

correction of enrichment p-values.
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Fig. 5: Spinosad-resistant lines exhibit either increased expression of genes associated with

penetration resistance or metabolic resistance. (A) Volcano plot of genes displaying fold change gene

expression differences between the resistant C3 line vs 2 susceptible lines (C2 and C5). Genes

upregulated in the resistant populations (green) are to the right of the dotted line while genes
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downregulated in the resistant populations (pink) lie to the left of the dotted line. Genes that exhibit no
significant difference (NS) in gene expression between the two populations are in grey. Highly significant
differences are located higher up on the y-axis where paq; is the adjusted p-value corrected with
Benjamin-Hochberg. Labelled points signify genes that satisfy at least one of the following criteria: (1)
have the largest fold change difference between the two groups, (2) have the lowest pa.qj, and (3) are
genes known to be involved in insecticide resistance. Labels contain the D. suzukii gene symbol
(LOCHit######H) and the corresponding D. melanogaster gene symbol. Genes known to be involved in
conferring resistance are labeled in black while genes labeled in grey are not known to be directly
involved in conferring resistance. (B) Volcano plot of genes displaying fold change gene expression
differences between the resistant C4 line vs 2 susceptible lines (C2 and C5). The black box denotes the
region zoomed-in in the insert. (C) Relative expression (FPKM) of metabolic and cuticular genes (twd!:
tweedle; cpr: cuticular protein) in the susceptible (C2 and C5: black) and resistant (C3: magenta; C4:
blue) groups. Each point denotes a biological replicate (n=3 replicates of 8-10 females per line). Asterisks
denote significant p-values as determined by 2-way ANOVA: **p<0.01, ***p<0.001, and ****p<0.0001.
(D-E) Top 5 enrichment pathways within the Kyoto Encyclopedia of Genes and Genomes (KEGG) and
Gene Ontology (GO) Biological Processes (bio proc) categories for genes up- or down-regulated in lines
(D) C3 and (E) C4. The x-axis is Fold Enrichment, which is defined as the percentage of differentially
expressed genes that belong to each pathway. Point size represents the number of genes (nGenes)

within the category while color denotes the false discovery rate (FDR) correction of enrichment p-values.
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Fig. 6: Genes highly correlated with spinosad resistance in Drosophila suzukii line C3. (A) Heat map of
gene clusters determined by Weighted Gene Correlation Network Analysis (WGCNA). Modules that are

positively correlated with resistance are red while those that are negatively correlated are blue. (B) Heat
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map showing the expression of all genes (in FPKM) within the dark turquoise module. Labels contain the
D. suzukii gene symbol (LOCH########) and the corresponding D. melanogaster gene symbol. Red
indicates high expression while blue indicates low expression. Line C3 is resistant while lines C2 and C5

are susceptible. The number following the underscore indicates different biological replicates.
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Fig. 7: Genes highly correlated with spinosad resistance in Drosophila suzukii line C4 include metabolic
genes. (A) Heat map of gene clusters determined by Weighted Gene Correlation Network Analysis
(WGCNA). Modules that are positively correlated with resistance are red while those that are negatively
correlated are blue. (B) Heat map showing the expression of metabolic genes (in FPKM) within the green
module. Labels contain the D. suzukii gene symbol (LOCH########t) and the corresponding D.
melanogaster gene symbol. Red indicates high expression while blue indicates low expression. Line C4 is
resistant while lines C2 and C5 are susceptible. The number following the underscore indicates different
biological replicates. (C) Enriched pathways within the Kyoto Encyclopedia of Genes and Genomes
(KEGG) category and the top 5 pathways within Gene Ontology (GO) Biological Processes (bio proc)
category for genes within the green module. The x-axis is Fold Enrichment, which is defined as the

percentage of differentially expressed genes that belong to each pathway. Point size represents the
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number of genes (nGenes) within the category while color denotes the false discovery rate (FDR)

correction of enrichment p-values.
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Fig. 8: New field-collected Drosophila suzukii populations show increased expression of metabolic
genes. (A) Bioassay to assess mortality of 2022 field-collected D. suzukii populations (Pop. #1 and #2)
when exposed to zeta-cypermethrin and spinosad. Each point represents a biological replicate of 5
males and 5 females (n=10), and error bars indicate +SEM. Asterisks denote significant p-values as
determined by one-sample t and Wilcoxon Test compared to a hypothetical mean of 100 (denoted by
the dashed red line): **** p<0.0001. (B-G) Gene expression of (B-D) cytochrome P450 (cyp) genes, (E-F)
tweedle (twdl) genes, and (G) ecdysone receptor (ecR) in susceptible (57 and G2) and resistant (S3 and
G3) isogenic lines (from 2019 collections) as well as 2022 field-collected populations (n=5 biological
replicates of 8-10 females). Asterisks denote significant p-values as determined by one sample T and
Wilcoxon Test compared to the average gene expression of the susceptible line (denoted by the red
dashed line): **p<0.01 and **** p<0.0001. The hash marks denote significant p-values as determined by
One-way ANOVA followed by Holm-Sidak’s multiple comparisons test to assess expression differences

between the 2022 populations and the resistant line. Non-significant comparisons are denoted as “ns”.
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Fig. 9: Insecticide-resistant and susceptible Drosophila suzukii exhibit differences in alternative
splicing. (A) Schematic of the various types of alternative splicing (AS) events that can occur. “E”
represents exons. (B, D, F, H) Number of AS events that occur in (B, D) zeta-cypermethrin-resistant lines
and (F, H) spinosad-resistant lines. (C, E, G, I) Number of genes in each AS category in (C, E) zeta-
cypermethrin-resistant lines and (G, 1) and spinosad-resistant lines. (J-K) Pairwise comparisons of
differentially spliced genes in (J) zeta-cypermethrin-resistant and -susceptible lines and (K) spinosad-

resistant and -susceptible lines. Asterisks denote significance by Fisher’s Exact Test; * p<0.05.
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Table 2: Functional enrichment categories of differentially spliced genes in zeta-cypermethrin-

resistant (R) vs susceptible (S) D. suzukii isogenic lines

SvsS RvsS RvsS RvsS RvsS
S8 vs. S7 S3vs. S7 S4 vs. S7 S3vs. S8 S4 vs. S8
Photoreceptor cell  Reg. of localization Non-homologous end-  Intracellular signal Other glycan

development

Meiotic cell cycle
proc.

Meiotic cell cycle

Lipid oxidation

Nurse cell apoptotic
proc.

Lipid modification

Pos. reg. of cellular
amide metabolic
proc.

Reg. of axon guidance

Apoptotic proc.
involved in
development

Reg. of intracellular
mMRNA localization

Programmed cell

death involved in cell

development

Morphogenesis of a

polarized epithelium

joining

Starch and sucrose
metabolism

Nucleotide excision
repair

transduction

Intercellular bridge
organization

Striated muscle cell
differentiation

Neg. reg. of protein-
containing complex
disassembly

Neg. reg. of protein
depolymerization

Muscle cell
differentiation

Mannosylation

degradation

Organelle organization

Phosphorus metabolic
proc.

Phosphate-containing
compound metabolic
proc.

Reg. of supramolecular
fiber organization

Reg. of protein-
containing complex
assembly

Reg. of cellular
component biogenesis

Reg. of protein
polymerization

Reg. of organelle
organization

Cell development

Phosphorylation

Protein
phosphorylation

Cellular response to
hypoxia

Protein polymerization

Cellular response to
decreased oxygen levels

Mitochondrion
organization

Sarcomere organization
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Table 3: Functional enrichment categories of differentially spliced genes in spinosad-resistant (R) vs

susceptible (S) D. suzukii isogenic lines

SvsS RvsS RvsS RvsS RvsS

C5vs C2 C3vs(C2 C4vs C2 C3vs C5 C4vs C5

RNA degradation Response to DDT Melanosome Germ cell
organization development

Biosynthesis of amino Response to DDT Female gamete

acids generation

Carbon metabolism Ovarian nurse cell to

oocyte transport
Catabolic proc.
Cell differentiation
Oogenesis

Cellular
developmental proc.

Pos. reg. of transport

Organic substance
catabolic proc.

Lipid oxidation

Meiotic spindle
organization

Actin filament
organization

Cellular proc. involved
in reproduction in
multicellular organism

Cell development

Developmental proc.
involved in
reproduction

Gamete generation
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Fig. 10: Schematic representation of the molecular mechanisms conferring either zeta-cypermethrin
or spinosad-resistance in Drosophila suzukii. (A) The cuticle of susceptible D. suzukii is more permeable
to insecticides, enabling the insecticide to enter the insect and bind to its target protein, ultimately
killing the insect. However, in the case of zeta-cypermethrin-resistant D. suzukii, an increased expression
of metabolic enzymes results in an increased breakdown of the insecticide before it can bind to its
target protein. Spinosad-resistant D. suzukii have increased expression of cuticular genes such that the
cuticle is less penetrable by insecticides, allowing them to survive. Additionally, spinosad-resistant D.

suzukii can also exhibit an upregulation of metabolic enzymes to increase detoxification of the
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insecticide, promoting the survival of the flies. Finally, changes in transcriptome-wide alternative splicing
were detected in both zeta-cypermethrin and spinosad-resistant D. suzukii lines. This figure was created
with BioRender.com (license to lab of JCC). (B) Schematic depicting 3 possible scenarios as to how
splicing and resistance can be correlated. Blue boxes represent characterized molecular mechanisms of

resistance and the yellow box represents possible molecular mechanisms of resistance.
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Suppl. Table 1: Sequences for primers used in quantitative PCR

Primer Name 5’- Sequence -3’

DsRpL32 (137) Forward TGC GTC GCC GCT TCA AGG GAC
DsRpL32 (3287) Reverse TGCGCTTCTTGG AGCTCACGCC
DsCyp6a8 (1049) Forward TGA GGT GGA GGA TGT CCT AGA GC
DsCyp6a8 (1215) Reverse TCG GAT GGC CGG GAA CTT CG
DsCyp4d14 (1589) Forward TCC AGG AGA TTC GAG ATG TCCTTG
DsCyp4d14 (1756) Reverse  TGC CGT CTA GCA CGG TGT CC
DsCyp6w1 (1290) Forward  TCC GGC GAA CCG CTG TAACCTC
DsCyp6wl1 (1479) Reverse AAC CGG ACT AGT AGCAGC CCAC

DsTwdlG (822) Forward TCG CAC CCA AGC AAC CTA GCA AG
DsTwdlG (999) Reverse TGG TGG TCC AGA ACG CCAATT AC
DsTwdIF (842) Forward AGC GCG CCC AGC AGG AGA
DsTwdlIF (1033) Reverse AGC TCT GCT GCT GAATGCCCT G
DsEcR (2010) Forward AGT CGC ACCTCCAGG TTACA
DsEcR (2174) Reverse CGG TTG CGT ATT GTTTTG GGT
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Suppl. Table 4: Results of pairwise z-tests comparing LCses among resistant and susceptible Drosophila
suzukii isogenic lines

Insecticide Comparison  Estimate + SE t value p value
Zeta- S3 -S4 1.1178 + 0.0990 1.1906 0.2338
cypermethrin S3-S8 3.1908 + 0.2962 7.3954 < 0.0001
S4-S8 2.8545 + 0.2763 6.7111 < 0.0001

C3-C4 1.2728 + 0.1652 1.6513 0.0987

Spinosad C3-C5 6.7611 + 0.9006 6.3966 < 0.0001

C4-C5 5.3119 + 0.7301 5.9063 < 0.0001

110



Resistant Susceptible
$3_1 S3 2 S3 3 S4.1 54 .2 S4.3 S7_1 S7_2 S7_3 S8_1 SB_2 S8 3
s3.1

s .
$3_3(0.973 0.976

S4_1 0.943 0.937 0.957
S4_2 0.954 0.956
54_3 0.943 0.956
$7_1 0.804 0.860 0. . ! 0.984 0.973
$7_2 0.854 0.901
$7_3 0.803 0.861 R . 0.973 0.975 0.750
S8 1 0.929 0.957 0.954 0.958 0.877 0.914 0.880
$8_2 0.917 0.950 0.946 0.917 0.936 0.947 0.893 0.923 0.900
$8_3 0.926 0.958 0.957 0.919 0.938 0.951 0.879 0.912 0.900

Value
1.000

Resistant

Susceptible

Suppl. Fig. 1: Heatmap of Pearson’s correlation coefficients between zeta-cypermethrin-resistant and
susceptible lines. Comparisons between lines resistant (53, S4) or susceptible (S7, S8) to zeta-
cypermethrin. The numbers following the underscore indicate biological replicates, each consisting of 8-
10 female flies. Comparisons between biological replicates are indicated by black boxes. Highly

correlated samples are in blue while less correlated samples are in red.
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Suppl. Fig. 2: Heatmap of Pearson’s correlation coefficients between spinosad-resistant and
susceptible lines. Comparisons between lines resistant (C3, C4) or susceptible (C2, C5) to spinosad. The
numbers following the underscore indicate biological replicates. Comparisons between biological
replicates are indicated by black boxes. Highly correlated samples are in blue while less correlated

samples are in red.
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Suppl. Fig. 3: Insecticide-resistant lines exhibit allele frequency differences in the insecticide target
protein. (A) Schematic of the gene, paralytic (para), the target protein of zeta-cypermethrin. Red labels
indicate genomic loci shown in panels B and C. (B-C) Scatter plots of allele frequency differences on
chromosome NW_023496846.1 at positions (B) 3655811 and (C) 3658093, which are both located
within introns in the gene body of para, between each zeta-cypermethrin resistant line (S3 or S4; x-axis)

vs both susceptible lines (57 and S8). Each point is labeled with the allele variant. Red points indicate
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significant allele frequency differences between at least one resistant line and both susceptible lines as
determined by Fisher’s Exact Test while black points indicate differences that are not significantly
different between the resistant and susceptible lines. Alleles located above the dotted line are more
prevalent in the resistant line while alleles that fall below the line are more prevalent in the susceptible
lines. (D) Schematic of the gene, nicotinic acetylcholine receptor alpha 7 (nAChra7), the target of
spinosad. The red labels indicate positions on chromosome NW_023496800.1 shown in panels E-G. (E-G)
Scatter plots of allele frequency differences at positions (E) 6579905, (F) 6580106, and (G) 6580194,
which are located within exons in the gene body of nAchra7, between each spinosad-resistant line (C3

or C4) vs both susceptible lines (C2 and C5). Insertions are labeled as “INS.”
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Conclusion

Gene expression is the process by which genotype manifests into phenotype (Nachtomy et al.,
2007). Gene expression regulation is influenced by environmental factors, both naturally occurring and
human-introduced (Gibson, 2008). In this dissertation, | sought to understand how environmental
factors affect gene expression regulation at the chromatin level and at the mRNA expression level. In
Chapter 1, | assessed the effect of a naturally occurring factor, specifically the day-night cycle, on
transcriptional regulation by the BRAHMA (BRM) chromatin remodeling complex using D. melanogaster
as a model. In Chapter 2, | assessed whether insecticide resistance, resulting from exposure to repeated

insecticide applications, resulted in changes in mRNA expression in the agricultural pest, D. suzukii.

Chapter 1 (Tabuloc et al., 2023) expands our current understanding of the mechanisms
underlying the daily rhythmic chromatin landscape at clock gene loci. Previously, it has been shown that
BRM reduces clock gene expression by condensing the chromatin at these loci and by recruiting
repressors (Kwok et al., 2015). Here, | built on this model by demonstrating that BRM facilitates rhythms
in nucleosome density through its rhythmic occupancy at clock genes. This daily rhythmic occupancy is
regulated by two core clock proteins, CLOCK (CLK) and TIMELESS (TIM), demonstrating reciprocal
regulation between BRM and the clock. Thus, our findings suggest that factors affecting clock gene
expression, such as environmental (Dubruille & Emery, 2008), nutritional (Guan & Lazar, 2021), or
genetic factors such as aging (Kuintzle et al., 2017; Luo et al., 2012; Umezaki et al., 2012), could disrupt
the robustness of the clock and therefore can further dampen clock gene expression. Additionally, the
involvement of TIM in regulating BRM occupancy and the chromatin landscape, prompts interesting
guestions as to whether light and temperature affect the chromatin landscape at loci rhythmically
targeted by BRM. It has been reported that TIM protein abundance is regulated by light (Hunter-Ensor

et al., 1996; Myers et al., 1996; Zeng et al., 1996) while temperature-dependent splicing produces
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different TIM isoforms with altered properties (Abrieux et al., 2020; Foley et al., 2019; Martin Anduaga
et al., 2019). Therefore, it is possible that chromatin structure changes in response to light exposure at
the wrong time of day or even in different seasons. Future studies assessing BRM and histone occupancy
in different environmental conditions such as varying day lengths, temperatures, or exposure to light at
night can aid in understanding how environmental stimuli affect chromatin structure and consequently

gene expression.

In Chapter 2, | sequenced the transcriptomes of D. suzukii resistant to either pyrethroid or
spinosad insecticides and identified mechanisms likely conferring resistance. Leveraging my results, |
produced molecular diagnostics to monitor resistance development. Furthermore, our understanding of
these mechanisms will shed light on the possibility of cross-resistance as well as provide useful
information growers can utilize to enhance D. suzukii control programs. For instance, the overexpression
of cuticular genes in flies resistant to spinosad suggest a more impenetrable insect cuticle; therefore, it
is possible that these flies are also resistant to other classes of insecticides. One possible solution to
better control these resistant flies is for growers to administer insecticides using bait traps as opposed
to spraying, circumventing the need for the insecticide penetrate the cuticle (Furnival-Adams et al.,
2020). In the case of resistant D. suzukii overexpressing detoxification enzymes, growers can utilize
synergists, or metabolic enzyme inhibitors, to increase the efficacy of the insecticides (Snoeck et al.,
2017). Finally, | identified transcriptome-wide changes in splicing in resistant D. suzukii. Future studies
can investigate which splicing events contribute to the resistant phenotype and this could pave the way
to the development of new technology to prevent such splicing events from occurring to counteract

resistance.

In summary, the work presented in this dissertation contributes to our overall understanding of
how environmental factors can influence gene expression regulation. For instance, environmental

factors can directly impact chromatin structure, but they can also affect gene expression levels. Given
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that gene expression regulation can occur at multiple levels, such as transcription, splicing, and
translation (Bhattacharjee et al., 2013), future investigations exploring how environmental stimuli affect
these different levels can provide a more comprehensive understanding as to how interaction with the

environment directly impacts organismal gene expression.
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