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This dissertation explores optimal algorithms employed in lattice-based cryptographic schemes. Chapter 3 focuses on optimizing discrete gaussian sampling on “gadget” and algebraic lattices. These gaussian sampling algorithms are used in lattice-cryptography’s most efficient trapdoor mechanism for the SIS and LWE problems: “MP12” trapdoors. However, this trapdoor mechanism was previously not optimized and inefficient (or not proven to be statistically correct) for structured lattices (ring-SIS/LWE), lattice-cryptography’s most efficient form, where the modulus is often a prime. The algorithms in this chapter achieve optimality in this regime and have (already) resulted in a drastic efficiency improvement in independent implementations.
Chapter 4 digs deeper into the gadget lattice’s associated algorithms. Specifically, we explore efficiently sampling a simple subgaussian distribution on gadget lattices, and we optimize LWE decoding on gadget lattices. These subgaussian sampling algorithms correspond to a randomized bit-decomposition needed in lattice-based schemes with homomorphic properties like fully homomorphic encryption (FHE). Next, we introduce a general class of “Chinese Remainder Theorem” (CRT) gadgets. These gadgets allow advanced lattice-based schemes to avoid multi-precision arithmetic when the applications modulus is larger than 64 bits.

The algorithms presented in the first two chapters improve the efficiency of many lattice-based cryptosystems: digital signature schemes, identity-based encryption schemes, as well as more advanced schemes like fully-homomorphic encryption and attribute-based encryption.

In the final chapter, we take a closer look at the random matrices used in trapdoor lattices. First, we revisit the constants in the concentration bounds of subgaussian random matrices. Then, we provide experimental evidence for a simple heuristic regarding the singular values of matrices with entries drawn from commonly used distributions in cryptography. Though the proofs in this chapter are dense, cryptographers need a strong understanding of the singular values of these matrices since their maximum singular value determines the concrete security of the trapdoor scheme’s underlying SIS problem.
Chapter 1

Introduction

1.1 Motivation

A fundamental consequence of Shor’s algorithm [78] is the inevitable insecurity of today’s number-theoretic cryptography if large-scale quantum computers are built. An entire subfield of cryptography, which this dissertation lies, is dedicated to the advancement of efficient cryptosystems that are secure even when the adversary is in possession of a quantum computer (known as post-quantum cryptography). To date, lattice-based cryptography is the strongest post-quantum candidate. A lattice is a group of periodic points in Euclidean space. Though lattices were first used in cryptography to break cryptosystems [58], Ajtai [4] and Regev’s [75] breakthroughs, respectively named the short integer solution problem (SIS) and the learning with errors problem (LWE), demonstrated cryptographic building blocks from lattice problems which admit proofs of average-case hardness from worst-case hardness assumptions. These proofs are seemingly unique to lattices. In short, they provide strong evidence one can pick keys in certain lattice-based schemes at random without worry.

Besides security against quantum attacks, another strength of lattices is the many advanced cryptosystems one can build from lattice assumptions, like SIS, LWE, and NTRU [56]. For a number of powerful cryptographic primitives, the only known constructions are based on lattices. These schemes include fully homomorphic encryption [77, 44, 26, 25, 29, 28, 47] (where a server can compute on encrypted data without the decryption key), and homomorphic digital
signatures [18, 50] (a secure method for verifying an experiment was honestly computed from a public data set). In addition, lattices yield advanced constructions like identity-based encryption (a user’s public key is simply their name/identity) [46], as well as fine-grained access schemes like attribute-based encryption (ABE) [19] and constraint-hiding constrained pseudorandom functions [21, 33] (schemes where a user’s key allows decryption of subsets of the encrypted data), all of which are believed to be secure against quantum threats.

Today, there is a great effort to introduce specialized algorithms specifically aimed at improving practical implementations [45, 22]. These specialized algorithms are mostly used in advanced lattice-based schemes like fully homomorphic encryption and attribute-based encryption. However, they often serve as building blocks used in simpler schemes like digital signatures or identity-based encryption.

This dissertation improves the efficiency of many of these schemes through optimizing the underlying lattice algorithms in the state-of-the-art lattice trapdoor procedures [66], as well as optimizing the gadget-related algorithms at the heart of nearly all of lattice-based cryptography’s schemes with advanced, homomorphic properties.

1.2 Results

Our first contribution is the optimization of trapdoor discrete gaussian sampler for the SIS trapdoors of [66] for an arbitrary modulus $q$. Previously, the discrete gaussian sampling algorithm for SIS trapdoors was only optimized when the modulus was a power of two, $q = 2^k$. This is undesirable, for advanced primitives can only be efficiently implemented in the ring setting [64], where the modulus is large (polynomial-sized) prime or the product primes with each prime around 64 bits. Specifically for this contribution, we are concerned with sampling the gadget lattice, or “G-lattice,” which is, more or less, a bit-decomposition lattice with ideal decoding properties that depends on the modulus $q$. The gadget sampler employs a novel idea: factor the G-lattice’s basis into sparse, triangular matrices, sample a discrete gaussian on the first
matrix’s lattice, then use the second matrix as an efficient linear transformation.

Our next contribution is giving an efficient perturbation sampling algorithm [72] specialized over the ring setting [64]. This algorithm is an FFT-like [36] algorithm which computes the FFO [41] matrix factorization on-the-fly resulting in less memory consumption than the algorithm [41] which can be adapted to a discrete gaussian sampler. Further, we prove the statistical correctness of our algorithm. This latter fact is crucial for applications, since the theoretical breakthrough of using discrete gaussian sampling in lattice trapdoors is that the preimages statistically hide the trapdoor [46]. Our statistical analysis uses a new convolution theorem via the Schur-complement decomposition of the lattice basis [80]. This analysis is represented in Theorem 3.4.1. It avoids the technicalities of the standard discrete gaussian convolution theorem [72] and is well-suited for our recursive algorithm. These contributions are given in-detail in Chapter 3 and are published in [42].

Our next contribution is the optimization of gadget-lattice algorithms [66, 11]. These include randomized bit-decompositions (subgaussian sampling) [10] and LWE decoding [66]. Both of these algorithms use the sparse matrix factorization from Chapter 3. The subgaussian sampling algorithm follows the same algorithmic blueprint as the discrete gaussian sampler introduced earlier in this dissertation: sample and map via the sparse matrices in the basis’ factorization. The distribution sampled is a simple randomized rounding version of Babai’s nearest plane algorithm [13] where we round to the nearest plane with probability according to the target’s distance from the plane.

In addition, we introduce a general set of gadgets specifically tailored for the Chinese Remainder Theorem (CRT) setting. Specifically, the CRT setting is when a modulus is chosen so homomorphic computations can be performed over the CRT isomorphism, in-parallel. This allows implementations of advanced lattice-based schemes to keep arithmetic under the native 64 bits native in modern machines, hence avoiding multi-precision numbers, when the modulus has primes factors all under 64 bits. This trick can be used further in the ring setting by factoring the primes over the underlying ring of integers in the scheme [45]. These CRT gadget matrices
allow for parallel computations in gaussian sampling (using the algorithms from Chapter 3), subgaussian sampling, and LWE decoding (the latter two algorithms are introduced in Chapter 4). These CRT algorithms are crucial for the practical efficiency of lattice-based schemes since one can merely increase the modulus (more memory and parallelism) while keeping efficient 64-bit arithmetic. We implement our algorithms in the PALISADE library [73], an open source lattice cryptography library. We demonstrate the practical impact of our algorithms by showing a nearly 300x speedup in an attribute-based encryption scheme’s ciphertext evaluation times [19]. These contributions (gadget algorithms) are published in [43].

The last contribution is an in-depth analysis of the subgaussian matrices used in lattice-based trapdoors [11, 66]. The underlying system parameters of many lattice-based schemes depend on the trapdoor matrix’s largest singular value. Unfortunately, the state-of-the-art in subgaussian analysis [79] has unknown constants floating around in its singular value concentration bounds. This unknown constant directly affects the concrete security of the scheme since the hardness of the underlying SIS problem scales with this singular value. Our contributions here are two-fold: first to prove a concentration bound with exact constants, then we experimentally evaluate the constants appearing in the commonly used distributions in lattice-based schemes. These are presented in Chapter 5.

1.3 Outline

The next chapter covers basic definitions used throughout the dissertation. Then, Chapter 3 includes the discrete gaussian sampling algorithms: gadget and perturbation sampling. Next, we present the lattice gadget toolkit in Chapter 4. This includes the subgaussian sampling and LWE decoding algorithms as well as the general class of CRT gadgets. Lastly, our subgaussian matrix analysis is presented in Chapter 5.
Chapter 2

Preliminaries

2.1 Linear Algebra

The (forward) Gram-Schmidt orthogonalization of an ordered set of linearly independent vectors \( B = \{b_1, \ldots, b_k\} \) is \( \tilde{B} = \{\tilde{b}_1, \ldots, \tilde{b}_k\} \) where each \( \tilde{b}_i \) is the component of \( b_i \) orthogonal to \( \text{span}(b_1, \ldots, b_{i-1}) \) (and the backward GSO is defined as \( b_i^\dagger = b_i \perp \text{span}(b_{i+1}, \ldots, b_n) \)). An anti-cyclic matrix is an \( n \times n \) matrix of the form

\[
\begin{bmatrix}
a_0 & -a_{n-1} & \ldots & -a_1 \\
a_1 & a_0 & \ldots & -a_2 \\
\vdots & \vdots & \ddots & \vdots \\
a_{n-1} & a_{n-2} & \ldots & a_0 \\
\end{bmatrix}.
\]

For any two (symmetric) matrices \( \Sigma, \Gamma \in \mathbb{R}^{n \times n} \), we write \( \Sigma \succeq \Gamma \) if \( x^T(\Sigma - \Gamma)x \geq 0 \) for all (nonzero) vectors \( x \in \mathbb{R}^n \), and \( \Sigma \succ \Gamma \) if \( x^T(\Sigma - \Gamma)x > 0 \). It is easy to check that \( \succeq \) is a partial order relation. Relations \( \preceq \) and \( \prec \) are defined symmetrically. When one of the two matrices \( \Gamma = sI \) is scalar, we simply write \( \Sigma \succeq s \) or \( \Sigma \preceq s \). A symmetric matrix \( \Sigma \in \mathbb{R}^{n \times n} \) is called positive definite if \( \Sigma \succ 0 \), and positive semidefinite if \( \Sigma \succeq 0 \). Equivalently, \( \Sigma \) is positive semidefinite if and only if it can be written as \( \Sigma = BB^T \) for some (square) matrix \( B \), called a square root of \( \Sigma \) and denoted \( B = \sqrt{\Sigma} \). (Notice that any \( \Sigma \succ 0 \) has infinitely many square roots \( B = \sqrt{\Sigma} \).) \( \Sigma \) is positive definite if and only if its square root \( B \) is a square non-singular matrix. When \( B \) is upper
(resp. lower) triangular, the factorization \( \Sigma = BB^T \) is called the upper (resp. lower) triangular Cholesky decomposition of \( \Sigma \). The Cholesky decomposition of any positive definite \( \Sigma \in \mathbb{R}^{n \times n} \) can be computed with \( O(n^3) \) floating point arithmetic operations. For any scalar \( s \), \( \Sigma \succ s \) if and only if all eigenvalues of \( \Sigma \) are strictly greater than \( s \). In particular, positive definite matrices are nonsingular.

For any \( n \times n \) matrix \( S \) and non-empty index sets \( I, J \subseteq \{1, \ldots, n\} \), we write \( S[I, J] \) for the \(|I| \times |J|\) matrix obtained by selecting the elements at positions \((i, j) \in I \times J\) from \( S \). When \( I = J \), we write \( S[I] \) as a shorthand for \( S[I, I] \). For any nonsingular matrix \( S \in \mathbb{R}^{n \times n} \) and index partition \( I \cup \bar{I} = \{1, \ldots, n\}, I \cap \bar{I} = \emptyset \), the \( I \times I \) matrix

\[
S/I = S[I] - S[I, \bar{I}] \cdot S[\bar{I}]^{-1} \cdot S[\bar{I}, I]
\]

is called the Schur complement of \( S[\bar{I}] \), often denoted by \( S/S[\bar{I}] = S/I \). In particular, if \( S = \begin{bmatrix} A & B \\ B^T & D \end{bmatrix} \) then the Schur complement of \( A \) is the matrix \( S/A = D - B^T A^{-1} B \). For any index set \( I \), a symmetric matrix \( S \) is positive definite if and only if both \( S[I] \) and its Schur’s complement \( S/S[I] \) are positive definite.

Let \( \Sigma = \begin{bmatrix} A & B \\ B^T & D \end{bmatrix} \succ 0 \). We can factor \( \Sigma \) in terms of a principal submatrix, say \( D \), and its Schur complement, \( \Sigma/D = A - BD^{-1}B^T \), as follows:

\[
\Sigma = \begin{bmatrix} I & BD^{-1} \\ 0 & I \end{bmatrix} \begin{bmatrix} \Sigma/D & 0 \\ 0 & D \end{bmatrix} \begin{bmatrix} I & 0 \\ D^{-1}B^T & I \end{bmatrix}.
\]

The next two theorems regarding the spectra of principal submatrices and Schur complements of positive definite matrices are used in the analysis of our algebraic discrete Gaussian sampling algorithms. In both theorems, \( \lambda_i \) is the \( i \)th (in non-increasing order, with multiplicity) eigenvalue of a symmetric matrix.
**Theorem 2.1.1 (Cauchy)** For any symmetric matrix $S \in \mathbb{R}^{n \times n}$, $I \subseteq \{1, \ldots, n\}$ and $1 \leq i \leq |I|$

$$\lambda_i(S) \geq \lambda_i(S[I]) \geq \lambda_{i+n-|I|}(S).$$

**Theorem 2.1.2 ([80, Corollary 2.3])** For any positive definite $\Sigma \in \mathbb{R}^{n \times n}$, $I \subseteq \{1, \ldots, n\}$ and $1 \leq i \leq |I|$

$$\lambda_i(\Sigma) \geq \lambda_i(\Sigma/I) \geq \lambda_{i+n-|I|}(\Sigma).$$

In other words, the eigenvalues of principal submatrices and Schur complements of a positive definite matrix are bounded from below and above by the smallest and largest eigenvalues of the original matrix.

**Theorem 2.1.3 (Geršgorin)** Let $M$ be an $n \times n$ matrix with complex entries. For each row $i$, let $r_i$ be the sum of its non-diagonal entries’ magnitudes: $r_i = \sum_{j \neq i} |M(i,j)|$. Then, the eigenvalues of $M$ are all in

$$\bigcup_i \{z \in \mathbb{C} : |z - M(i,i)| \leq r_i\}.$$

### 2.2 Lattices

A lattice is a discrete subgroup of $\mathbb{R}^n$. Equivalently, a lattice $\Lambda$ can be represented as the set of all integer combinations of a basis $B = [b_1, \cdots, b_k] \in \mathbb{Z}^{n \times k}$, $\Lambda = \{\sum_{i=1}^k z_i b_i : z_i \in \mathbb{Z}\} = \mathcal{L}(B)$. Notice that any permutation of basis vectors is another lattice basis. In fact, any matrix $U \in \text{GL}(k, \mathbb{Z})$ gives a new basis $B' = BU$. Hence, any lattice $k > 1$ has infinitely many basis matrices. We only consider full-rank lattices ($k = n$). A lattice is an integer lattice if it is a subgroup of $\mathbb{Z}^n$. The dual lattice of $\Lambda$, denoted as $\Lambda^*$, is the set $\Lambda^* = \{z \in \mathbb{R}^n : \langle z, \Lambda \rangle \subseteq \mathbb{Z}\}$. Given a basis $B$ for $\Lambda$, its dual basis is $B^{-t}$ which is also a basis for $\Lambda^*$. We will consider direct sums of lattices, $\Lambda = \Lambda_1 \oplus \cdots \oplus \Lambda_l$ and their dual lattices $\Lambda^* = \Lambda_1^* \oplus \cdots \oplus \Lambda_l^*$. The number $\lambda_i(\Lambda)$ is the radius of the smallest ball containing $i$ linearly independent lattice vectors.
Given a basis $B = [b_1, \cdots, b_n]$ for a lattice $\Lambda$, its (forward) Gram-Schmidt orthogonalization (GSO) is the set of vectors $\tilde{B} = [\tilde{b}_1, \cdots, \tilde{b}_n]$ where $\tilde{b}_i$ is the component of $b_i$ orthogonal to span$(b_1, \cdots, b_{i-1})$. The GSO is not another basis for the lattice in-general, but it gives us a tiling of $\mathbb{R}^n$ given by $\mathbb{R}^n = \bigcup_{x \in \Lambda} (x + \mathcal{P}_{1/2}(\tilde{B}))$ where $\mathcal{P}_{1/2}(\tilde{B}) := \tilde{B} \cdot (-1/2, 1/2)^n$. Note that the GSO depends on the order of the vectors given. We define the reverse order GSO analogously.

The algorithms presented in this dissertation will all be instantiations of Babai’s greedy decoding algorithm known as the nearest plane algorithm [13].

**Theorem 2.2.1** There is an algorithm which given $B, \tilde{B}, t \in \mathbb{R}^n$ returns the unique lattice point in $t + \mathcal{P}_{1/2}(B^*)$ in time $O(n^2)$ and memory $O(n^3)$.

### 2.3 Discrete and Subgaussians

Let $A \subset \mathbb{R}^n$ be a discrete set, and let the (spherical) Gaussian function with width $s$ and center $c \in \mathbb{R}^n$ be $\rho_{s,c}(x) = \exp(-\pi \|x - c\|^2/s^2)$. Let $\rho_{s,c}(A) = \sum_{y \in A} \rho_{s,c}(y)$. The smoothing parameter of a lattice [67] for some $\varepsilon > 0$, is denoted as $\eta_{\varepsilon}(\Lambda)$, and it is defined as the minimum $s > 0$ such that $\rho(s \cdot \Lambda^*) \leq 1 + \varepsilon$. When $s = 1$ and $c = 0$, we denote this as $\rho(\cdot)$. Then, the discrete Gaussian distribution has probability $\rho_{s,c}(x)/\rho_{s,c}(A)$ for each $x \in A$. This distribution is denoted as $D_{A,s,c}$. Polynomial time discrete Gaussian sampling algorithms for general lattices and their cosets, with width above the GSO length of the input basis (times a small factor, $\omega(\sqrt{\log n})$ or $O(\sqrt{\log n})$), are given in [46, 27].

**Subgaussian distributions**

Subgaussian distributions are those on $\mathbb{R}$ which have tails dominated by gaussians [79]. An equivalent formulation is through a distribution’s moment generating function, and the definition below is most-commonly used throughout lattice-based cryptography [66, 65].

---

1This assumes the GSO has entries each described in $O(n)$ bits, but often we use floating point numbers in implementations.
Definition 2.3.1 A random variable $X$ over the reals is subgaussian with parameter $s > 0$ if for all $t \in \mathbb{R}$, it holds

$$\mathbb{E}[e^{2\pi tX}] \leq e^{\pi t^2 s^2}.$$  

From here we can derive the gaussian concentration bound.

Corollary 2.3.1 A subgaussian random variable, $X$, with parameter $s > 0$ satisfies

$$\Pr\{|X| \geq t\} \leq 2\exp\left(-\frac{\pi t^2}{s^2}\right)$$

for all $t > 0$.

Proof: Let $\delta \in \mathbb{R}$ be arbitrary. Then,

$$\Pr\{X \geq t\} = \Pr\{\exp(2\pi \delta X) \geq \exp(2\pi \delta t)\} \leq \exp(-2\pi \delta t) \cdot \mathbb{E}[\exp(2\pi \delta X)]$$

$$\leq \exp(-2\pi \delta t + \pi \delta^2 s^2).$$

This is minimized at $\delta = t/s^2$, so we have

$$\Pr\{X \geq t\} \leq \exp\left(-\frac{\pi t^2}{s^2}\right).$$

The symmetric case, $X \leq -t$, is analogous and the proof is completed by a union bound. □

A random vector $\mathbf{x}$ over $\mathbb{R}^n$ is subgaussian with parameter $\alpha > 0$ if $\langle \mathbf{x}, \mathbf{u} \rangle$ is subgaussian with parameter $\alpha$ for all unit vectors $\mathbf{u}$. If each coefficient of a random vector is subgaussian with parameter $\alpha$ conditioned on the previous coefficients taking any values, then the vector is subgaussian with parameter $\alpha$.

Lemma 2.3.1 Let $\mathbf{x}$ be a discrete random vector over $\mathbb{R}^n$ such that each coordinate $x_i$ is subgaussian with parameter $\alpha_i$ given the previous coordinates take any values. Then, $\mathbf{x}$ is a subgaussian vector with parameter $\max_i\{\alpha_i\}$. 
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Proof: We expand the moment generating function:

\[
\mathbb{E}[\exp(2\pi t \langle x, u \rangle)] = \sum_{\chi} \Pr\{x = (\chi_1, \cdots, \chi_n)\} \exp(2\pi t \langle \chi, u \rangle) \\
\leq \exp(\pi t^2 \sum_i \alpha_i^2 u_i^2) \\
\leq \exp(\pi t^2 \max_i \alpha_i^2 \|u\|^2).
\]

□

2.4 Gadgets

A gadget lattice is described by a matrix \( G \in \mathbb{Z}_q^{n \times nk} \) and the lattice itself, often called the “G-lattice,” is the set \( \Lambda_q^\perp(G) = \{x \in \mathbb{Z}^{nk} : Gx = 0 \mod q\} \). All gadget matrices, \( G \), in this dissertation have the same block-diagonal form: \( G := I_n \otimes g' \) for some \( g' \). This allows us to focus on the smaller lattice \( \Lambda_q^\perp(g') \) since

\[
\Lambda_q^\perp(G) = \Lambda_q^\perp(g') \oplus \cdots \oplus \Lambda_q^\perp(g'), \ n \text{ times.}
\]

The most common gadget is the power-of-b gadget \( g' := (1, b, b^2, \cdots, b^{k-1}) \) where \( k := \lceil \log_b q \rceil \).

This lattice has a simple basis

\[
B_q = \begin{bmatrix}
    b & q_0 \\
    -1 & b & q_1 \\
    -1 & \cdots & \ddots \\
    \cdots & b & q_{k-2} \\
    -1 & q_{k-1}
\end{bmatrix}
\]

where \( (q_0, \ldots, q_{k-1}) = [q^k_b = q] \) is the base-\( b \) representation of the modulus \( q \). We cheat when \( q = b^k \) and say \( q = (0, \cdots, 0, b) \). Notice that for a fixed \( b, k \), all gadget lattices have the same
$k - 1$-dimensional sublattice generated by the basis’ first $k - 1$ columns. Despite these lattices being almost the same, this last dimension, defined by $q$, has a significant impact on the efficiency of Babai’s nearest plane algorithm [13] on $\Lambda_q^+(g')$. This is because the reverse GSO of $B_q$ is dense whenever $q \neq b^k$. 
Chapter 3

Discrete Gaussian Sampling on Algebraic and Gadget Lattices

3.1 Introduction

We present improved algorithms for gaussian preimage sampling using the lattice trapdoors of [66], called “MP12 trapdoors” throughout this dissertation. For simplicity, we view the trapdoor scheme through the lens of a hash-and-sign digital signature scheme [46]. The scheme’s verification key is an SIS matrix $A \in \mathbb{Z}_{q}^{n \times m}$ (short and fat since $m \geq n \log q$) and the signing key is a randomly chosen matrix with small entries $T$. Signing is done by hashing a message with a random salt $H(m||r) = u \in \mathbb{Z}_q^n$, and using the trapdoor to return a short, gaussian vector $x \in \mathbb{Z}_q^m$ satisfying

$$Ax \mod q = u \quad \text{and} \quad \|x\|_2 = \text{"short"} \leq \beta.$$ 

MP12 trapdoor sampling consist of two discrete gaussian sampling steps:

1. online discrete gaussian sampling on message-dependent shift of a public gadget lattice,
   and

2. an offline perturbation sampling which only depends on the trapdoor $T$.

\footnote{We hide the trapdoor and gadget in $A$ by sampling $A,T$ together as $A = [A'||G - A'T] \mod q$ where $A'$ is a truly random matrix. $A$ is close to statistically random by the left-over hash lemma. Now, we can sign a message by sampling a perturbation $p$ and sampling a short $y$ satisfying $Gy = u - Ap \mod q$. The final signature is $x := p + Ty$.}
Table 3.1. Running time and storage of the (G-sampling) algorithm. G-Sampling running times are scaled by a factor $n$ to take into account that each sample requires $n$ independent calls to the underlying $G$-sampling operation.

<table>
<thead>
<tr>
<th></th>
<th>MP12</th>
<th>MP12</th>
<th>This work</th>
</tr>
</thead>
<tbody>
<tr>
<td>modulus $q$</td>
<td>$2^k$</td>
<td>any</td>
<td>any</td>
</tr>
<tr>
<td>G-Sampling precomp.</td>
<td>—</td>
<td>$O(\log^3 q)$</td>
<td>—</td>
</tr>
<tr>
<td>G-Sampling space</td>
<td>$O(\log q)$</td>
<td>$O(\log^2 q)$</td>
<td>$O(\log q)$</td>
</tr>
<tr>
<td>G-Sampling time</td>
<td>$O(n \log q)$</td>
<td>$O(n \log^2 q)$</td>
<td>$O(n \log q)$</td>
</tr>
</tbody>
</table>

Optimizing the online stage is most crucial for applications since we can always precompute and store perturbations (whereas there are $q^n$ different possible signatures $u$).

**Contribution**

We present a new algorithm for the online sampling stage capable of handling any modulus $q$ (including the large prime moduli required in the ring setting) while achieving the same level of performance of the specialized discrete gaussian algorithm of [66] for a power-of-two modulus $q = 2^k$. This improves the running time of [66] for arbitrary modulus from cubic $\log^3 q$ (or quadratic $\log^2 q$, using precomputation and a substantial amount of storage) to just linear in $\log q$ and with minimal storage requirements. These G-sampling improvements are summarized in Table 3.1.

The second contribution of this chapter is an optimized discrete gaussian sampling on structured lattices, or equivalently an efficient algorithm to sample the integer lattice with a structure covariance. The covariances in MP12’s ring-SIS/LWE perturbations have blocks corresponding to polynomial multiplication over a finite-dimensional polynomial ring, $R = \mathbb{Z}[x]/(x^n + 1)$. A similar algorithm can be adapted from Ducas and Prest [41], though without a proof of statistical correctness. Further, the algorithm presented here is more memory efficient (linear space consumption versus quasi-linear space) than the adapting from Ducas and Prest’s algorithm [41]. We emphasize that the proof of statistical correctness is critical for applications since the preimages provided by MP12 cannot leak information about the trapdoor. Otherwise,
the attacks of Nguyen and Regev could recover the trapdoor [69].

**Technical details**

The main idea behind our efficient gaussian sampling algorithm is quite simple. Surprisingly, the commonly used basis of the (power-of-b) gadget lattice, denoted $B_q$, has a factorization allowing us to efficiently sample a different lattice:

$$ B_q = BD. $$

Both $B$ and $D$ are sparse and triangular, so we can sample a discrete gaussian on the G-lattice by

1. sampling a discrete gaussian on the lattice generated by $D$,
2. and apply $B$ as a linear transformation.

The matrix $D$ has entries in $[0, 1]$, so we can sample a narrow discrete gaussian on the lattice generated by $D$, and the matrix $B$ has small entries, so the width of the distribution is not increased by much when we use $B$ as a linear transformation. This also applies when $q = b^k$ since $D = I_k$ when $q = b^k$, but the algorithm of Micciancio and Peikert [66] is much simpler in this case. Further, we add a perturbation, like Peikert’s algorithm [72], to get a spherical sample. We have this perturbation step not for security but for efficiency in generating the offline perturbations.

Next, our algebraic perturbation algorithm follows the simple recursive structure of fast-Fourier transform [36]. That is, we view the $n$-dimensional ring $R = \mathbb{Z}[x]/(x^n + 1)$ as a two dimensional module over the smaller $n/2$-dimensional ring. Algorithmically, this is done to a change of basis corresponding to the Schur complement [80] and a convolution [72].

The actual steps are quite technical. Though, we needed to prove a new convolution theorem suited more towards these Schur complement convolutions. We emphasize that a proof of statistical correctness is crucial for applications, since we need to trapdoor samples to statistically hide the trapdoor [46].
In addition, we sketch how one would compute the perturbations in the canonical embedding for non-power-of-two cyclotomic rings. The algorithm is much simpler in the canonical embedding due to its diagonal structure of multiplication matrices.

### 3.2 Background

We denote the complex numbers as \( \mathbb{C} \), the real numbers as \( \mathbb{R} \), the rational numbers as \( \mathbb{Q} \), and the integers as \( \mathbb{Z} \). A number is denoted by a lower case letter, \( z \in \mathbb{Z} \) for example. We denote the conjugate of a complex number \( y \) as \( y^* \). When \( q \) is a positive integer, \( \log q \) is short for its rounded up logarithm in base two, \( \lceil \log_2 q \rceil \). A floating point number with mantissa length \( m \) representing \( x \in \mathbb{R} \) is denoted as \( \bar{x} \). The index set of the first \( n \) natural numbers is \( [n] = \{1, \ldots, n\} \). Vectors are denoted by bold lower case letters, \( \mathbf{v} \), and are in column form (\( \mathbf{v}' \) is a row vector) unless stated otherwise. The inner product of two vectors is \( \langle \mathbf{x}, \mathbf{y} \rangle = \mathbf{x}' \mathbf{y} \). We denote matrices with bold upper case letters \( \mathbf{B} \) or with upper case Greek letters (for positive-definite matrices). The transpose of a matrix is \( \mathbf{B}' \). The entry of \( \mathbf{B} \) in row \( i \) and column \( j \) is denoted \( B_{i,j} \). Unless otherwise stated, the norm of a vector is the \( \ell_2 \) norm. The norm of a matrix \( \| \mathbf{B} \| = \max_i \| b_i \| \) is the maximum norm of its column vectors. Given two probability distributions over a countable domain \( D \), the statistical distance between them is \( \Delta_{SD}(X, Y) = \frac{1}{2} \sum_{\omega \in D} |X(\omega) - Y(\omega)| \). In order to avoid tracing irrelevant terms in our statistical distance computations, we define \( \hat{\epsilon} = \epsilon + O(\epsilon^2) \).

We denote a random variable \( x \) sampled from a distribution \( \mathcal{D} \) as \( x \leftarrow \mathcal{D} \). A random variable distributed as \( \mathcal{D} \) is denoted \( x \sim \mathcal{D} \). We denote an algorithm \( \mathcal{A} \) with oracle access to another algorithm \( \mathcal{B} \) (distribution \( \mathcal{D} \)) as \( \mathcal{A}^{\mathcal{B}} (\mathcal{A}^{\mathcal{D}}) \).

The max-log, or ML, distance between two distributions was recently introduced by [68] in order to prove tighter bounds for concrete security. The ML distance between two discrete distributions over the same support, \( S \), as

\[
\Delta_{ML}(\mathcal{D}, \mathcal{D}) = \max_{x \in S} | \ln \mathcal{D}(x) - \ln \mathcal{D}(x) |.
\]
Let $\mathcal{P}, \mathcal{Q}$ be distributions over a countable domain again and let $S$ be the support of $\mathcal{P}$.

The Renyi divergence of order infinity of $\mathcal{Q}$ from $\mathcal{P}$ is

$$R_\infty(\mathcal{P} || \mathcal{Q}) = \max_{x \in S} \frac{\mathcal{P}(x)}{\mathcal{Q}(x)}.$$ 

Renyi divergence is used in [14] to yield a tighter security analysis than one using statistical distance.

### 3.2.1 Gaussians and Lattices

A lattice $\Lambda \subset \mathbb{R}^n$ is a discrete subgroup of $\mathbb{R}^n$. Specifically, a lattice of rank $k$ is the integer span $L(B) = \{ z_1 b_1 + \cdots + z_k b_k | z_i \in \mathbb{Z} \}$ of a basis $B = \{ b_1, \ldots, b_k \} \subset \mathbb{R}^n$ ($k \leq n$). There are infinitely many bases for a given lattice since right-multiplying a basis by a unimodular transformation gives another basis. The dual lattice of $\Lambda$, denoted by $\Lambda^*$, is the lattice $\{ x \in \text{span}(\Lambda) \ | \ \langle x, \Lambda \rangle \subseteq \mathbb{Z} \}$. It is easy to see that $B^{-t}$ is a basis for $L(B)^*$ for a full rank lattice ($n = k$).

The $n$-dimensional gaussian function $\rho : \mathbb{R}^n \rightarrow (0, 1]$ is defined as $\rho(x) := \exp(-\pi \|x\|^2)$. Applying an invertible linear transformation $B$ to the gaussian function yields

$$\rho_B(x) = \rho(B^{-1} x) = \exp(-\pi \cdot x' \Sigma^{-1} x)$$

with $\Sigma = BB^t \succ 0$. For any $c \in \text{span}(B) = \text{span}(\Sigma)$, we also define the shifted gaussian function (centered at $c$) as $\rho_{\sqrt{\Sigma}, c}(x) = \rho_{\sqrt{\Sigma}}(x - c)$. Normalizing the function $\rho_{B,c}(x)$ by the measure of $\rho_{B,c}$ over the span of $B$ gives the continuous gaussian distribution with covariance $\Sigma/(2\pi)$, denoted by $D_{\sqrt{\Sigma}, c}$. Let $S \subset \mathbb{R}^n$ be any discrete set in $\mathbb{R}^n$, then we define $\rho_{\sqrt{\Sigma}}(S) := \sum_{s \in S} \rho_{\sqrt{\Sigma}}(s)$. The discrete gaussian distribution over a lattice $\Lambda$, denoted by $D_{\Lambda, \sqrt{\Sigma}, c}$, is defined by restricting the support of the distribution to $\Lambda$. Specifically, a sample $y \leftarrow D_{\Lambda, \sqrt{\Sigma}, c}$ has probability mass function $\rho_{\sqrt{\Sigma}, c}(x)/\rho_{\sqrt{\Sigma}, c}(\Lambda)$ for all $x \in \Lambda$. Discrete gaussians on lattice cosets $\Lambda + c$, for $c \in \text{span}(\Lambda)$, are defined similarly setting $\Pr\{ y \leftarrow D_{\Lambda + c, \sqrt{\Sigma}, p} \} = \rho_{\sqrt{\Sigma}, p}(y)/\rho_{\sqrt{\Sigma}, p}(\Lambda + c)$ for all $y \in \Lambda + c$. For
brevity we let $D_{\Lambda+c,\sqrt{\Sigma}}(y) := \Pr\{y \leftarrow D_{\Lambda+c,\sqrt{\Sigma}}\}$.

For a lattice $\Lambda$ and any (typically small) positive $\varepsilon > 0$, the smoothing parameter $\eta_\varepsilon(\Lambda)$ [67] is the smallest $s > 0$ such that $\rho(s \cdot \Lambda^*) \leq 1 + \varepsilon$. A one-dimensional discrete gaussian with a tail-cut, $t$, is a discrete gaussian $D_{\mathbb{Z},c,s}$ restricted to a support of $\mathbb{Z} \cap [c - t \cdot s, c + t \cdot s]$. We denote this truncated discrete gaussian as $D'_{\mathbb{Z},c,s}$. In order to use the ML distance in Section 3.3, we will restrict all tail-cut discrete gaussians to a universal support of $\mathbb{Z} \cap [c - t \cdot s_{\text{max}}, c + t \cdot s_{\text{max}}]$ for some $s_{\text{max}}$.

**Lemma 3.2.1 ([46, Lemma 4.2])**  
For any $\varepsilon > 0$, any $s \geq \eta_\varepsilon(\mathbb{Z})$, and any $t > 0$,

$$\Pr_{x \leftarrow D_{\mathbb{Z},c,s}}[\|x - c\| \geq t \cdot s] \leq 2e^{-\pi t^2} \cdot \frac{1 + \varepsilon}{1 - \varepsilon}.$$ 

More generally, for any positive definite matrix $\Sigma$ and lattice $\Lambda \subset \text{span}(\Sigma)$, we write $\sqrt{\Sigma} \geq \eta_\varepsilon(\Lambda)$, or $\Sigma \succeq \eta_\varepsilon^2(\Lambda)$, if $\rho(\sqrt{\Sigma} \cdot \Lambda^*) \leq 1 + \varepsilon$. The reader is referred to [67, 46, 72] for additional background on the smoothing parameter.

Here we recall two bounds and a discrete gaussian convolution theorem to be used later.

**Lemma 3.2.2 ([46, Lemma 3.1])**  
Let $\Lambda \subset \mathbb{R}^n$ be a lattice with basis $B$, and let $\varepsilon > 0$. Then,

$$\eta_\varepsilon(\Lambda) \leq \|B\| \sqrt{\log(2n(1+1/\varepsilon))}/\pi.$$ 

**Lemma 3.2.3 ([72, Lemma 2.5])**  
For any full rank $n$-dimensional lattice $\Lambda$, vector $c \in \mathbb{R}^n$, real $\varepsilon \in (0, 1)$, and positive definite $\Sigma \succeq \eta_\varepsilon^2(\Lambda)$,

$$\rho_{\sqrt{\Sigma}}(\Lambda + c) \in \left[\frac{1 - \varepsilon}{1 + \varepsilon}, 1\right] \cdot \rho_{\sqrt{\Sigma}}(\Lambda).$$

**Theorem 3.2.1 ([72, Theorem 3.1])**  
For any vectors $c_1, c_2 \in \mathbb{R}^n$, lattices $\Lambda_1, \Lambda_2 \subset \mathbb{R}^n$, and positive definite matrices $\Sigma_1, \Sigma_2 \succ 0$, $\Sigma = \Sigma_1 + \Sigma_2 \succ 0$, $\Sigma_3^{-1} = \Sigma_1^{-1} + \Sigma_2^{-1} \succ 0$, if $\sqrt{\Sigma_1} \succeq \eta_\varepsilon(\Lambda_1)$...
and $\sqrt{\Sigma} \geq \eta_{\varepsilon}(\Lambda_2)$ for some $0 < \varepsilon \leq 1/2$, then the distribution

$$X = \{ x \mid p \leftarrow D_{\Lambda_2+c_2,\sqrt{\Sigma_2}}; x \leftarrow D_{\Lambda_1+c_1,\sqrt{\Sigma_1}}; p \}$$

is within statistical distance $\Delta(X,Y) \leq 8\varepsilon$ from the discrete gaussian $Y = D_{\Lambda_1+c_1,\sqrt{\Sigma}}$.

Below we have the correctness theorem for the standard, randomized version of Babai’s nearest plane algorithm. The term statistically close is the standard cryptographic notion of negligible statistical distance\footnote{Precisely, a function $f : \mathbb{N} \to \mathbb{R}_{\geq 0}$ is negligible if for every $c > 1$ there exists an $N$ such that for all $n > N$, $f(n) < n^{-c}$.}.

**Theorem 3.2.2 ([46, Theorem 4.1])** Given a full-rank lattice basis $B \in \mathbb{R}^{n \times n}$, a parameter $s \geq \|\widehat{B}\|\omega(\sqrt{\log n})$, and a center $c \in \mathbb{R}^n$, there is an $O(n^2)$-time, with an $O(n^3)$-time preprocessing, probabilistic algorithm whose output is statistically close to $D_{\mathbb{Z}^n,s,c}$.

### 3.2.2 Cyclotomic Fields

Let $n$ be a positive integer. The $n$-th cyclotomic field over $\mathbb{Q}$ is the number field $\mathcal{K}_n = \mathbb{Q}[x]/(\Phi_n(x)) \cong \mathbb{Q}(\zeta)$ where $\zeta$ is an $n$-th primitive root of unity and $\Phi_n(x)$ is the minimal polynomial of $\zeta$ over $\mathbb{Q}$. The $n$th cyclotomic ring is $\mathcal{O}_n = \mathbb{Z}[x]/(\Phi_n(x))$. Let $\varphi(n)$ be Euler’s totient function. $\mathcal{K}_n$ is a $\varphi(n)$-dimensional $\mathbb{Q}$-vector space, and we can view $\mathcal{K}_n$ as a subset of $\mathbb{C}$ by viewing $\zeta$ as a complex primitive $n$-th root of unity.

Multiplication by a fixed element $f, g \mapsto f \cdot g$, is a linear transformation on $\mathcal{K}_n$ as a $\mathbb{Q}$-vector space. We will often view field elements as $\varphi(n)$-dimensional rational vectors via the coefficient embedding. This is defined by $f(x) = \sum_{i=0}^{\varphi(n)-1} f_i x^i \mapsto (f_0, \ldots, f_{\varphi(n)-1})^t$ mapping a field element to its vector of coefficients under the power basis $\{1, x, \ldots, x^{\varphi(n)-1}\}$ (or equivalently $\{1, \zeta, \ldots, \zeta^{\varphi(n)-1}\}$). We can represent a field element as the matrix in $\mathbb{Q}^{\varphi(n) \times \varphi(n)}$ representing the linear transformation by its multiplication in the coefficient embedding. This matrix is called
a field element’s coefficient multiplication matrix. When \( n \) is a power of two, an element’s coefficient multiplication matrix is anti-cyclic.

An isomorphism from the field \( F \) to the field \( K \) is a bijection \( \theta : F \to K \) such that \( \theta(fg) = \theta(f)\theta(g) \), and \( \theta(f + g) = \theta(f) + \theta(g) \) for all \( f, g \in F \). An automorphism is an isomorphism from a field to itself. For example, if we view the cyclotomic field \( \mathbb{K}_n \) as a subset of the complex numbers, then the conjugation map \( f(\zeta) \mapsto f(\zeta^*) = f(\zeta^*) \) is an automorphism and can be computed in linear time \( O(n) \). In power-of-two cyclotomic fields, the conjugation of a field element corresponds to the matrix transpose of an element’s anti-cyclic multiplication matrix.

Another embedding is the canonical embedding which maps an element \( f \in \mathbb{K}_n \) to the vector of evaluations of \( f \), as a polynomial, at each root of \( \Phi_n(x) \). When \( n \) is a power of two, the linear transformation between the coefficient embedding and the canonical embedding is a scaled isometry.

Let \( n \) be a power of two, then the field \( \mathbb{K}_{2n} \) is a two-dimensional \( \mathbb{K}_n \)-vector space as see by splitting a polynomial \( f(x) \in \mathbb{K}_{2n} \) into \( f(x) = f_0(x^2) + x \cdot f_1(x^2) \) for \( f_i \in \mathbb{K}_n \). Now, we can view the linear transformation given by multiplication by some \( f \in \mathbb{K}_{2n} \) as a linear transformation over \( \mathbb{K}_n \oplus \mathbb{K}_n \cong \mathbb{K}_{2n} \). Let \( \phi_{2n} : \mathbb{K}_{2n} \to \mathbb{Q}^{n \times n} \) be the injective ring homomorphism from the field to an element’s anti-cyclic matrix. Then, we have the following relationship where \( \mathbf{P} \) below is a simple re-indexing matrix known as a stride permutation (increasing evens followed by increasing odds in \( \{0, 1, \ldots, n - 1\} \)),

\[
\mathbf{P} \phi_{n}(f) \mathbf{P}^t = \begin{bmatrix} \phi_{n/2}(f_0) & \phi_{n/2}(x \cdot f_1) \\ \phi_{n/2}(f_1) & \phi_{n/2}(f_0) \end{bmatrix}.
\]
3.3 Sampling G-lattices

For any positive integers $b \geq 2$, $k \geq 1$ and non-negative integer $u < b^k$, we write $[u]_b^k$ for the base-$b$ expansion of $u$, i.e., the unique vector $(u_0, \ldots, u_{k-1})$ with entries $0 \leq u_i < b$ such that $u = \sum u_i b^i$. Typically, $b = 2$ and $[u]_2^k$ is just the $k$-digits binary representation of $u$, but larger values of $b$ may be used to obtain interesting efficiency trade-offs. Throughout this section, we consider the values of $b$ and $k$ as fixed, and all definitions and algorithms are implicitly parameterized by them.

In this section we study the so-called G-lattice sampling problem, i.e., the problem of sampling the discrete Gaussian distribution on a lattice coset

$$\Lambda_u^{\perp}(g^t) = \{z \in \mathbb{Z}^k : g^t z = u \mod q\}$$

where $q \leq b^k$, $u \in \mathbb{Z}_q$, $k = \lceil \log_b q \rceil$, and $g = (1, b, \ldots, b^{k-1})$. G-lattice sampling is used in many lattice schemes employing a trapdoor. Both schemes with polynomial modulus, like IBE [24, 17, 3, 2], group signatures [62, 70, 63, 51], and others (double authentication preventing and predicate authentication preventing signatures, constraint-hiding PRFs) [20, 33, 34], and schemes with super-polynomial modulus [31, 32, 48, 23, 60, 50, 1] (ABE, watermarking, etc.), use G-lattice sampling.

An efficient algorithm to solve this problem is given in [66] for the special case when $q = b^k$ is a power of the base $b$. The algorithm, shown in Figure 3.1, is simple. This algorithm reduces the problem of sampling the $k$-dimensional lattice coset $\Lambda_u^{\perp}(g^t)$ for $u \in \mathbb{Z}_q$ to the much simpler problem of sampling the one-dimensional lattice cosets $u + b\mathbb{Z}$ for $u \in \mathbb{Z}_b$. The simplicity of the algorithm is due to the fact that, when $q = b^k$ is an exact power of $b$, the lattice $\Lambda_u^{\perp}(g^t)$ has...
**Algorithm 2: SampleG when \( q = b^k \).**

**Input:** \((q = b^k, s = b \cdot \omega(\sqrt{\log n}), u)\)

**Output:** \( x \sim D_{\Lambda_{b^k}}(g'), s \)

1. for \( i = 0, \cdots, k - 1 \) do
2. \( x_i \leftarrow D_{b\mathbb{Z} + u, s} \).
3. \( u := (u - x_i)/b \in \mathbb{Z} \).
4. return \( x = (x_0, \cdots, x_{k-1}) \).

**Figure 3.1.** A sampling algorithm for \( G \)-lattices when the modulus \( q \) is a perfect power of the base \( b \). The algorithm is implicitly parameterized by a base \( b \) and dimension \( k \).

A special basis

\[
B_{b^k} = \begin{bmatrix}
    b & & & \\
    & -1 & b & \\
    & & -1 & \ddots \\
    & & & \ddots & b \\
    & & & & -1 & b
\end{bmatrix}
\]

which is sparse, triangular, and with small integer entries. (In particular, its Gram-Schmidt orthogonalization \( \widetilde{B}_{b^k} = bI \) is a scalar matrix.) As a result, the general lattice sampling algorithm of [61, 46] (which typically requires \( O(k^3) \)-time preprocessing, and \( O(k^2) \) storage and online running time) can be specialized to the much simpler algorithm in Figure 3.1 that runs in linear time \( O(k) \), with minimal memory requirements and no preprocessing at all.

We give a specialized algorithm to solve the same sampling problem when \( q < b^k \) is an arbitrary modulus. This is needed in many cryptographic applications where the modulus \( q \) is typically a prime. As already observed in [66] the lattice \( \Lambda_{b^k}^\perp(g') \) still has a fairly simple and
sparse basis matrix

\[
\mathbf{B}_q = \begin{bmatrix}
  b & q_0 \\
  -1 & b & q_1 \\
  & -1 & \ddots & \vdots \\
  & & \ddots & b & q_{k-2} \\
  & & & -1 & q_{k-1}
\end{bmatrix}
\]

where \( (q_0, \ldots, q_{k-1}) = [q]_b^k = \mathbf{q} \) is the base-\( b \) representation of the modulus \( q \). This basis still has good geometric properties, as all vectors in its (left-to-right) Gram-Schmidt orthogonalization have length at most \( O(b) \). So, it can be used with the algorithm of [61, 46] to generate good-quality gaussian samples on the lattice cosets with small standard deviation. However, since the basis is no longer triangular, its Gram-Schmidt orthogonalization is not sparse anymore, and the algorithm of [61, 46] can no longer be optimized to run in linear time as in Figure 3.1. In applications where \( q = n^{O(1)} \) is polynomial in the security parameter \( n \), the matrix dimension \( k = O(\log n) \) is relatively small, and the general sampling algorithm (with \( O(k^2) \) storage and running time) can still be used with an acceptable (albeit significant) performance degradation. However, for larger \( q \) this becomes prohibitive in practice. Moreover, even for small \( q \), it would be nice to have an optimal sampling algorithm with \( O(k) \) running time, linear in the matrix dimension, as for the exact power case. Here we give such an algorithm, based on the convolution methods of [72], but specialized with a number of concrete technical choices that result in a simple and fast implementation, comparable to the specialized algorithm of [66] for the exact power case.

The reader may notice that the alternating columns of \( \mathbf{B}_q, \mathbf{b}_1, \mathbf{b}_3, \ldots \) and \( \mathbf{b}_2, \mathbf{b}_4, \ldots \), are pair-wise orthogonal. Let us call these sets \( \mathbf{B}_1 \) and \( \mathbf{B}_2 \), respectively. Then, another basis for \( \Lambda^\perp (g^t) \) is \( (\mathbf{B}_1, \mathbf{B}_2, \mathbf{q}) \) and this might suggest that the GSO of this basis is sparse. Unfortunately, this leads to a GSO of \( (\mathbf{B}_1, \mathbf{B}_2^*, \mathbf{q}^*) \) where \( \mathbf{B}_2^* \) is a dense, upper triangular block. Let \( \mathbf{b} \) be the \( i \)\textsuperscript{th} vector in \( \mathbf{B}_2 \). Then, there are \( 2 + i - 1 \) non-orthogonal vectors to \( \mathbf{b} \) preceding it in \( \mathbf{B}_1 \) and...
B₂⁺, filling in the upper portion of ğ.

Overview

The idea is the following. Instead of sampling \( \Lambda_{u'} \) directly, we express the lattice basis \( B_q = TD \) as the image (under a linear transformation \( T \)) of some other matrix \( D \) with simple (sparse, triangular) structure. Next, we sample the discrete gaussian distribution (say, with variance \( \sigma^2 \)) on an appropriate coset of \( L(D) \). Finally, we map the result back to the original lattice applying the linear transformation \( T \) to it. Notice that, even if \( L(D) \) is sampled according to a spherical gaussian distribution, the resulting distribution is no longer spherical. Rather, it follows an ellipsoidal gaussian distribution with (scaled) covariance \( \sigma^2 TT' \). This problem is solved using the convolution method of [72], i.e., initially adding a perturbation with complementary covariance \( s^2 I - \sigma^2 TT' \) to the target, so that the final output has covariance \( \sigma^2 TT' + (s^2 I - \sigma^2 TT') = s^2 I \). In summary, at a high level, the algorithm performs (at least implicitly) the following steps:

1. Compute the covariance matrix \( \Sigma_1 = TT' \) and an upper bound \( r \) on the spectral norm of \( TT' \)
2. Compute the complementary covariance matrix \( \Sigma_2 = r^2 I - \Sigma_1 \)
3. Sample \( p \leftarrow D_{\Lambda_1, \sigma \sqrt{\Sigma_2}} \), from some convenient lattice \( \Lambda_1 \) using the Cholesky decomposition of \( \Sigma_2 \)
4. Compute the preimage \( c = T^{-1}(u - p) \)
5. Sample \( z \leftarrow D_{L(D), -c, \sigma} \)
6. Output \( u + Tz \)

The technical challenge is to find appropriate matrices \( T \) and \( D \) that lead to an efficient implementation of all the steps. In particular, we would like \( T \) to be a simple matrix (say,
sparse, triangular, and with small integer entries) so that \( T \) has small spectral norm, and both linear transformations \( T \) and \( T^{-1} \) can be computed efficiently. The matrix \( D \) (which is uniquely determined by \( B \) and \( T \)) should also be sparse and triangular, so that the discrete gaussian distribution on the cosets of \( \mathcal{L}'(D) \) can be efficiently sampled. Finally (and this is the trickiest part in obtaining an efficient instantiation) the complementary covariance matrix \( \Sigma_2 = r^2 I - \Sigma_1 \) should also have a simple Cholesky decomposition \( \Sigma_2 = LL' \) where \( L \) is triangular, sparse and with small entries, so that perturbations can be generated efficiently. Ideally, all matrices should also have a simple, regular structure, so that they do not need to be stored explicitly, and can be computed on the fly with minimal overhead.

In the next subsection we provide an instantiation that satisfies all of these properties. Next, in Subsection 3.3.2 we describe the specialized sampling algorithm resulting from the instantiation, and analyze its correctness and efficiency properties.

### 3.3.1 Instantiation

In this subsection, we describe a specific choice of linear transformations and matrix decompositions that satisfies all our desiderata, and results in an efficient instantiation of the convolution sampling algorithm on \( G \)-lattices.

A tempting idea may be to map the lattice basis \( B_q \) to the basis \( B_{b^k} \), and then use the efficient sampling algorithm from Figure 3.1. However, this does not quite work because it results in a pretty bad transformation \( T \) which has both poor geometrical properties and a dense matrix representation. It turns out that a good choice for a linear transformation \( T \) is given precisely by the matrix \( T = B_{b^k} \) describing the basis when \( q \) is a power of \( b \). We remark that \( T \) is used as a linear transformation, rather than a lattice basis. So, the fact that it equals \( B_{b^k} \) does not seem to carry any special geometric meaning, it just works! In particular, what we do here
should not be confused with mapping $B_q$ to $B_{b^k}$. The resulting factorization is

$$B_q = \begin{bmatrix} 2 & q_0 \\ -1 & 2 & q_1 \\ & \ddots & \ddots \\ & & -1 & 2 & q_{k-2} \\ & & & -1 & q_{k-1} \end{bmatrix} = \begin{bmatrix} 2 & \cdots & 1 \\ -1 & 2 & \cdots \\ & \ddots & \ddots \\ & & -1 & 2 \end{bmatrix} \begin{bmatrix} d_0 \\ d_1 \\ \vdots \\ d_{k-2} \\ d_{k-1} \end{bmatrix} = B_{b^k} D$$

where the entries of the last column of $D$ are defined by the recurrence $d_i = \frac{d_{i-1} + q_i}{b}$ with initial condition $d_{-1} = 0$. Notice that all the $d_i$ are in the range $[0, 1)$, and $b^{i+1} \cdot d_i$ is always an integer.

In some sense, sampling from $\mathcal{L}(D)$ is even easier than sampling from $\mathcal{L}(B_{b^k})$ because the first $k - 1$ columns of $D$ are orthogonal and the corresponding coordinates can be sampled independently in parallel. (This should be contrasted with the sequential algorithm in Figure 3.1.)

We now look at the geometry and algorithmic complexity of generating perturbations. The covariance matrix of $T = B_{b^k}$ is given by

$$\Sigma_1 = B_{b^k}B_{b^k}' = \begin{bmatrix} b^2 & -b \\ -b & (b^2 + 1) & -b \\ & \ddots & \ddots & \ddots \\ & & -b & (b^2 + 1) & -b \\ & & & -b & (b^2 + 1) \end{bmatrix}.$$ 

The next step is to find an upper bound $r^2$ on the spectral norm of $\Sigma_2$, and compute the Cholesky decomposition $LL'$ of the complementary covariance matrix $\Sigma_2 = r^2I - \Sigma_1$. By the Gershgorin circle theorem, all eigenvalues of $\Sigma_1$ are in the range $(b \pm 1)^2$. So, we may set $r = b + 1$. Numerical computations also suggest that this choice of $r$ is optimal, in the sense that the spectral norm of $\Sigma_1$ approaches $b + 1$ as $k$ tends to infinity. The Cholesky decomposition is customarily defined by taking $L$ to be a lower triangular matrix. However, for sampling purposes, an upper
triangular $L$ works just as well. It turns out that using an upper triangular $L$ in the decomposition process leads to a much simpler solution, where all (squared) entries have a simple, closed form expression, and can be easily computed on-line without requiring any preprocessing computation or storage. (By contrast, numerical computations suggest that the standard Cholesky decomposition with lower triangular $L$ is far less regular, and even precomputing it requires exponentially higher precision arithmetic than our upper triangular solution.) So, we let $L$ be an upper triangular matrix, and set $r = b + 1$.

For any $r$, the perturbation’s covariance matrix $\Sigma_2 = r^2 I - \Sigma_1$ has Cholesky decomposition $\Sigma_2 = L \cdot L'$ where $L$ is the sparse upper triangular matrix defined by the following equations:

$$L = \begin{bmatrix}
  l_0 & h_1 & & & \\
  l_1 & h_2 & & & \\
  & \ddots & \ddots & & \\
  & & h_{k-1} & & \\
  & & l_{k-1} & & 
\end{bmatrix}$$

where

$$l_0^2 + h_1^2 = r^2 - b^2$$
$$l_i^2 + h_{i+1}^2 = r^2 - (b^2 + 1) \quad (i = 1, \ldots, k - 2)$$
$$l_{k-1}^2 = r^2 - (b^2 + 1)$$
$$l_i h_i = b \quad (i = 1, \ldots, k - 1)$$

It can be easily verified that these equations have the following simple closed form solution:

$$r = b + 1, \quad l_0^2 = b \left(1 + \frac{1}{k}\right) + 1, \quad l_i^2 = b \left(1 + \frac{1}{k-i}\right), \quad h_{i+1}^2 = b \left(1 - \frac{1}{k-i}\right) \quad (3.1)$$

We observe that also the inverse transformation $B_{k^1}^{-1}$ has a simple, closed-form solution: the $i$th column of $B_{k^1}^{-1}$ equals $(0, \ldots, 0, \frac{1}{b}, \ldots, (\frac{1}{b})^{k-i})$. Notice that this matrix is not sparse, as it has $O(k^2)$ nonzero entries. However, there is no need to store it and the associated transformation can still be computed in linear time by solving the sparse triangular system $T x = b$ by back-substitution.
3.3.2 The Algorithm

The sampling algorithm, SAMPLEG, is shown in Figure 3.2. It takes as input a modulus \(q\), an integer variance \(s\), a coset \(u\) of \(\Lambda^\perp (g')\), and outputs a sample statistically close to \(D_{\Lambda^\perp (g'),s}\). SAMPLEG relies on subroutines PERTURB and SAMPLED where PERTURB(\(\sigma\)) returns a perturbation, \(p\), statistically close to \(D_{L(\Sigma^2)^{-1}}(\sigma \cdot \sqrt{\Sigma^2})\), and SAMPLED(\(\sigma, c\)) returns a sample \(z\) such that \(Dz\) is statistically close to \(D_{L(\Sigma^2)^{-1}}(-c,\sigma)\).

Both PERTURB and SAMPLED are instantiations of the randomized nearest plane algorithm \([61, 46]\). Consequently, both algorithms rely on a subroutine SAMPLEZ_t(\(\sigma, c, \sigma_{\text{max}}\)) which returns a sample statistically close to one-dimensional discrete gaussian with it a tail-cut t, \(D_{Z,\sigma,c}^t\), over the fixed support of \(\mathbb{Z} \cap [c - t \cdot \sigma_{\text{max}}, c + t \cdot \sigma_{\text{max}}]\). We fix the support of all one dimensional discrete gaussians for compatibility with ML distance. In addition, we only feed SAMPLEZ centers \(c \in [0,1)\) since we can always shift by an integer.

Storage

The scalars \(c_i\) in SAMPLEG, representing \(c = B_{b^i}^{-1}(u - p)\), and \(d_i\) in SAMPLED, representing the last column of \(D\), are rational numbers of the form \(x/b^i\) for a small integer \(x\) and \(i \in [k]\). The numbers \(l_i, h_i\) are positive numbers of magnitude less than \(\sqrt{2b+1}\).

A naive implementation of the algorithms store floating point numbers \(c_i, d_i, h_i, l_i\) for a total storage of \(4k\) floating point numbers. However, this can be adapted to constant time storage since they are determined by simple recurrence relations \((c_i, d_i)\) or simple formulas \((h_i, l_i)\).

Time Complexity

Assuming constant time sampling for SAMPLEZ and scalar arithmetic, SAMPLEG runs in time \(O(k)\). Now let us consider all operations: there are \(6k\) integer additions/subtractions, \(3k + 2\) integer multiplications, \(3(k + 1)\) floating point divisions, \(2k\) floating point multiplications, and \(2k\) floating point additions. The analysis below shows we can use double precision floating point numbers for most applications.
Algorithm 3: SampleG

Input: \((s = b \cdot \omega(\sqrt{\log n}), u = [u]^k_b, \mathbf{q} = [q]^k_b)\)

Output: \(x \sim D_{\mathcal{A}^k_{\sigma}}(\mathbf{g}), s^*\)

1. \(\sigma := s/(b + 1).\)
2. \(p \leftarrow \text{PERTURB}(\sigma).\)
3. for \(i = 0, \ldots, k - 1\) do
   4. \(c_i := (c_{i-1} + u_i - p_i)/b.\)
5. \(z \leftarrow \text{SAMPLEZ}(\sigma, c).\)
6. for \(i = 0, \ldots, k - 2\) do
   7. \(t_i := b \cdot z_i - z_{i-1} + q_i \cdot z_{k-1} + u_i.\)
8. \(t_{k-1} := q_{k-1} \cdot z_{k-1} - z_{k-2} + u_{k-1}.\)
9. return \(t.\)

Algorithm 4: Perturb

Input: \(\sigma\)

Output: \(p \sim D_{\mathcal{A}^k}(\Sigma_2), \Sigma_2\)

1. \(\beta := 0.\)
2. for \(i = 0, \ldots, k - 1\) do
   3. \(c_i := \beta/l_i, \text{ and } \sigma_i := \sigma/l_i.\)
4. \(z_i \leftarrow [c_0] + \text{SAMPLEZ}(\sigma, [c_0]_{[0, 1]}, s).\)
5. \(\beta := -z_i h_i.\)
6. \(p_0 := (2b + 1)z_0 + bz_1.\)
7. for \(i = 1, \ldots, k - 1\) do
   8. \(p_i := b(z_{i-1} + 2z_i + z_{i+1}).\)
9. return \(p.\)

Algorithm 5: SampleD

Input: \((\sigma, c)\).

Output: \(z \in \mathbb{Z}^k : Dz \sim D_{\mathcal{A}^k(D)}, -c, \sigma.\)

1. \(z_{k-1} := [-c_{k-1}/d_{k-1}].\)
2. \(z_{k-1} := z_{k-1} + \text{SAMPLEZ}(\sigma/d_{k-1}, [-c_{k-1}/d_{k-1}]_{[0, 1]}, s).\)
3. \(c := c - z_{k-1}d.\)
4. for \(i \in \{0, \ldots, k - 2\}\) do
   5. \(z_i := [-c_i] + \text{SAMPLEZ}(\sigma, [-c_i]_{[0, 1]}, s).\)
6. return \(z.\)

Figure 3.2. Any scalar with an index out of range is 0, i.e. \(c_0 = z_0 = z_b = 0.\) SAMPLEZ\((\sigma, c, \sigma_{\max})\) is a discrete gaussian over \(\mathbb{Z}\) exactly or approximately with centers in \([0, 1)\) and a fixed truncated support \(\mathbb{Z} \cap [c - t \cdot \sigma_{\max}, c + t \cdot \sigma_{\max}]\) (t is the tail-cut parameter). We denote \(x - [x]\) as \([x]\{0, 1\).
Statistical Analysis and Floating Point Precision

We now perform a statistical analysis on $\text{SAMPLE}$ with a perfect one-dimensional sampler (and no tail-bound), then with a tail-bounded imperfect sampler in terms of ML distance. This allows us to measure loss in concrete security. We direct the reader to [68, Section 3] for more details on the ML distance and a complete concrete security analysis.

The following lemma is needed in order to make sense of the “$\Sigma_3$ condition” in Theorem 3.2.1.

**Lemma 3.3.1** Let $\Sigma_3$ be defined by $\Sigma_3^{-1} = \frac{(b+1)^2}{s^2} [\Sigma_1^{-1} + [(b+1)^2 I - \Sigma_1]^{-1}]$, then its eigenvalues are $\Theta(s^2/b)$. Moreover, if $\lambda_i$ is the $i$–th eigenvalue of $\Sigma_1$, then the $i$–th eigenvalue of $\Sigma_3$ is $(s/[b+1])^2 \cdot \frac{\lambda_i [(b+1)^2 - \lambda_i]}{(b+1)^2}$. 

**Proof:** Let $\Sigma_1 = Q'DQ$ be its diagonalization. Then, $\Sigma_1^{-1} = Q'D^{-1}Q$ and the rest follows from algebraic manipulations of the individual eigenvalues along with the Gershgorin circle theorem on $\Sigma_1$. 

Let $C_{\varepsilon,k} = \sqrt{\log(2k(1+1/\varepsilon))}/\pi$. Now we can easily bound $s$ from below. We need the following three conditions for $s$: $s \geq (b+1)\eta_{\varepsilon}(D)$, $\sqrt{\Sigma_3} \geq \eta_{\varepsilon}(\Sigma_2)$, and $s \geq (b+1)\eta_{\varepsilon}(L)$. The middle condition determines $s$ with a lower bound of $s \geq \sqrt{2b} \cdot (2b+1) \cdot C_{\varepsilon,k}$ (the last two conditions both have $s = \Omega(b^{1.5} \cdot C_{\varepsilon,k})$).

**Corollary 3.3.1** Fix $0 < \varepsilon \leq 1/2$ and let $s \geq \sqrt{2b} \cdot (2b+1) \cdot C_{\varepsilon,k}$. Then, $\text{SAMPLE}$ returns a perturbation within a statistical distance $\Theta(k\varepsilon)$ from $D_{\Lambda_{\varepsilon}^+(\mathbb{F}),s}$ for any $q < b^k$ when $\text{PERTURB}$ and $\text{SAMPLED}$ use a perfect one-dimensional sampler, $\text{SAMPLEZ}$. In addition, the Rényi divergence of order infinity of $D_{\Lambda_{\varepsilon}^+(\mathbb{F}),s}$ from $\text{SAMPLEG}$ with a perfect one-dimensional sampler is less than or equal to $1 + \Theta(k\varepsilon)$.

The statistical distance bound of $\Theta(k\varepsilon)$ results in about a loss of $\log \log q$ bits in security if $\varepsilon = 2^{-\kappa}$ for a security parameter $\kappa$ by [68, Lemma 3.1]. (The multiplicative factor of $k$ comes from the randomized nearest plane algorithm’s analysis: see [46, Theorem 4.1].)
Next, we turn to the ML distance for a tighter analysis on the bits of security lost in using \textsc{SampleG} with an imperfect one-dimensional sampler. Since the centers, $c$, and variances, $s$, given to \textsc{SampleZ} are computed from two or three floating point computations, we assume both $\overline{c}$ and $\overline{s}$ are within a relative error of $2^{-m}$ of $c$ and $s$.

**Proposition 3.3.1** Fix an $\varepsilon > 0$ and let $s \geq (b + 1) \cdot \eta_e(\mathbb{Z})$. For any one-dimensional sampler \textsc{SampleZ}$(\overline{\sigma}, \overline{c}, s)$ that takes as inputs approximated centers $\overline{c} \in [0, 1)$ and variances $\overline{\sigma} \in [s/(b + 1), s \cdot b/(b + 1)]$ represented as floating point numbers with mantissa length $m$,

\[
\Delta_{\text{ML}}(\text{SampleG}^{D_Z, \sigma, \epsilon}, \text{SampleG}^{\text{SampleZ}}(\overline{\sigma}, \overline{c})) \leq 2k[O(b^2 t^2 2^{-m}) + \max_{\overline{\sigma}, \overline{c}} \Delta_{\text{ML}}(\text{SampleZ} (\overline{\sigma}, \overline{c}, s), D_Z^{\text{SampleZ}}(\overline{\sigma}, \overline{c}, s))].
\]

Before we begin the proof, we note that $d_{k-1} = q/b^k \in [1/b, 1]$ since $k = \lceil \log_b q \rceil$. This implies that every variance fed to \textsc{SampleZ} is in the range $[s/(b + 1), s \cdot b/(b + 1)] \subseteq [s/(b + 1), s]$. We restrict all truncated one-dimensional discrete gaussians to $\mathbb{Z} \cap [c - t \cdot s, c + t \cdot s]$ since it is unclear when $\mathbb{Z} \cap [c - t \cdot \sigma, c + t \cdot \sigma] = \mathbb{Z} \cap [c - t \cdot \overline{\sigma}, c + t \cdot \overline{\sigma}]$ when using floating point variances $\overline{\sigma}$. The ML distance is undefined when these two sets are not equal.

**Proof:** First, we use the triangle inequality on ML distance in order to pair together terms for an easier analysis.

\[
\Delta_{\text{ML}}(\text{SampleG}^{D_Z, \sigma, \epsilon}, \text{SampleG}^{\text{SampleZ}}(\overline{\sigma}, \overline{c}, s)) \leq \\
\Delta_{\text{ML}}(\text{SampleG}^{D_Z, \sigma, \epsilon}, \text{SampleG}^{D_Z, \overline{\sigma}, \overline{c}}) + \Delta_{\text{ML}}(\text{SampleG}^{D_Z, \overline{\sigma}, \overline{c}}, \text{SampleG}^{D_Z, \overline{\sigma}, \overline{c}}) + \\
\Delta_{\text{ML}}(\text{SampleG}^{D_Z, \overline{\sigma}, \overline{c}}, \text{SampleG}^{\text{SampleZ}}(\overline{\sigma}, \overline{c}, s)).
\]

Next, we use the data processing inequality on ML distance where we treat \textsc{SampleG} as a function of $2k$ correlated samples from a one-dimensional discrete gaussian sampler. From [Lemma 3.2, MW17], we get the following inequality:
\[ \Delta_{\text{ML}}(\text{SAMPLEG}^{D_{Z,\sigma,c}^t}, \text{SAMPLEG}^{\text{SAMPLEZ}_i(\sigma_\delta, \varepsilon, s)}) \leq 2k \cdot \max_{\sigma_i} \left[ \Delta_{\text{ML}}(\text{ML}^t_{Z,\sigma_1,c_1}, D^t_{Z,\sigma_1,c_1}) + \Delta_{\text{ML}}(\text{ML}^t_{Z,\sigma_2,c_2}, D^t_{Z,\sigma_2,c_2}) + \Delta_{\text{ML}}(\text{ML}^t_{Z,\sigma_3,c_3}, \text{SAMPLEZ}_i(\sigma_3, \varepsilon, s)) \right]. \]

The maximum is taken over all \( c_i \in [0, 1) \) and \( \sigma_i \in [s/(b + 1), s \cdot b/(b + 1)] \). Let \( \mathbb{Z}' = \mathbb{Z} \cap [c - t \cdot s, c + t \cdot s] \). We bound \( \max_{\sigma_i} \Delta_{\text{ML}}(\text{ML}^t_{Z,\sigma_1,c_1}, D^t_{Z,\sigma_1,c_1}) \) as follows:

\[
\max_{\sigma_i,c_1} \Delta_{\text{ML}}(D^t_{Z,\sigma_1,c_1}, D^t_{Z,\sigma_1,c_1}) = \max_{\sigma_i,c_1} \left\{ \ln D^t_{Z,\sigma_1,c_1}(x) - \ln D^t_{Z,\sigma_1,c_1}(x) \right\} = \max_{\sigma_i,c_1} \left\{ \pi(x-c)^2 \left( \frac{1}{\sigma_i} - \frac{1}{\sigma_i^2} \right) + \ln \rho_{\sigma_i,c_1}(Z) \right\}.
\]

Since \( \sigma_1, \sigma_1 \geq \eta_c(Z) \), we can approximate \( \rho_{\sigma_i,c}(Z) \in [(1 - \varepsilon)^2, (1 + \varepsilon)^2] \cdot \sigma \) and \( \rho_{\sigma_i,c}(Z) \in [(1 - \varepsilon)^2, (1 + \varepsilon)^2] \cdot \sigma_i \). Using the bound on the relative error of \( \sigma_i (\sigma_i \in [1 - 2^{-m}, 1 + 2^{-m}] \cdot \sigma_1) \), we can bound the expression with a simplified form below.

\[
\max_{\sigma_i,c_1} \Delta_{\text{ML}}(D^t_{Z,\sigma_1,c_1}, D^t_{Z,\sigma_1,c_1}) \leq \max_{\sigma_i} \left\{ \pi t^2 s^2 \cdot \sigma_i^2 - \sigma_1^2 + 2\hat{c} + 2^{-m} \right\} \leq \pi t^2 (b + 1)^2 (2^{-m+1} + 2^{-2m}) + \hat{c} + 2^{-m}.
\]

The proof for \( \Delta_{\text{ML}}(D^t_{Z,\sigma_2,c_2}, D^t_{Z,\sigma_2,c_2}) \) is nearly identical except we get a term linear in \( t \), yielding a bound of \( O(t \cdot 2^{-m}) \).

Assuming a cryptosystem using a perfect sampler for \( D_{\Lambda_r^t(g'), s} \) has \( \kappa \) bits of security, we can combine the results of Corollary 3.3.1, Proposition 3.3.1, and [68, Lemma 3.3] to conclude that swapping \( D_{\Lambda_r^t(g'), s} \) with \( \text{SAMPLEG} \) yields about \( \kappa - 2 \log(tb^3) - 3 \log \log q - 5 \) bits of security when \( m = \kappa/2 \), \( \Delta_{\text{ML}}(\text{SAMPLEZ}_i(\hat{s}, \hat{c}), D^t_{Z,\hat{s},\hat{c}}) < 2^{-\kappa/2} \), and \( \varepsilon = 2^{-\kappa} \).
Measured clock cycles with $q = \{4.1 \cdot 10^3, 1.22 \cdot 10^5, 1.68 \cdot 10^7, 8.38 \cdot 10^7, 4.30 \cdot 10^9, 9 \cdot 10^{18}\}$ and $s = 100$ averaged over 100,000 runs. The clock cycles for the last three moduli are $\{19.4, 31.9, 73.9\}$ for GPV and $\{5.5, 7.5, 13.1\}$ for SAMPLEG with pre-computation.

### 3.3.3 Implementation and Comparison

In this subsection, we compare simple implementations of both SAMPLEG and the generic randomized nearest plane algorithm [46, Section 4] used in the G-lattice setting. The implementations were carried out in C++ with double precision floating point numbers for non-integers on an Intel i7-2600 3.4 GHz CPU. Clock cycles were measured with the “time.h” library and the results are charted in Figure 2.3.

The one-dimensional sampler, SAMPLEZ, was an instantiation of a discrete version of Karney’s sampler [59], which is a modified rejection sampler. The moduli $q$ were chosen from the common parameters subsection of [57, Section 4.2], in addition to an arbitrary 60-bit modulus. Most practical schemes require no more than a 30-bit modulus [16] for lattice dimension ($n$) up to 1024. More advanced schemes however, like ABE-encryption [19, 31], and predicate encryption [49], require a super-polynomial modulus often 90 or more bits (assuming the circuits in the ABE and predicate schemes are of log-depth).

For the generic, randomized nearest plane sampler, we pre-computed and stored the
Gram-Schmidt orthogonalization of the basis $B_q$ and we only counted the clock cycles to run the algorithm thereafter. We had two versions of SAMPLEG: the first was the algorithm as-is, and the second would store pre-computed perturbations from PERTURB($\sigma$), one for each G-lattice sample. This version of SAMPLEG with pre-computation saved about a factor of two in clock cycles.

### 3.4 Perturbation Sampling in Cyclotomic Rings

The lattice preimage sampling algorithm of [66] requires the generation of $n(2 + \log q)$-dimensional gaussian perturbation vectors $\mathbf{p}$ with covariance $\Sigma_p = s^2 \cdot I - \alpha^2 \mathbf{T} \cdot \mathbf{T}^t$ where $\mathbf{T} \in \mathbb{Z}^{(2 + \log q)n \times n \log q}$ is a matrix with small entries serving as a lattice trapdoor, $\alpha$ is a small constant factor and $s$ is an upper bound on the spectral norm of $\alpha \mathbf{T}$. In [66] this is accomplished using the Cholesky factorization of $\Sigma_p$, which takes $O(n \log q)^3$ pre-computation and $O(n \log q)^2$ storage and running time.

The trapdoor matrix $\mathbf{T}$ of [66] has some additional structure: $\mathbf{T}' = [\bar{\mathbf{T}}', \mathbf{I}]$ for some $\bar{\mathbf{T}} \in \mathbb{Z}^{2n \times n \log q}$. Moreover, when working with algebraic lattices, $\bar{\mathbf{T}} = \phi_n(\tilde{\mathbf{T}})$ is the image (under a ring embedding $\phi_n: R_n \rightarrow \mathbb{Z}^{n \times n}$) of some matrix $\tilde{\mathbf{T}} \in R_n^{2 \times \log q}$ with entries in a ring $R_n$ of rank $n$. (Most commonly, $R_n = \mathcal{O}_{2n} = \mathbb{Z}[x]/(x^n + 1)$ is the ring of integers of the $(2n)$th cyclotomic field $\mathcal{O}_{2n}$ for $n = 2^k$ a power of two.) In [16] it is observed that, using the sparsity of $\Sigma_p$, the preprocessing storage and on-line computation cost of noise perturbation reduce to $O(n^2 \log q)$.

This is a factor $\log q$ improvement over a generic implementation, but it is still quadratic in the main security parameter $n$. This can be a significant improvement in practice, but the overall cost of the algorithm remains substantial. When using generic trapdoors $\bar{\mathbf{T}} \in \mathbb{Z}^{2n \times n \log q}$, there is little hope to improve the running time below $O(n^2 \log q)$, because just reading the matrix $\bar{\mathbf{T}}$ takes this much time. However, when using algebraic lattices, the trapdoor $\bar{\mathbf{T}} = \phi_n(\tilde{\mathbf{T}})$ admits a compact representation $\bar{\mathbf{T}}$ consisting of only $2n \log q$ integers, so one may hope to reduce the running time to linear or quasi-linear in $n$.

\footnote{Sparsity also reduces the preprocessing running time to $O(\log q \cdot n^2 + n^3) = O(n^3)$, but still cubic in $n$.}
In this section we give an alternative algorithm to generate integer perturbation vectors $p$ with covariance $\Sigma_p$ when $\bar{T} = \phi_n(T)$. Our algorithm takes full advantage of the ring structure of $R_n$, compactly representing $\Sigma_p$ and all other matrices generated during the execution of the algorithm as the image of matrices with entries in the ring $R_n$. In particular, similarly to [40, 41], our algorithm has time and space complexity quasi-linear in $n$, but does not require any preprocessing/storage. The algorithm can be expressed in a modular way as the combination of three steps:

1. First, the problem of sampling a $O(n \log q)$-dimensional integer vectors $p$ with covariance $\Sigma_p$ is reduced to the problem of sampling a $2n$-dimensional integer vector with covariance expressed by a $2 \times 2$ matrix over $R_n$.

2. Next, the problem of sampling an integer vector with covariance in $R_n^{2\times2}$ is reduced to sampling two $n$-dimensional integer vectors, each with a covariance expressed by a single ring element in $R_n$.

3. Finally, if $n > 1$, the sampling problem with covariance in $R_n$ is reduced to sampling an $n$-dimensional perturbation with covariance expressed by a $2 \times 2$ matrix over the smaller ring $R_{n/2}$.

Iterating the last two steps $\log n$ times reduces the original problem to sampling in $R_1 = \mathbb{Z}$. Details about each step are given in the next subsections. We remark that the algorithm is described as a recursive procedure only for simplicity of presentation and analysis, and it can be implemented just as easily using a simple nested loop, similarly to many FFT-like algorithms.

### 3.4.1 Discrete Perturbation Algorithm for Power of Two Cyclotomies

In this subsection we present the perturbation algorithm which produces $n(2 + \log q)$-dimensional perturbations from a discrete gaussian on $\mathbb{Z}^{n(2+\log q)}$ in time $\tilde{O}(n \log q)$.

The entry point of the algorithm is the $\text{SAMPLEPZ}$ procedure, which takes as input two integer parameters $n, q$, matrices $\bar{T} \in R_n^{2 \times \log q}$, $\Sigma_2 \in R_n^{2 \times 2}$, and three positive real numbers
\( s^2, \alpha^2, z = (\alpha^{-2} - s^{-2})^{-1} \), and is expected to produce an \( n(2 + \log q) \)-dimensional vector \( \mathbf{p} \) with (non-spherical) discrete gaussian distribution \( D_{\mathbb{Z}^{n(2 + \log q)}} \cdot \sqrt{\Sigma_p} \) of covariance

\[
\Sigma_p = s^2 \cdot \mathbf{I} - \alpha^2\begin{bmatrix}
\phi_n(\tilde{T}) \\
\mathbf{I}
\end{bmatrix} \cdot \begin{bmatrix}
\phi_n(\tilde{T})' & \mathbf{I}
\end{bmatrix} = \\
\begin{bmatrix}
\Sigma_2 & -\alpha^2\phi_n(\tilde{T}) \\
-\alpha^2\phi_n(\tilde{T})' & (s^2 - \alpha^2)\mathbf{I}
\end{bmatrix}.
\]

The algorithm calls two subroutines:

- \textsc{SampleZ}(s^2 - \alpha^2) which samples a one-dimensional discrete gaussian variable of variance \( s^2 - \alpha^2 \) centered at 0, and can be implemented using any standard technique, and

- \textsc{Sample2Z}(a, b, d), which, on input three ring elements \( a, b, d \) compactly describing a positive definite matrix

\[
\Sigma_2 = \begin{bmatrix}
\phi_n(a) & \phi_n(b) \\
\phi_n(b)' & \phi_n(d)
\end{bmatrix},
\]

is expected to sample a \((2n)\)-dimensional vector \( \mathbf{p} \leftarrow D_{\mathbb{Z}^{2n}, \sqrt{\Sigma_2}} \).

In turn, \textsc{Sample2Z} (also described in Figure 3.4) makes use of a procedure \textsc{SampleFZ}(f) which on input a ring element \( f \) with positive definite \( \phi_n(f) \), returns a sample \( \mathbf{p} \leftarrow D_{\mathbb{Z}^{n}, \sqrt{\phi_n(f)}} \).
Algorithm 6: SamplePz
\[ \text{Input: } (n, q, s, \alpha, \tilde{T}, \Sigma_2, z). \]
\[ \text{Output: } (p, q) \sim D_{\mathbb{Z}_n^{(2 + \log q) \times p}}. \]
1. for \( i = 0, \cdots, n \log q - 1 \) do
2. \( q_i \leftarrow \text{SAMPLEZ}(s^2 - \alpha^2). \)
3. \( (c_0, c_1) := -\frac{\alpha^2}{s^2 - \alpha^2} \tilde{T}q. \)
4. \( c'(x) := c_0(x^2) + x \cdot c_1(x^2). \)
5. \( p \leftarrow \text{SAMPLE2Z}(a, b, d, c'). \)
6. return \((p, q).\)

Algorithm 7: Sample2z
\[ \text{Input: } (a, b, c, d). \]
\[ \text{Output: } (q_0, q_1) \sim D_{\mathbb{Z}_n^{2 \times 2}}. \]
1. Let \( c(x) = c_0(x^2) + x \cdot c_1(x^2). \)
2. \( q_1 \leftarrow \text{SAMPLEFZ}(d, c_1). \)
3. \( c_0 := c_0 + bd^{-1}(q_1 - c_1). \)
4. \( q_0 \leftarrow \text{SAMPLEFZ}(a - bd^{-1}b^*, c_0). \)
5. return \((q_0, q_1).\)

Algorithm 8: SampleFz
\[ \text{Input: } (f, c). \]
\[ \text{Output: } q \sim D_{\mathbb{Z}_n^{c, \phi_n(f)}}. \]
1. if \( \text{dim}(f) = 1 \) then
2. return \( \text{SAMPLEZ}(f, c). \)
3. else
4. Let \( f(x) = f_0(x^2) + x \cdot f_1(x^2). \)
5. \( (q_0, q_1) \leftarrow \text{SAMPLE2Z}(f_0, f_1, f_0, c). \)
6. let \( q(x) = q_0(x^2) + x \cdot q_1(x^2). \)
7. return \( q. \)

Figure 3.4. Sampling algorithm \text{SAMPLEPZ} for integer perturbations where \( T = \phi_n(\tilde{T}) \) is a compact trapdoor over a power of two cyclotomic ring. Note, \( \tilde{T}_i \) is a row vector over \( \mathbb{R}_n \) for each \( i \in \{0, 1\} \). The scalar \( z = (\alpha^{-2} - s^{-2})^{-1}. \)
Efficiency

Multiplications are done in the field $\mathcal{K}_i$, for an element’s dimension $i \in \{1, 2, \ldots, 2n\}$, in time $\Theta(i \log i)$ by using the Chinese remainder transform (CRT) [65].

By treating scalar arithmetic as constant time, $\text{SAMPLEPZ}$ has a time complexity of $\Theta(n \log n \log q)$ because the transformation by $\tilde{T}$ is $\Theta(n \log n \log q)$ and $\text{SAMPLEFZ}$ has complexity $\Theta(n \log^2 n)$ (represented by the recurrence $R(n) = 2R(n/2) + 2\log n/2 + 4.5n$). The algorithm requires $2n \log q$ scalar storage for the trapdoor $\tilde{T}$.

Note, $\text{SAMPLEFZ}$ is even more efficient, $\Theta(n \log n)$, if one were to store the polynomials in $\mathcal{K}_i$ in the canonical embedding (Fourier domain). One would change $\text{SAMPLEPZ}$ to give $\text{SAMPLE2Z}$ the Fourier/canonical representations of $a, b, d, c_0, c_1$ and perform an inverse CRT/FFT on $p = (p_0, p_1)$. This allows us to use the FFT’s butterfly transformation to convert to the Fourier representation of $f(x) = f_0(x^2) + xf_1(x^2) \in \mathcal{K}_{2n}$ to the Fourier representation of $f_0, f_1 \in \mathcal{K}_n$ and multiplication/inversion is now linear time (we would only invert the non-zero entries in the Fourier domain since this corresponds to pulling back to the field, inverting, then pushing forward to the cyclic ring via the embedding given by the Chinese remainder theorem) [41, Lemma 1]. (Moving from the canonical embedding to the FFT domain is linear time since we place zeros for the non-primitive roots of unity [41, Section A.2].) This, however, does not change the asymptotic time complexity of $\text{SAMPLEPZ}$ since generating $q$ in the canonical embedding is now $\Theta(n \log n \log q)$.

Correctness

One would use Peikert’s convolution theorem, Theorem 3.2.1, in an initial attempt to prove the correctness of the algorithms in Figure 3.4. However, this would only ensure the correctness of the marginal distributions of $p$ in $\text{SAMPLEPZ}$ and $q_0$ in $\text{SAMPLE2Z}$ and not their respective joint distributions, $(p, q)$ and $(q_0, q_1)$. Even if it were enough, tracking the $\Sigma_3$ condition in Theorem 3.2.1 through the recursive calls of the algorithms above is tedious. Instead, we derive a convolution lemma without a $\Sigma_3$ condition for the joint distribution of our discrete
gaussian convolutions on the simple lattice $\mathbb{Z}^n$.

First, we show the gaussian function $\rho_{\sqrt{\Sigma}}(\cdot)$ factors in a useful manner with respect to a Schur complement decomposition.

**Lemma 3.4.1** Let $\Sigma = \begin{bmatrix} A & B \\ B' & D \end{bmatrix} > 0$ be a positive definite with $A \in \mathbb{R}^{n \times n}$ and $D \in \mathbb{R}^{m \times m}$ and $\Sigma/D = A - BD^{-1}B'$ is $D$'s Schur complement, and let $x_1 \in \mathbb{R}^n$ and $x_2 \in \mathbb{R}^m$ be arbitrary. Then, the gaussian function $\rho_{\sqrt{\Sigma}}(x)$ factors as

$$\rho_{\sqrt{\Sigma}}(x) = \rho_{\sqrt{\Sigma/D}}(x_1 - BD^{-1}x_2) \cdot \rho_{\sqrt{D}}(x_2).$$

Proof: (Sketch) This is seen through defining the inverse of $\Sigma$ in terms of $\Sigma/D$ and writing out $\rho_{\sqrt{\Sigma}}(x)$ in terms of $\Sigma/D$. The matrix factorization

$$\Sigma = \begin{bmatrix} I & BD^{-1} \\ 0 & I \end{bmatrix} \begin{bmatrix} \Sigma/D & 0 \\ 0 & D \end{bmatrix} \begin{bmatrix} I & 0 \\ D^{-1}B' & I \end{bmatrix}$$

yields the formula for $\Sigma^{-1}$ needed to show the result. □

A consequence of the above lemma is that the gaussian sum $\rho_{\sqrt{\Sigma}}(\mathbb{Z}^{n+m})$ expands in terms of the gaussian functions $\rho_{\sqrt{D}}(\cdot)$ and $\rho_{\sqrt{\Sigma/D}}(\cdot)$,

$$\rho_{\sqrt{\Sigma}}(\mathbb{Z}^{n+m}) = \sum_{y_2 \in \mathbb{Z}^m} \rho_{\sqrt{D}}(y_2) \cdot \rho_{\sqrt{\Sigma/D}}(\mathbb{Z}^n - BD^{-1}y_2).$$

We will use the following lemma for the correctness proof. It states that if a discrete gaussian on the integer lattice is wide enough in its slimmest direction, then the lower dimensional discrete gaussians with covariance shaped with principal submatrices of the original are wide enough on their respective $\mathbb{Z}^{n'}$'s.

**Lemma 3.4.2** Let $\epsilon > 0$, $\Sigma > 0$ be a positive definite matrix in $\mathbb{R}^{n \times n}$, and let $I_0 \subset [n]$ be an arbitrary, non-empty subset. If $\Sigma \succeq \eta_\epsilon^2(\mathbb{Z}^n)$, then $\Sigma[I_0] \succeq \eta_\epsilon^2(\mathbb{Z}^{|I_0|})$ and $\Sigma/\bar{I}_0 \succeq \eta_\epsilon^2(\mathbb{Z}^{n-|I_0|})$ for any principal submatrix - Schur complement pair, $(\Sigma[I_0], \Sigma/\bar{I}_0)$, of $\Sigma$. 
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Proof: Note, a consequence of \( \Sigma \succeq \eta_2^2(\mathbb{Z}^n) \) is that \( \Sigma \)'s minimum eigenvalue, \( \lambda_{\min}(\Sigma) \), is greater than \( \eta_2^2(\mathbb{Z}^n) \). Let \( M := \Sigma[I_0] \in \mathbb{R}^{n_0 \times n_0} \) for \( n_0 = |I_0| \). \( M \) is diagonalizable so let \( M = Q' \Lambda Q \) be its diagonalization. Notice, we have the following inequality from the interlacing theorems which imply \( \lambda_{\min}(M) \geq \lambda_{\min}(\Sigma) \),

\[
x'Mx = x'Q' \Lambda Qx = y' \Lambda y = \sum_{i \in [n_0]} \lambda_i y_i^2 \geq \lambda_{\min}(\Sigma) \|y\|^2 = \lambda_{\min}(\Sigma) \|x\|^2.
\]

Next, we can bound the quantity \( \rho \sqrt{M^{-1}((\mathbb{Z}^{n_0})^*)} = \rho \sqrt{M^{-1}(\mathbb{Z}^{n_0})} \) by \( 1 + \varepsilon \):

\[
\rho \sqrt{M^{-1}(\mathbb{Z}^{n_0})} = \sum_{x \in \mathbb{Z}^{n_0}} e^{-\pi x'Mx} \leq \sum_{x \in \mathbb{Z}^{n_0}} e^{-\pi \lambda_{\min}(\Sigma) \|x\|^2} \leq \sum_{x \in \mathbb{Z}^n} e^{-\pi \lambda_{\min}(\Sigma) \|x\|^2} \leq 1 + \varepsilon.
\]

The jump from \( \mathbb{Z}^{n_0} \) to \( \mathbb{Z}^n \) comes from the relation \( \mathbb{Z}^{n_0} \subset \mathbb{Z}^n \). The proof for the Schur complement is identical. \( \square \)

Next, we state and prove our main convolution lemma.

**Lemma 3.4.3** For any real \( 0 < \varepsilon \leq 1/2 \), positive integers \( n, m \), vector \( c = (c_1, c_2) \in \mathbb{R}^{n+m} \), and positive definite matrix \( \Sigma = \begin{bmatrix} A & B \\ B' & D \end{bmatrix} \succeq \eta_2^2(\mathbb{Z}^{n+m}) \), \( A \in \mathbb{Z}^{n \times n} \), \( B \in \mathbb{Z}^{n \times m} \), and \( D \in \mathbb{Z}^{m \times m} \) (where \( \Sigma/D = A - BD^{-1}B' \) is the Schur complement of \( D \)) the random process

- \( x_2 \leftarrow D_{\mathbb{Z}^m, \sqrt{D} \cdot c_2} \)
- \( x_1 \leftarrow D_{\mathbb{Z}^{n+m}, \sqrt{\Sigma/D} \cdot c_1 + BD^{-1}x_2 - c_2} \)

produces a vector \( x = (x_1, x_2) \in \mathbb{Z}^{n+m} \) such that the Rényi divergence of order infinity of \( D_{\mathbb{Z}^{n+m}, \sqrt{\Sigma} \cdot c} \) from \( x \) is less than or equal to \( 1 + 4\varepsilon \).

**Proof:**
First, we write out the probability and use Lemma 3.4.1 to simplify the numerator. Let 
\( \mathbf{x}' = (x'_1, x'_2) \) below.

\[
\Pr[\mathbf{x}_1 = x'_1, \mathbf{x}_2 = x'_2] = \frac{\rho_{\sqrt{\mathbf{D}}} (\mathbf{x}'_1 - \mathbf{c}_1 - \mathbf{BD}^{-1}(\mathbf{x}'_2 - \mathbf{c}_2)) \cdot \rho_{\sqrt{\mathbf{D}}} (\mathbf{x}'_2 - \mathbf{c}_2)}{\rho_{\sqrt{\mathbf{D}}} (\mathbf{z}_n - \mathbf{c}_1 - \mathbf{BD}^{-1}(\mathbf{z}_2 - \mathbf{c}_2)) \cdot \rho_{\sqrt{\mathbf{D}}} (\mathbf{z}_m - \mathbf{c}_2)}
\]

Regarding the denominator, we use Lemma 3.4.2 to see that 
\( \Sigma / \mathbf{D} \succeq \eta_{\ell}^2(\mathbb{Z}^n) \) since \( \Sigma \succeq \eta_{\ell}^2(\mathbb{Z}^n + \mathbb{Z}^m) \). Now, we can use Lemma 3.2.3 for the first gaussian sum (dependent on \( \mathbf{x}'_2 \)) in the denominator to see,

\[
\Pr[\mathbf{x}_1 = x'_1, \mathbf{x}_2 = x'_2] \in \alpha \cdot D_{\mathbb{Z}^{n+m}, \sqrt{\Gamma}}(\mathbf{x}') \cdot \left[ \left( \frac{1 - \epsilon}{1 + \epsilon} \right), 1 \right]^{-1}
\]

where \( \alpha = \frac{\rho_{\sqrt{\mathbf{D}}} (\mathbf{z}_n - \mathbf{c}_1 - \mathbf{BD}^{-1}(\mathbf{y}_2 - \mathbf{c}_2))}{\rho_{\sqrt{\mathbf{D}}} (\mathbf{z}_n - \mathbf{c}_1 - \mathbf{BD}^{-1}(\mathbf{z}_2 - \mathbf{c}_2)) \cdot \rho_{\sqrt{\mathbf{D}}} (\mathbf{z}_m - \mathbf{c}_2)} \).

Next, we show \( \alpha \approx 1 \). Using Lemma 3.4.1 we expand

\[
\rho_{\sqrt{\mathbf{D}}} (\mathbf{z}_n + \mathbf{m} - \mathbf{c}) = \sum_{\mathbf{y}_2 \in \mathbb{Z}^m} \rho_{\sqrt{\mathbf{D}}} (\mathbf{y}_2 - \mathbf{c}_2) \cdot \rho_{\sqrt{\mathbf{D}}} (\mathbf{z}_n - \mathbf{c}_1 - \mathbf{BD}^{-1}(\mathbf{y}_2 - \mathbf{c}_2)).
\]

The sum \( \rho_{\sqrt{\mathbf{D}}} (\mathbf{z}_n - \mathbf{c}_1 - \mathbf{BD}^{-1}(\mathbf{y}_2 - \mathbf{c}_2)) \) is approximately \( \rho_{\sqrt{\mathbf{D}}} (\mathbf{z}_n) \) because \( \Sigma / \mathbf{D} \succeq \eta_{\ell}^2(\mathbb{Z}^n) \) as a consequence of Lemma 3.4.2 and \( \Sigma \succeq \eta_{\ell}^2(\mathbb{Z}^n + \mathbb{Z}^m) \). In other words,

\[
\rho_{\sqrt{\mathbf{D}}} (\mathbf{z}_n - \mathbf{c}_1 - \mathbf{BD}^{-1}(\mathbf{y}_2 - \mathbf{c}_2)) \in \left[ \frac{1 - \epsilon}{1 + \epsilon}, 1 \right] \cdot \rho_{\sqrt{\mathbf{D}}} (\mathbf{z}_n)
\]

and \( \alpha \in \left[ \left( \frac{1 - \epsilon}{1 + \epsilon} \right), 1 \right] \).

Finally, we have the approximation

\[
\Pr[\mathbf{x}_1 = x'_1, \mathbf{x}_2 = x'_2] \in \left[ \left( \frac{1 - \epsilon}{1 + \epsilon} \right), \left( \frac{1 + \epsilon}{1 - \epsilon} \right) \right] \cdot D_{\mathbb{Z}^{n+m}, \sqrt{\Gamma}}(\mathbf{x}').
\]
Given the restriction on $\varepsilon \in (0, 1/2]$, we have the relation we desire

$$\Pr[x_1 = x_1', x_2 = x_2'] \in [1 - 4\varepsilon, 1 + 4\varepsilon] \cdot D_{\mathbb{Z}/m, \sqrt{\Sigma}}(x').$$

Next, we bound the Rényi divergence of order infinity between the output of SAMPLEPZ and the desired distribution. We need to ensure each discrete gaussian convolution in the algorithm is non-degenerate. We do not analyze the statistical loss from the floating point computations. As shown in Lemma 3.4.3, we need $\Sigma/D \succeq \eta_2^2(\mathbb{Z}^n_0)$ and $D \succeq \eta_2^2(\mathbb{Z}^n_1)$ at each of the $n$ discrete gaussian convolutions. This is met through a simple condition on $\Sigma_p$ as hinted to in Lemma 3.4.2.

**Theorem 3.4.1** Let $0 < \varepsilon \leq 1/2$. If $\Sigma_p \succeq \eta_2^2(\mathbb{Z}^{n(2+\log q)})$, then SAMPLEPZ returns a perturbation with a Rényi divergence of order infinity $R_\infty(D_{\mathbb{Z}^{n(2+\log q)}}, \sqrt{\Sigma_p}) \| \text{SAMPLEPZ} \leq 1 + 12n\hat{\varepsilon}$.

**Proof:** Since each covariance given to SAMPLEFZ is a Schur complement or a principal submatrix of a Schur complement of $\Sigma_p$, Lemma 3.4.2 and the interlacing theorems (Theorem 2.1.1 and Theorem 2.1.2) imply the conditions for Lemma 3.4.3 are met. As there are $n - 1$ convolutions (inner nodes of a full binary tree of depth $\log n$), a quick induction argument shows the probability distribution of the output of SAMPLEPZ is in the interval $[(1 - 4\varepsilon)^{3(n-1)}, (1 + 4\varepsilon)^{3(n-1)}] \cdot D_{\mathbb{Z}^{n(2+\log q)}}, \sqrt{\Sigma_p}(x)$. Then, we have $R_\infty(D_{\mathbb{Z}^{n(2+\log q)}}, \sqrt{\Sigma_p}) \| \text{SAMPLEPZ} \leq (1 + 4\varepsilon)^{3(n-1)} \approx 1 + 12n\hat{\varepsilon}$.

For common parameters $\varepsilon = 2^{-128}$ and $n = 1024$, we have $1 - (1 + 4\varepsilon)^{3(n-1)} \approx 2^{-114}$. In summary, this shows the FFT-like recurrence in perturbation sampling the integer lattice with an algebraic covariance in power of two cyclotomic rings through repeated convolutions. The relative simplicity of the power of two case relies on the fact that matrix transpose corresponds to the conjugation field automorphism. Hermitian transpose corresponds to the conjugation automorphism in the general cyclotomic case. Therefore, we would use the canonical
embedding for efficient perturbation sampling in general cyclotomic rings, which we shown in the next subsection.

**Storage and Efficiency**

Recent results suggest double precision floating point numbers are enough to preserve security in lattice-based cryptosystems for commonly used parameters [74, 14], but one can use the lazy floating point techniques of [40] for SAMPLEZ and still yield a version of SAMPLEPZ that has quasi-linear time complexity on average if longer floating point precision is needed. This would involve tweaking SAMPLEFZ and SAMPLE2Z to record their path through the tree of recursions and pass the path to SAMPLEZ. Then, SAMPLEZ could re-compute its center and variance in high precision with access to previous samples and the trapdoor $\tilde{T}$.

SAMPLEFZ runs in time $\tilde{O}(n)$, and SAMPLEPZ runs in time $\tilde{O}(n \log q)$ as a result. Storage consists of storing the trapdoor $\tilde{T}$ which is $2n \log q$ small integers (less than $q$, $O(\log n)$ bits each), and the algorithm stores $4n$ floating point numbers for the input of SAMPLE2Z.

### 3.4.2 General Cyclotomic Rings

Here we sketch sampling methods for arbitrary cyclotomics. Both the techniques in the previous subsection and the techniques of [40, 72] apply to this setting as well. Let $n = \phi(n')$, $q$ be a positive integer, $\mathcal{O}_{n'} = \mathbb{Z}[x]/(\Phi_{n'}(x))$ be the $n'$-th cyclotomic ring with $\mathcal{K}_{n'}$ as the $n'$-th cyclotomic field over $\mathbb{Q}$, and let $\tilde{T} \in O_{n'}^{2 \times \log q}$ be a ring trapdoor matrix. Note, the ring $\mathcal{O}_{n'}$ is a lattice in the canonical embedding. Let $\text{rad}(n')$ be the product of all distinct prime divisors of $n'$. Define the diagonal matrix of a field element, $f \in \mathcal{K}_{n'}$, as $\Psi(f)_{i,i} = f(\zeta^i)$ where $\zeta$ is a complex primitive $n'$-th root of unity and each $i$ is a distinct element in the group of units modulo $n'$, $i \in \mathbb{Z}_{n'}^\ast$. This is the multiplication matrix of an element in the canonical embedding. Notice, $\Psi(f) = \Psi(f^*)$ since conjugation is an automorphism of all cyclotomic fields over $\mathbb{Q}$. We apply $\Psi(\cdot)$ element-wise to vectors and matrices over $\mathcal{K}_{n'}$. 
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Now, our goal is to efficiently sample the lattice $D_{\mathcal{O}_n^{2\log q}} \sqrt{\Sigma_p}$ where

$$
\Sigma_p = s^2 I - \alpha^2 \begin{bmatrix} \Psi(\bar{T}) & I \\ I \\ \Psi(\bar{T})^\dagger & I \end{bmatrix}
$$

and $\Psi(\bar{T})^\dagger$ is the Hermitian transpose of $\Psi(\bar{T})$. Notice, the Hermitian transpose of an element’s diagonal matrix results in the diagonal matrix of a different field element since complex conjugation is an automorphism of $\mathcal{K}_n'$. Sampling $D_{\mathcal{O}_n^{2\log q}} \sqrt{\Sigma_p}$ reduces to sampling discrete gaussians over $\mathbb{Z}$ in nearly the same steps as the previous subsection with $z = (\alpha^{-2} - s^{-2})^{-1}$:

1. Sampling $p \leftarrow D_{\mathcal{O}_n^{2\log q}} \sqrt{\Sigma_p}$ reduces to sampling $D_{\mathcal{O}_n^{2\log q}} \sqrt{\Sigma_{2 \times 2}}$ where

$$
\Sigma_{2 \times 2} = s^2 I - z \cdot \Psi(\bar{T}) \Psi(\bar{T})^\dagger = \begin{bmatrix} \Psi(a) & \Psi(b) \\ \Psi(b^*) & \Psi(d) \end{bmatrix}
$$

by first sampling $p_2 \leftarrow D_{\mathcal{O}_n^{\log q}} \sqrt{s^2 - \alpha^2}$, updating the randomized center $c := \frac{s^2 + \alpha^2}{s^2 - \alpha^2} \Psi(\bar{T}) p_2$, then sampling $p_1 \leftarrow D_{\mathcal{O}_n^{2\log q}, c, \sqrt{\Sigma_{2 \times 2}}}$.

2. Sampling $D_{\mathcal{O}_n^{2\log q}, e, \sqrt{\Sigma_{2 \times 2}}}$ reduces to sampling $D_{\mathcal{O}_n^{2\log q}, \sqrt{\Psi(f)}}$ for a positive definite field element $f$ by sampling $q_2 \leftarrow D_{\mathcal{O}_n^{2\log q}, \sqrt{\Psi(d)}}$, then by updating the center $c_1 := c_1 + \Psi(b^{-1}) (q_2 - c_2)$ and sampling $q_2 \leftarrow D_{\mathcal{O}_n^{2\log q}, c_2, \sqrt{\Psi(a - bd^{-1} b^*)}}$.

Similar to how SAMPLEPZ must sample $D_{\mathbb{Z}^{n \log q} \sqrt{s^2 - \alpha^2}}$, the first step above requires sampling the discrete gaussian $D_{\mathcal{O}_n^{2\log q}} \sqrt{\Sigma_p}$. This can be done in $O(\text{rad}(n')n' \log q)$ since spherical discrete gaussians over the ring $\mathcal{O}_n'$ can be sampled in time $O(\text{rad}(n')n')$ [65].

By using the randomized nearest plane algorithm to sample discrete gaussians on $\mathcal{O}_n'$ with diagonal covariances, sampling $p$ statistically close to $D_{\mathcal{O}_n^{2\log q}, \sqrt{\Sigma_p}}$ is $O(\text{rad}(n')n' \log q) + \tilde{O}(n \log q)$. Note, the randomized rounder of [40, 72] could be used to sample $D_{\mathcal{O}_n^{2\log q}, \sqrt{\Psi(f)}}$. We conclude on observing that the above holds for any number field which has complex conjugation.
as an automorphism, though might not be as efficient because the ring/lattice of interest may have no sparse basis in the canonical embedding.
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Chapter 4
The Lattice Gadget Toolkit

4.1 Introduction

The second chapter builds on the first chapter by optimizing all algorithmic tasks on power-of-b gadgets, as well as introducing an efficient class of gadgets geared towards the Chinese Remainder Transformation/Representation (CRT) of $\mathbb{Z}_q$ when $q = q_1 q_2 \cdots q_l$ for coprime $q_i$. These CRT gadgets are used in many advanced lattice-based cryptosystems where the modulus $q$ is often much larger than the native 64 bits in most modern hardware. In other words, we can pick each coprime factor $q_i$ as an integer just less than 64 bits and utilize the CRT isomorphism

$$\mathbb{Z}_q \cong \mathbb{Z}_{q_1} \times \mathbb{Z}_{q_2} \times \cdots \times \mathbb{Z}_{q_l}.$$ 

Gadgets

Gadgets in lattice-based cryptography are defined with the following two functions in mind. Both functions are parameterized by a matrix $A \in \mathbb{Z}_q^{n \times m}$ for $m \geq n \log q$. The first is the short-integer-solutions (SIS) [4] one-way function: $f_A(x) := Ax \mod q$ where $x$ is an integer vector with $l_2$ norm less than some parameter $\beta$. We usually set $\beta$ so the function has collisions ($\beta = \sqrt{m}$ for $x \in \{0, \pm 1\}^m$). And, we denote SIS “inversion” as $x \leftarrow A^{-1}(u)$ where $u \in \mathbb{Z}_q^n$ is given as an input and $x$ is any short integer vector satisfying $Ax \mod q = u \mod q$. Note that $A^{-1}(\cdot)$ is not a matrix, nor is it a proper function inversion, but it can be randomized. In fact, the gaussian sampling algorithm in the previous chapter is a discrete gaussian SIS inversion on a
fixed matrix $G \in \mathbb{Z}_q^{n \times m}$. Next, we define the LWE function [75] as $g_A(s, e) := s'A + e' \mod q$ where $s \in \mathbb{Z}_q^n$ and $e \in \mathbb{Z}^m$ has small entries. We will only care about parameter regimes where the LWE function is invertible (injective).

Loosely, a gadget $G \in \mathbb{Z}_q^{n \times m}$ is any matrix such that the SIS and LWE functions are easy to invert. The most commonly used gadgets are of the form $G := I_n \otimes g^t$ where $g^t = (1, b, \cdots, b^{k-1})$ and $k = \lceil \log_b(q) \rceil$. The case $b = 2$ corresponds to a bit decomposition for a deterministic SIS inversion, $g^{-1}(u) := x \in \{0, 1\}^k$ such that $g'x \mod q = u$.

These gadgets first appeared in lattice-based trapdoors [4, 12] as well as second generation FHE schemes [28] in the form of a bit-decomposition. Micciancio and Peikert gave an optimized lattice trapdoor scheme in [66] which reduces inverting the SIS and LWE functions on a (pseudo)random $A$ to inverting them on a fixed gadget $G$. Further, they were the first to rigorously analyze the gadget lattice, or “G-lattice,” $\Lambda_q^\perp(G) := \{x \in \mathbb{Z}^{nk} : Gx = \mathbf{0} \mod q\}$.

Alperin-Sheriff and Peikert [10] realized the potential for a simple, randomized bit-decomposition as $G^{-1}(\cdot)$. Note, here we are thinking of a much simpler subgaussian distribution than a discrete gaussian preferably avoiding the use of floating point numbers (only achieved when $q = b^k$ in [10]). Alperin-Sheriff and Peikert use subgaussian analysis [79] in order to rigorously analyze these randomized bit-decompositions.

Recently there has been an effort to introduce gadgets more compatible with the CRT representation of $\mathbb{Z}_q$ [53, 22]. Traditional power-of-b gadgets require one to convert to the large modulus $\mathbb{Z}_q$ before computing $G^{-1}(\cdot)$. The use of the large modulus here requires multi-precision numbers, nullifying the benefits of the CRT representation. Let us denote these CRT-compatible gadgets as $g^t_{CRT}$ or $G_{CRT}$. The gadgets presented in [53, 22] were only applicable in the specific setting where our modulus $q$ has small prime factors, also known as a smooth modulus. Restricting to smooth moduli is undesirable since implementations often use a modulus where each coprime factor is a prime around 64 bits. Moduli with this form allow the use of the “double-CRT” representation [45]. Of particular interest is performing a discrete gaussian or subgaussian $g^{-1}_{CRT}(\cdot)$ efficiently with only ever having to represent numbers in the CRT representation.
Contribution

Fix an integer $n > 0$ as our security parameter, an integer modulus $q > 0$, an integer base $0 < b \leq \sqrt{q}$. Note that we can have $b = q$, but then our power-of-b gadget will be trivial $g = (1), G = I_n$.

This chapter achieves the following on a power-of-b gadget $G$ for any modulus $q$:

- compute a subgaussian $g^{-1}(\cdot)$ with minimal distribution width, minimal randomness, and in linear time and space $O(k)$,
- decode the LWE function on $g^t$ in linear time $O(k)$ while maximizing the error tolerance $\|e\|_\infty$.

Previously, these tasks were only optimized when $q = b^k$ [66, 10].

Further, this chapter introduces a general set of CRT gadgets for a wide class of moduli $q = q_1 q_2 \cdots q_l$ that achieves the following:

- discrete gaussian and subgaussian inversion can be performed in linear time and in-parallel with a distribution width independent of modulus’ factors all while keeping arithmetic in the CRT representation,
- and perform LWE decoding in linear time in-parallel while keeping arithmetic in the CRT representation.

Mathematically, this efficiency is due to the structure of the CRT gadget’s G-lattice:

$$\Lambda_q^\perp (g_{CRT}^t) = \Lambda_q^\perp (g_1^t) \oplus \Lambda_q^\perp (g_2^t) \oplus \cdots \oplus \Lambda_q^\perp (g_l^t)$$

where each $g_i^t$ is a power-of-$b_i$ gadget chosen by the user with the requirement $b_i < q_i$. Therefore, we can choose each $b_i = 2$ in order to have a narrow distribution on the (CRT) G-lattice.

We note that this set of gadgets directly generalizes [22] since their gadgets correspond to $b_i = q_i$, or $g_i^t = (1)$, and they generalize the gadgets of [53] in spirit\(^1\).

\(^1\)The CRT gadgets of [53] correspond to a different isomorphism on $\mathbb{Z}_q$. The isomorphism in [53] is called the
**Technical details**

Our linear time and space subgaussian bit decomposition algorithm for power-of-\(b\) gadgets \(g^t\) follows the same algorithmic blueprint as our efficient discrete gaussian sampling algorithm from the previous chapter. That is, we use the G-lattice’s sparse, triangular basis factorization

\[
B_q = BD
\]

where \(B_q\) is a basis of the G-lattice \(\Lambda_q^\perp(g) = \mathcal{L}(B_q)\) and \(B, D\) are sparse, triangular matrices. Now our algorithm is analogous to the previous chapter’s solution:

1. sample a subgaussian distribution on the lattice generated on \(\mathcal{L}(D)\),
2. and use \(B\) as a linear transformation.

The first step is done by performing a “bent-coin” randomized version of Babai’s nearest plane algorithm [13]. We can sample a narrow distribution on \(\mathcal{L}(D)\) since \(D\) has small entries. With a careful use of arithmetic in this “bent-coin” nearest plane algorithm, we have an algorithm which avoids floating point numbers, samples a subgaussian distribution exactly, has a trade-off between randomness consumed and distribution width (more randomness needed for a tighter distribution), and uses \(O(k)\) time and space.

Our linear time and space LWE decoding algorithm is merely an exercise in lattice duality. The LWE decoding problem on \(g^t\) can be seen as the problem of decoding on the lattice

\[
\Lambda_q(g^t) = \{ x \in \mathbb{Z}^k : \exists s \in \mathbb{Z}_q \text{ s.t. } x = sg^t \mod q \} = \mathbb{Z}g^t + q\mathbb{Z}^k.
\]

This lattice is a scaled version of the G-lattice’s dual

\[
\Lambda_q(g^t) = q\Lambda_q^\perp(g^t)^*.
\]

*invariant factor decomposition.*
since for any $\mathbf{A} \in \mathbb{Z}_{q}^{n \times m}$ we have $\Lambda_{q}(\mathbf{A}) = q\Lambda_{q}^{\perp}(\mathbf{A})^{*}$ (where $\mathcal{L}^{*}$ denotes the dual lattice of $\mathcal{L}$). Therefore, the sparse basis factorization of our favorite basis for $\Lambda_{q}^{\perp}(\mathbf{g}^t)$

$$
\mathbf{B}_{q} = \mathbf{B}\mathbf{D}
$$
yields a triangular factorization for the dual

$$
\Lambda_{q}(\mathbf{g}^t) = \mathcal{L}(q\mathbf{B}_{q}^{-t}), \mathbf{B}_{q}^{-t} = \mathbf{B}^{-t}\mathbf{D}^{-t}.
$$

Luckily, the simple structure of $\mathbf{D}$ yields an efficient Babai’s nearest plane decoding to $\mathcal{L}(q\mathbf{D}^{-t})$.

Now the algorithmic blueprint should be clear:

1. given $\mathbf{y} = s\mathbf{g}^t + \mathbf{e}^t$ apply $\mathbf{B}'$ as a linear transformation,

2. then decode $\mathbf{B}'\mathbf{y}$ to $q\mathcal{L}(\mathbf{D}^{-t})$ in linear time.

The linear transformation $\mathbf{B}$ slightly increases the noise’s entry size, but this is overall a small price to pay. The result is a linear time and space power-of-b gadget decoding algorithm with error tolerance $\|\mathbf{e}\|_{\infty} \leq \frac{q}{2(b+1)}$.

Our family of CRT gadgets employ a simple algebraic trick: delegate the inverse CRT transformation to the gadget. The CRT isomorphism $\varphi : \mathbb{Z}_{q} \rightarrow \mathbb{Z}_{q1} \times \mathbb{Z}_{q2} \times \cdots \times \mathbb{Z}_{ql}$ has a simple form, $\varphi(x) = (x \mod q_1, \cdots, x \mod q_l)$, but its inverse is a little more complicated. In particular, it is of the form $\varphi^{-1}(x_1, \cdots, x_l) = \varphi^{-1}(\mathbf{x}) = \langle \alpha, \mathbf{x} \rangle$ where $\alpha = (\alpha_1, \cdots, \alpha_l)$ is a vector of integers with entries dependent on $q$’s factorization. Now, the CRT gadget is of the form

$$
\mathbf{g}^t_{CRT} = (\alpha_1\mathbf{g}^t_1, \cdots, \alpha_l\mathbf{g}^t_l).
$$

A few algebraic manipulations reveal an ideal $G$-lattice structure:

$$
\Lambda_{q}^{\perp}(\mathbf{g}^t_{CRT}) = \Lambda_{q}^{\perp}(\mathbf{g}^t_1) \oplus \Lambda_{q}^{\perp}(\mathbf{g}^t_2) \oplus \cdots \oplus \Lambda_{q}^{\perp}(\mathbf{g}^t_l).
$$
4.2 Background

We indicate numbers with lowercase letters, such as \( z \in \mathbb{Z} \), vectors as bold lowercase letters, \( z \in \mathbb{Z}^n \), and matrices as uppercase bold letters, \( M \in \mathbb{R}^{n \times n} \). The default norm used is the \( l_2 \) norm of a vector unless stated otherwise, though we will often use the max, or \( l_\infty \), norm. For a real number \( r \), denote \( \lceil r \rceil \) as the deterministic rounding function to a nearest integer of \( r \). Rounding a real vector is applied analogously, entry-wise. Many computations will be done over the integers modulo \( q \), \( \mathbb{Z}_q \). We view \( \mathbb{Z}_q \) through its balanced coset representatives in \( (-q/2, q/2] \) unless stated otherwise. For a positive integer base \( b \) and a non-negative integer \( u < b^k \), \( u \)’s \( b \)-ary decomposition is a vector \( [u]_b^k = (u_0, \cdots, u_{k-1}) \in \{0, \cdots, b-1\}^k \) and satisfies \( \sum_i b^i u_i = u \). When \( b = 2 \), this is simply \( u \)’s binary decomposition. Recall the Chinese Remainder Theorem for modular arithmetic. Let \( q \) be a positive integer with a prime factorization of \( q = p_1^{e_1} \cdots p_l^{e_l} = q_1 \cdots q_l \). Then by the Chinese Remainder Theorem (CRT), we have \( \mathbb{Z}_q \cong \mathbb{Z}_{q_1} \times \cdots \times \mathbb{Z}_{q_l} \). The isomorphism \( \phi(\cdot) \) is given by \( \phi(a) = (a \mod q_1, \cdots, a \mod q_l) \) and its inverse is \( \phi^{-1}(a_1, \cdots, a_l) = \sum_i (a_i) q_i^* \hat{q}_i \) where \( q_i^* := \frac{q}{q_i} \) and \( \hat{q}_i := (q_i^*)^{-1} \mod q_i \).

For a probability distribution \( \chi \), we denote \( e \leftarrow \chi \) to mean \( e \) is sampled from \( \chi \). When \( \chi \) is trivial (often over a number \( x \)), we will use \( e \leftarrow x \) to be variable assignment as well.

4.2.1 Subgaussian Random Variables

A random variable \( X \) over \( \mathbb{R} \) is subgaussian [65, 79] with parameter \( \alpha > 0 \) if its (scaled) moment generating function satisfies \( \mathbb{E}[\exp(2\pi t X)] \leq \exp(\pi \alpha^2 t^2) \) for all \( t \in \mathbb{R} \). Scaling a subgaussian \( X \) by any \( c \in \mathbb{R} \) to \( c \cdot X \) yields a subgaussian random variable with parameter \( |c| \alpha \). If \( X \) is subgaussian with parameter \( \alpha \), then its tails are dominated by a Gaussian parameterized by \( \alpha \), \( \Pr\{|X| \geq t\} \leq 2 \exp(-\pi t^2/\alpha^2) \). Any \( B \)-bounded centered (\( \mathbb{E}[X] = 0 \)) random variable \( X \) is subgaussian with parameter \( B \sqrt{2\pi} \). When \( X \) is subgaussian with parameter \( \alpha \) and \( Y \) conditioned on \( X \) taking any value is subgaussian with parameter \( \beta \), \( X + Y \) is subgaussian with parameter \( \sqrt{\alpha^2 + \beta^2} \). This property is called Pythagorean additivity. The proof of the following Lemma is
derived by expanding \( \mathbb{E}[\exp(2\pi t(X + Y))] \).

**Lemma 4.2.1** Let \( X, Y \) be discrete random variables over \( \mathbb{R} \) such that \( X \) is subgaussian with parameter \( \alpha \) and \( Y \) conditioned on \( X \) taking any value is subgaussian with parameter \( \beta \). Then, \( X + Y \) is subgaussian with parameter \( \sqrt{\alpha^2 + \beta^2} \).

**Proof:** Expanding the moment generating function gives the result:

\[
\mathbb{E}[\exp(2\pi t(X + Y))] = \sum_z \sum_{\chi} \Pr\{Y = z - \chi | X = \chi\} \Pr\{X = \chi\} \exp(2\pi t z)
\]
\[
= \sum_{\chi} \Pr\{X = \chi\} \exp(2\pi t \chi) \mathbb{E}[\exp(2\pi t Y) | X = \chi]
\]
\[
\leq \exp(\pi t^2 (\alpha^2 + \beta^2)).
\]

\(\square\)

A random vector \( \mathbf{x} \) over \( \mathbb{R}^n \) is *subgaussian* with parameter \( \alpha > 0 \) if \( \langle \mathbf{x}, \mathbf{u} \rangle \) is subgaussian with parameter \( \alpha \) for all unit vectors \( \mathbf{u} \). Using a similar calculation to the above, one can show that if each coefficient of a random vector is subgaussian with parameter \( \alpha \) conditioned on the previous coefficients taking any values, then the vector is subgaussian with parameter \( \alpha \). The slightly more general fact below is needed for our algorithms. Its proof is analogous to the proof of Lemma 4.2.1.

**Lemma 4.2.2** Let \( \mathbf{x} \) be a discrete random vector over \( \mathbb{R}^n \) such that each coordinate \( x_i \) is subgaussian with parameter \( \alpha_i \) given the previous coordinates take any values. Then, \( \mathbf{x} \) is a subgaussian vector with parameter \( \max_i\{\alpha_i\} \).
Proof: As before, we expand the moment generating function:

\[
\mathbb{E}[\exp(2\pi t \langle x, u \rangle)] = \sum_{\chi} \Pr\{x = (\chi_1, \cdots, \chi_n)\} \exp(2\pi t \langle \chi, u \rangle) \\
\leq \exp(\pi t^2 \sum_i \alpha_i^2 u_i^2) \\
\leq \exp(\pi t^2 \max_i \alpha_i^2 \|u\|^2).
\]

The jump to the inequalities skips the straightforward calculations (nearly the same calculations as in Lemma 4.2.1).

We emphasize this fact, for without it one is left with an unnecessary \(\sqrt{n}\) term in the subgaussian parameter of subgaussian vectors. Now, that the sum of independently generated random vectors \(x\) and \(y\) subgaussian with parameters \(\alpha\) and \(\beta\) is a subgaussian vector with parameter \(\sqrt{\alpha^2 + \beta^2}\) immediately follows.

A main algorithm presented in this chapter will rely on a linear transformation of a discrete subgaussian vector.

Lemma 4.2.3 (Simplified [65, Corollary 2.3]) Let \(x\) be a subgaussian random vector with parameter \(\alpha\) and let \(M\) be a linear transformation. Then, \(Mx\) is a subgaussian vector with parameter \(\alpha \lambda_{\max}(MM^t)^{1/2}\) where \(\lambda_{\max}(\cdot)\) is the largest eigenvalue.

4.2.2 q-ary Lattices

Throughout this chapter we will mostly be concerned with \(q\)-ary lattices. These are full-rank integer lattices with \(q \cdot \mathbb{Z}^k\) as a sublattice. Fix an integer \(q > 0\) to be used as a modulus and let \(m > w > n\). A matrix \(A \in \mathbb{Z}_q^{n \times m}\) is primitive if \(A\mathbb{Z}_q^m = \mathbb{Z}_q^n\). Given an \(A \in \mathbb{Z}_q^{n \times m}\), we define the following lattices: \(A_q^\perp(A) = \{z \in \mathbb{Z}^m : Az = 0 \mod q\}\), and \(A_q(A) = \{v \in \mathbb{Z}^m : \exists s \in \mathbb{Z}^n, v' = s'A \mod q\}\). These lattices satisfy the following duality relation: \(A_q^\perp(A)^* = q \cdot A_q(A)\). Further, the cosets of \(A_q^\perp(A), A_q^\perp(A) := \{z \in \mathbb{Z}^m : Az = u \mod q\}\), are in bijection with \(\mathbb{Z}_q^n\) when \(A\) is primitive. Let \(G\) be an arbitrary, primitive matrix over \(\mathbb{Z}_q\). The following sampling problem,
defined on the integer cosets of \( \Lambda_q^\perp(G) \), is needed for many advanced lattice crypto-schemes.

**Definition 4.2.1** For a primitive \( G \in \mathbb{Z}_q^{n \times w} \), the subgaussian decomposition problem with parameter \( \alpha \) for \( G \) is to sample vectors \( x \in \mathbb{Z}^w \) subgaussian with parameter \( \alpha \) such that \( u = Gx \mod q \) for arbitrary \( u \) given as input.

Another name for this problem is subgaussian sampling. A generic adaptation of Babai’s algorithm (analyzed in Section 4.4, called the subgaussian nearest plane algorithm) is used in [10] (AP14) to achieve subgaussian decomposition for a specific \( G \). In general, this generic algorithm runs in time \( O(k^2) \), and uses space \( O(k^3) \). Another, related problem is the discrete Gaussian sampling problem.

**Definition 4.2.2** For a primitive \( G \in \mathbb{Z}_q^{n \times w} \), the discrete Gaussian sampling problem with width \( s \) for \( G \) is to sample vectors \( x \in \mathbb{Z}^w \) distributed as \( D_{\mathbb{Z}^w} \), conditioned on \( Gx \mod q = u \) for arbitrary \( u \) given as input.

Efficient solutions with small \( s \) for commonly used \( G \)’s are given in [66, 42]. Both of the above sampling problems have polynomial time solutions using randomized versions of Babai’s algorithm. In addition, we will consider decoding the \( q \)-ary code defined by \( G \) for an arbitrary, primitive \( G \).

**Definition 4.2.3** For a primitive \( G \in \mathbb{Z}_q^{n \times w} \), the LWE decoding problem with tolerance \( \delta \) on \( G \) is to return \( s \) given \( s'G + e' \mod q \) for an error \( \|e\|_\infty < \delta \).

Specifically, we want to efficiently decode \( G \) while maximizing \( \delta \in [0, q/2) \). An efficient LWE decoding algorithm for a specific, commonly used \( G \) (\( b = 2 \) in the paragraph below) with tolerance \( q/4 \) is provided in [66].

A \( G \) commonly used in lattice-based schemes is defined as follows. Fix an integer \( b \in (1, q) \), known as the base, and let \( k = \lceil \log_b q \rceil \). The block-diagonal gadget matrix is \( G = I_n \otimes g' \) with blocks \( g' := (1, b, \cdots, b^{k-1}) \). A common basis for \( \Lambda_q^\perp(g') \) [42] \( S_q \) has a sparse, triangular factorization \( S_q = SD \) [42] (restated in Section 4.5.2 in this chapter).
4.3 Gadget Matrices

In order to guide our search for gadget matrices with efficient inversion and sampling algorithms, we give a simple general definition of gadget. The definition is modeled after the properties required by the digit decomposition problem, perhaps the simplest and most natural application of gadgets. But, as we will see, this simple characterization is enough to guarantee (theoretical) solutions to all problems that arise in the application of gadgets in lattice cryptography.

**Definition 4.3.1** For any finite additive group $A$, an $A$-gadget of size $w$ and quality $\beta$ is a vector $g \in A^w$ such that any group element $u \in A$ can be written as an integer combination $u = \sum_i g_i \cdot x_i$ where $x = (x_1, \ldots, x_w)$ has norm at most $\|x\| \leq \beta$.

We are primarily interested in gadgets for $A = \mathbb{Z}_q^n$, in which case the gadget is conveniently represented as a matrix $G \in \mathbb{Z}_q^{n \times w}$ such that for any $u \in \mathbb{Z}_q^n$ there is a vector $x \in \mathbb{Z}^w$ of length $\|x\| \leq \beta$ such that $Gx = u \pmod{q}$. We defined gadgets in terms of abstract groups to emphasize that the dimension $n$ and modulus $q$ should be thought of as part of the problem specification (typically mandated by the target application), while the $w$ and $\beta$ describe the size and quality of the solution. In particular, for any given $n$ and $q$, one may consider multiple gadgets achieving different values of $w$ and $\beta$. Naturally, smaller $w$ and $\beta$ are preferable, but as we will see there is a natural tradeoff between these two values, and one may increase $\beta$ in order to reduce $w$ and vice versa.

Before establishing a formal connection between the above definition and the notion of gadget informally defined in previous work, we make some important observations.

- The matrix $G$ is necessarily primitive, i.e., $G \mathbb{Z}_q^n = \mathbb{Z}_q^n$. Moreover, any primitive matrix is a $\mathbb{Z}_q^n$-gadget for a sufficiently large $\beta = \max_u \min\{\|x\| : Gx = u \pmod{q}\}$.

- If $g \in \mathbb{Z}^k$ is a $\mathbb{Z}_q$-gadget of quality $\beta$, then $G = I \otimes g' \in \mathbb{Z}_q^{n \times w}$ is a $\mathbb{Z}_q^n$-gadget of size $w = kn$ and quality $\sqrt{n} \beta$. 
All definitions and constructions are easily adapted to ideal lattices (as used in the Ring-SIS and Ring-LWE problems) simply by considering “structured gadgets” of the form $G \otimes [\alpha_1, \ldots, \alpha_n]$ where $[\alpha_1, \ldots, \alpha_n]$ is an appropriate $\mathbb{Z}$-basis of the underlying ring.

Based on the above observations, constructions may focus on the case $n = 1$, i.e., gadget vectors $g \in \mathbb{Z}_q^w$, and then extend the solution to larger $n$ (and possibly to the ring setting) using general techniques. In fact, this is how larger gadgets are built in all applications we are aware of. However, all the results in this section hold for arbitrary matrices, not necessarily with this tensor structure. So, for the sake of generality, we use matrix notation.

In order to justify our abstract definition of gadget, we show that it guarantees all other properties of gadgets used by lattice cryptography: it maps the gaussian distribution to an almost uniform vector $G \cdot s \approx \mathbb{Z}_q^n$ (as needed by the trapdoor generation algorithm of [66]), and it supports efficient algorithms to invert the LWE function $g_G(x, e)$, for discrete gaussian sampling on $f_G^{-1}(u)$, and for subgassian decomposition with respect to $G$. All these properties are proved by bounding the relevant parameters of the lattice $\Lambda_q^{1/\gamma}(G)$ defined by $G$.

**Theorem 4.3.1** For any gadget matrix $G \in \mathbb{Z}_q^{n \times w}$ of quality $\beta$, the lattice $L = \Lambda_q^{1/\gamma}(G)$ has a basis $S$ with orthogonalized length $\|\tilde{S}\| \leq 2\beta + \sqrt{w}$, successive minima $\lambda_1(L), \ldots, \lambda_w(L) \leq 2\beta + \sqrt{w}$ and smoothing parameter $\eta(L) \leq (2\beta + \sqrt{w})\omega(\sqrt{\log n})$.

**Proof:** We first bound the covering radius $\mu(L)$. Let $x \in \mathbb{R}^w$ be arbitrary, and let $y = \lfloor x \rfloor$ be a nearest point in $\mathbb{Z}^w$ to $x$. There exists some integer vector $z$ of norm at most $\beta$ such that $Gz = -Gy \mod q$. Therefore, the vector $y + z$ is in $\Lambda_q^{1/\gamma}(G)$ and is at distance at most $\beta + \sqrt{w}/2$ from $x$ by two applications of the triangle inequality.

The other bounds immediately follow from general relations (satisfied by any lattice) $\lambda_w(L) \leq 2\mu(L)$ and $\eta(L) \leq \lambda_n(L)\omega(\sqrt{\log n})$. Finally, any lattice has a basis with orthogonalized length $\|\tilde{S}\| \leq \lambda_w(L)$. \qed

Note, the proof and theorem easily generalizes to any finite abelian group. Using
the bound on the smoothing parameter, and the short (orthogonalized) basis \( S \in \mathbb{Z}^{w \times w} \), we immediately get the following applications.

**Corollary 4.3.1** For any gadget matrix \( G \in \mathbb{Z}_q^{n \times w} \) of quality \( \beta \) and \( s \geq (2\beta + \sqrt{w}) \sqrt{\omega(\log n)} \), the distribution \( G D_{\mathbb{Z},s}^w \) is statistically close to the uniform distribution over \( \mathbb{Z}_q^n \). Moreover, there are polynomial-time algorithms for the following problems:

- **Discrete Gaussian Sampling** for the function \( f_G(x) = Gx \pmod{q} \) and input distribution \( D_{\mathbb{Z},s}^w \) with \( s \geq (2\beta + \sqrt{w}) \sqrt{\omega(\log n)} \).
- **Subgaussian Decomposition** w.r.t \( G \) with parameter \( s \geq (2\beta + \sqrt{w}) \cdot \sqrt{2\pi} \).
- **LWE decoding** of \( g_G(s, e) \) for any \( s \in \mathbb{Z}_q^n \) and \( \|e\|_\infty \leq q/2 \cdot (2\beta + \sqrt{w}) \).

We remark that the general solutions provided by this corollary are of theoretical interest, and not suitable for practice. They are provided here only as a general feasibility result, in order to identify classes of good gadget matrices. The rest of the paper is dedicated to showing that by carefully choosing the gadget vector \( g \), one can obtain constructions and algorithms that are not only theoretically efficient, but also easy to implement and extremely fast.

### 4.4 Subgaussian Nearest Plane

Now we describe the subgaussian nearest plane algorithm, \( SG_{NP}(B, t) \), used in throughout this chapter. It is a randomized version of Babai’s algorithm (Theorem 2.2.1), and it was first used in a theoretical sense by Alperin-Sheriff and Peikert [10]. The algorithm takes as input a target \( t \in \mathbb{R}^n \), a lattice basis \( B \), and its GSO. It returns a lattice point \( x \) that is randomly chosen so that \( x - t \) is a subgaussian vector. The subgaussian parameter, as we will see, is \( \max_i \|\tilde{b}_i\| \).

Let \( B_k^* \) be the GSO of the basis \( B_k \). As in the nearest plane algorithm, we partition the lattice \( \mathcal{L}(B_k) \) into parallel planes \( \mathcal{L}(B_k) = \bigcup_{i \in \mathbb{Z}} (\mathcal{L}(B_{k-1}) + i \cdot b_k) \), but here we randomly round to the plane \( j \) or \( j - 1 \), the planes between which the target lies, with a probability which depends
on the target’s distance from the nearest plane instead of directly rounding. In more detail, given an input vector \( t \), we perform the following: First project the target orthogonally onto the span of \( b_k^* \) and store the coefficient \( t \leftarrow \langle t, b_k^* \rangle / \|b_k^*\|^2 \). If \( t \in \mathbb{Z} \), set \( c \leftarrow t \). Otherwise, pick \( c \leftarrow \lfloor t \rfloor + 1 \) with probability \( t \mod 1 \) and \( c \leftarrow \lfloor t \rfloor \) otherwise. Finally, return \( c \cdot b_k + \text{SG}_{NP}(B_{k-1}, t - c \cdot b_k) \).

The following lemma is easily proved by induction through expanding the expectation and the definition of the GSO.

**Lemma 4.4.1** The expected value of \( \text{SG}_{NP}(B_k, t) \) is \( t \) projected to \( \text{span}(B_k) \).

**Proof:** We prove this by induction on the dimension. For the base case, let the basis and target be \( b, t \in \mathbb{R} \), respectively. Let \( p = t/b \mod 1 \) (or equivalently \( t/b - \lfloor t/b \rfloor \)). Then the expectation of \( \text{SG}_{NP}(b, t) \) is

\[
\mathbb{E}[\text{SG}_{NP}(b, t)] = b[[t/b](1 - p) + (\lfloor t/b \rfloor + 1)p] = b(t/b) = t.
\]

For the inductive step, we assume \( \mathbb{E}[\text{SG}_{NP}(B_{k-1}, t)] = \text{span}_{B_{k-1}}(t) \). The coefficient \( c \)'s expectation is \( c' := \langle t, b_k^* \rangle / \|b_k^*\|^2 \) via the same computation as the base case. The law of iterated expectation gives us

\[
\mathbb{E}[\text{SG}_{NP}(B_k, t)] = c'b_k + \sum_{i=1}^{k-1} \frac{\langle t - c'b_k, b_i^* \rangle}{\|b_i^*\|^2} b_i^*.
\]

The result follows from the definition of the GSO. \( \square \)

To see \( \text{SG}_{NP}(B_k, t) - t \) is subgaussian, we view the space in the basis generated by \( B_k^* \). Since the coefficients of the output vector in this basis are chosen independently and by the definition of the GSO, \( \text{SG}_{NP}(B_k, t) - t \) is a subgaussian vector with parameter \( \max_i \|b_i^*\| \).

**Lemma 4.4.2** \( \text{SG}_{NP}(B_k, t) - t \) is a subgaussian vector with parameter \( \max_i \|b_i^*\| \).

**Proof:** The result is seen through expressing \( \text{SG}_{NP}(B_k, t) - t \) in the GSO basis \( B_k^* \). Each coordinate \( c_i \) (coefficient of \( b_i^* \)) is subgaussian with parameter \( \sqrt{2\pi} \) and is independent of the
previous coordinates. As in Lemma 4.4.1’s proof, the result follows from the definition of the GSO.

\[ \square \]

### 4.5 Subgaussian Gadget Decomposition

In this section we present our main algorithms for the problem of subgaussian gadget decomposition using the gadget matrix \( G = I_n \otimes g' \). Since this decomposition \( G^{-1}(u) = (g^{-1}(u_i))_{i=1}^n \) can be computed one component at a time (even in-parallel!) we restrict our attention to efficiently computing the subgaussian function \( g^{-1} : \mathbb{Z}_q \rightarrow \mathbb{Z}^k \) in the one-dimensional case, i.e., for \( n = 1 \).

The gadgets and algorithms in this section are parametrized by a “base” integer \( b \), which we consider as fixed throughout the section, but can be used to achieve different efficiency/quality trade-offs. We distinguish two cases, depending on whether the modulus is a power \( q = b^k \) of the base \( b \), or an arbitrary integer \( q < b^k \). In either case, no assumption is made about the factorization of the modulus \( q \). Later in this chapter we will extend the gadgets and algorithms from this section to provide optimized treatment of large moduli with useful co-prime factorization \( q = \prod_i q_i \), where the input \( u \in \mathbb{Z}_q \) is given in CRT form \((u \mod q_1, \ldots, u \mod q_l)\).

All algorithms in this section use the same gadget \( g' := (1, b, \ldots, b^{k-1}) \), for \( k = \lceil \log_b q \rceil \), but with different subgaussian decomposition procedures depending on the whether \( q \) is a power of \( b \). Notice that \( g' \) is a \( \mathbb{Z}_q \)-gadget of size \( k \) and quality \( \beta = \sqrt{k} (b/2) \).

The main result of this section is summarized in the following theorem².

**Theorem 4.5.1** For any integer base \( b > 1 \), integer modulus \( q > 1 \), \( k = \lceil \log_b q \rceil \) and gadget \( g' = [1, b, \ldots, b^{k-1}] \), there is a subgaussian decomposition algorithm \( g^{-1} \) as follows:

- If \( q = b^k \), the algorithm runs in linear \( O(k) \) time (and space), uses \( \log_2 q \) random bits, and achieves subgaussian parameter at most \((b - 1) \sqrt{2\pi} \).

²This theorem is most relevant when \( q \) is a relatively small modulus (say \( q < 2^{64} \)), so that arithmetic operations modulo \( q \) can be performed with unit cost. For larger moduli, the theorem will be used as a building block for a more complex algorithm using RNS/CRT representation for the elements of \( \mathbb{Z}_q \).
If \( q \neq b^k \), the algorithm runs in linear \( O(k) \) time (and space), uses at most \( k \log_2 q \) random bits, and achieves subgaussian parameter at most \( (b + 1)\sqrt{2\pi} \).

Notice how the generic solution obtained by applying Theorem 4.3.1 to our gadget \( g \) only implies a polynomial time inversion algorithm with subgaussian parameter \( (b + 1)\sqrt{2k\pi} \), and quadratic \( O(k^2) \) time complexity (after a cubic time \( O(k^3) \) preprocessing). Depending on implementation details, this generic solution would also require the use of high precision floating point numbers\(^3\) and a substantial amount of randomness for high precision sampling. By contrast, the solution described in Theorem 4.5.1 is much more efficient (linear time and space, with no need for preprocessing) and also achieves a smaller subgaussian parameter by a factor of \( \sqrt{k} \). Moreover, our specialized algorithms use a relatively small (almost optimal) number of random bits, and can be implemented without the need for high-precision floating-point arithmetic.

A proof of Theorem 4.5.1 is given by the algorithms presented and analyzed in the next two subsections for the two separate cases \( q = b^k \) and \( q < b^k \).

### 4.5.1 Power-of-Base Case

Here we consider the subgaussian decomposition problem for the gadget

\[
g = (1, b, \ldots, b^{k-1})
\]

when \( q = b^k \), and the input is given as a positive coset representative \( u \in \{0, 1, \ldots, q - 1\} \). Conceptually, our solution to this problem is just a specialized/optimized version of the randomized-rounding variant of Babai’s nearest plane algorithm [13, 10]. The general algorithm uses the Gram-Schmidt orthogonalization of a basis for the lattice \( \Lambda_{\frac{1}{q}}(g^t) \) associated to the gadget \( g \). The optimization is based on the observation (from [66]) that for our gadget \( g \) and modulus \( q = b^k \),

\[^3\text{For a general integer basis } B, \text{ the GSO can have numbers with denominators as large as } \prod \|b_i\|^2.\]
the lattice $\Lambda_q(g')$ has a very simple basis $S$, and an even simpler GSO $\tilde{S}$:

$$S = \begin{pmatrix} b & \cdots & \cdots & b \\ -1 & \ddots & \ddots & \ddots \\ \vdots & \ddots & \ddots & \ddots \\ -1 & \ddots & \ddots & b \\ \end{pmatrix}, \quad \tilde{S} = b \cdot I.$$ 

Using this special structure, there is no need to explicitly compute and store the GSO, and the randomized-rounding nearest-plane algorithm can be implemented in linear time and space $O(k)$. The specialized algorithm is best illustrated when $b = 2$, in which case it computes a randomized “bit” decomposition of $u$ as follows:

1. For $i = 0, \cdots, k - 1$:
   
   (a) if $u$ is even, then set $x_i \leftarrow 0$,
   
   (b) if $u$ is odd, then choose $x_i \leftarrow \{-1, +1\}$ uniformly at random

   Update $u \leftarrow (u - x_i)/2$.

2. Return $x = (x_0, x_1, \cdots, x_{k-1})$.

This is essentially the same as the standard (deterministic) bit decomposition algorithm, except that when the bit is 1, we use a random $\pm 1$ digit. Since $\pm 1$ have the same parity modulo 2, the algorithm works as expected, with the only difference that now each digit is a zero-mean random variable, and the final output is subgaussian with parameter $\sqrt{2\pi}$.

We can modify this algorithm to an arbitrary base $b$ as follows. Let $y := u \mod b \in \{0, \cdots, b - 1\}$ for an input $u \in \mathbb{Z}_q$. Then, at each step, we pick the coset representative (of $u$ with respect to $\mathbb{Z}_b$) with expectation 0 from the set $\{y - b, y\}$. The resulting algorithm is given in Figure 9. One can verify that this is the subgaussian nearest plane algorithm applied to the lattice $\mathcal{L}(S) = \Lambda_q(g')$, so the correctness of the algorithm is straightforward. Efficiency is also easily
Algorithm 9: $g^{-1}(u)$ for $q = b^k$.

\begin{verbatim}
Input: $u \in \{0, 1, \ldots, q-1\}$
Output: subgaussian $x \in \Lambda_{\mathbb{Z}}(g')$ with parameter $(b-1)\sqrt{2\pi}$
1     Let $x \leftarrow 0$
2     for $i \leftarrow 0, \ldots, k-1$ do
3         Let $y \leftarrow u \mod b \in \{0, \ldots, b-1\}$.
4         if $y = 0$ then
5             $x_i \leftarrow 0$.
6         else
7             with probability $y/b$, $x_i \leftarrow y - b$, and $x_i \leftarrow y$ otherwise.
8         $u \leftarrow (u - x_i)/b$.
9     return $x$
\end{verbatim}

analyzed by inspection. Notice that the algorithm is randomness efficient as it needs only one random number in $\mathbb{Z}_b$ for every iteration, for a total of $k \cdot \log_2(b) = \log_2(q)$ random bits.

We remark that a similar algorithm is analyzed in [9], though with a loose bound on its subgaussian parameter (there is an unnecessary $\sqrt{k}$ factor in their subgaussian analysis). This section’s main contribution is how to generalize the algorithm to arbitrary modulus $q$, as described in the next subsection.

4.5.2 Arbitrary Modulus, Arbitrary Base

Unfortunately, the (randomized) nearest plane algorithm $\Lambda_{\mathbb{Z}}(g')$ does not specialize well when the modulus $q$ is not a power of $b$. The reason is that, while we can still use the same gadget $g = (1, b, \ldots, b^{k-1})$, the corresponding lattice $\Lambda_{\mathbb{Z}}(g')$ has a slightly different basis $S_q$ whose GSO is not diagonal, and not sparse. Our solution uses a technique developed in [42] for the discrete Gaussian sampling problem. Specifically, we use the fact that $S_q$ admits a sparse,
triangular factorization

$$S_q = \begin{pmatrix} b & q_0 \\ -1 & \vdots \\ \vdots & b & q_{k-2} \\ -1 & q_{k-1} \end{pmatrix} = \begin{pmatrix} b \\ -1 \\ \vdots \\ -1 & b \\ 1 & d_{k-2} \end{pmatrix} = SD \quad (4.1)$$

where \((q_0, \ldots, q_{k-1})\) are the (base \(b\)) digits of \(q\), and the last column of \(D\) is defined by the simple recurrence \(d_i = d_{i-1} + q_i / b\) with initial condition \(d_{-1} = 0\). (Note that \(b^{i+1}d_i \equiv q \mod b^{i+1} \in \{0, \ldots, b^{i+1} - 1\}\).)

Then, on input \(u \in \{0, 1, \ldots, q - 1\}\), we proceed as follows:

1. Compute an arbitrary element \(u \in \mathbb{Z}^k\) of the lattice coset \(\Lambda_u^\perp(g^t)\), for example \(u = (u, 0, \ldots, 0)\).

2. Map \(u\) to \(t = S^{-1}u\) by solving a sparse system of linear equations \(St = u \pmod q\).

3. Pick a subgaussian sample from the lattice coset \(\mathcal{L}(D) + t\).

4. Apply the (sparse) linear transformation \(S\) to the sample, to obtain a subgaussian sample from \(\Lambda_u^\perp(g^t)\).

Here the (randomized) nearest plane algorithm admits a simple and efficient specialization because it is applied to a basis, \(D\), which has a diagonal GSO. The linear transformations \(S^{-1}\) and \(S\) can also be computed in linear time because \(S\) is sparse and triangular. As a result, the algorithm runs in linear time \(O(k)\) and does not require any pre-processing. Finally, we get an output with subgaussian parameter \((b + 1) \sqrt{2\pi}\) since \(S\) has small spectral norm.

The actual algorithm is given in Algorithm 10. The algorithm directly implements the outline given above, but it is specialized/optimized to avoid the explicit computation of the sparse matrices \(S, D\), and to use only integer numbers (avoids floating point numbers). Details about the correctness and analysis of the algorithm are provided in the rest of this section.
Algorithm 10: $g^{-1}(u)$

**Input:** $u \in \{0, 1, \cdots, q-1\}$

**Output:** subgaussian $x \in \Lambda^+_u(g^p)$ with parameter $(b+1)\sqrt{2\pi}$

1. Let $u \leftarrow \lfloor u \rfloor^k_b, x, y \leftarrow 0$
2. $x \leftarrow 0, q \leftarrow [q]^k_b$.
3. set $x_{k-1} \leftarrow 0$ with probability $(q-u)/q$ and $x_{k-1} \leftarrow -1$ otherwise.
4. for $i = k-2, \cdots, 0$ do
   5. \quad $u \leftarrow u - u_{i+1}b^{i+1}, q \leftarrow q - q_{i+1}b^{i+1}$.
   6. \quad Let $c \leftarrow -(u + x_{k-1}q)$.
   7. \quad if $c < 0$ then
      8. \quad \quad $p \leftarrow (c + b^{i+1}), z \leftarrow -1$.
   9. \quad else
      10. \quad \quad $p \leftarrow c, z \leftarrow 0$.
   11. \quad set $x_i \leftarrow z + 1$ with probability $p/b^{i+1}$ and $x_i \leftarrow z$ otherwise.
12. for $i \in \{0, \cdots, k-2\}$ do
13. \quad $y_i \leftarrow b \cdot x_i - x_{i-1} + x_{k-1} \cdot q_i + u_i$.
14. $y_{k-1} \leftarrow -x_{k-2} + x_{k-1} \cdot q_{k-1} + u_{k-1}$.
15. return $y$.

**Lemma 4.5.1** The first loop of Algorithm 10 performs the subgaussian nearest plane algorithm on the lattice generated by $D$ around target $t := -S^{-1}[u]^k_b$.

**Proof:** Let $d$ be the last column of $D$. The last entry of $t$ is $t_{k-1} = -u/b^k$ and the last entry of $d$ is $d_{k-1} = q/b^k$. Therefore, we are randomly rounding $x_{k-1}$ around the center $\langle t, d \rangle / \|d\|^2 = -u/q \in (-1, 0]$.

For the remainder of the loop, we note that $t = -S^{-1} \cdot u$ has entries $t_i = -(\sum_{j=0}^i u_j \cdot b^j)/b^{i+1}$, represented by the recurrence relation $t_i = t_{i-1} + u_i / b$, $t_0 = -u_0 / b$. This matches the recurrence relation for $d$, $d_i = (\sum_{j=0}^i q_j \cdot b^j)/b^{i+1}$ since $d = S^{-1}[q]^k_b$, so we can compute the remaining centers for the nearest plane algorithm by these recurrences. Specifically, we are performing a randomized rounding around the centers $c_i = t_i - x_{k-1}d_i = -(\sum_{j=0}^i u_j \cdot b^j + x_{k-1} \cdot \sum_{j=0}^i q_j \cdot b^j)/b^{i+1} \in (-1, 1)$. These centers are stored as $c$ in the pseudocode. The variable $z$ represents the two parallel planes (copies of $\mathcal{L}'([d_1, \cdots, d_{i-1}])$ shifted by integer multiples of $d_i$) separated by $d_i$. The lemma follows. \qed
By storing $d = S^{-1}[q]_b^k$ in-advance, one can change the code to sample the first $k - 1$ coordinates of $x$ in parallel since $\mathcal{L}'(d_0, \cdots, d_{k-2}) = \mathbb{Z}^{k-1} \oplus \{0\}$. The proof of Theorem 4.5.1 follows below.

**Proof:** For the case $q = b^k$, Algorithm 9 returns a subgaussian sample $x \in \Lambda_{\tilde{u}}^+(g')$ with parameter $(b - 1)\sqrt{2\pi}$ in time and space $O(\log_b q)$ while consuming $\log_2(q)$ of random bits by inspection, and Lemma 4.2.2.

Alternatively, let $q \neq b^k$. Now by Lemma 4.5.1, $x$ after the first loop is so that $Dx$ is the output of subgaussian nearest plane algorithm on $D$ centered around $-S^{-1}u$. By Lemma 4.2.3, $S_qx + u$ is a subgaussian vector with parameter $\sqrt{\lambda_{\text{max}}(S \cdot S')}\sqrt{2\pi}$, where $\lambda_{\text{max}}(S \cdot S')$ is the maximum eigenvalue of $S \cdot S'$. A routine calculation for $S \cdot S'$’s entries and the Geršgorin Circle Theorem (Theorem 2.1.3) imply $\lambda_{\text{max}}(S \cdot S') \leq (b + 1)^2$. Since during each iteration in the first loop we draw a random number in $\mathbb{Z}_{b^i}$ to represent $p$, the algorithm consumes exactly $\log_2 b(1 + 2 + \cdots + k) = \log_2 b \cdot (k^2 + k)/2$ random bits. \qed

### 4.6 Gadget Decoding

Here we discuss our main algorithm for the problem of *LWE gadget decoding*, defined in this chapter’s introduction, on the gadget matrix $G = I_n \otimes g'$ with entries in $\mathbb{Z}_q$, for an arbitrary modulus $q$. Given a $v' = s'G + e' \in \mathbb{Z}_q^{nk}$ as input, we can break the vector into $n$ components of length $k$, then decode (in-parallel) each component with respect to $g'$. Therefore, we focus on decoding $g'$ as a gadget for $\mathbb{Z}_q$.

Our algorithm and its respective gadgets are parameterized by an integer “base” $b$. We consider $b$ as fixed in this section, though varying $b$ for a fixed modulus $q$ yields efficiency/quality trade-offs for these gadgets. Later in this chapter, we present a CRT gadget that can be used to efficiently decode an input given in CRT form.

Let $k = \lceil \log_b q \rceil$ and the gadget be $g' = (1, b, \cdots, b^{k-1})$. The vector $g'$ is a size $k$ gadget of quality $(b/2)\sqrt{k}$ for $\mathbb{Z}_q$. The results in this section are summarized in the following theorem.
Theorem 4.6.1 For every modulus $q$, and gadget $g' = (1, b, \cdots, b^{k-1})$, there is a time and space $O(k)$ algorithm decoding $g'$ with tolerance $q/2(b+1)$.

A proof of Theorem 4.6.1 is given by the algorithm presented in this section. Note, Theorem 4.3.1 implies a polynomial time decoding algorithm for $g'$ with error tolerance $\|e\|_\infty \leq q/2\sqrt{k}(b+1)$. Our decoding algorithm is more efficient and has a higher error tolerance by a factor $\sqrt{k}$ than the general gadgets decoding guarantee given by Theorem 4.3.1.

An optimized, linear time and space $O(k)$, decoding algorithm is given in [66] for the case $q = b^k$. The reason for this algorithm’s efficiency is that the commonly used basis for $\Lambda_{b^k}(g')$ results in a linear time nearest plane algorithm. In more detail, a basis for $\Lambda_{b^k}(g')$ in this case is the triangular matrix $B_{b^k} = b^k \cdot S^{-t}$, where $S$ is the commonly used basis for $\Lambda_{b^k}(g')$ presented in the preliminaries, and this basis has a GSO of $(q/b) \cdot I$.

However, the simple decoding idea presented in [66] fails when $q \neq b^k$. Because $\Lambda_q(g')$’s commonly used basis has a dense GSO, Babai’s nearest plane algorithm takes time $O(k^2)$ and space $O(k^3)$ when naively applied on $\Lambda_{b^k}(g')$.

Efficient Decoding Algorithm

The intuition for our algorithm is best initially viewed through the case when $q = b^k$. Given an input $v$, another way to decode the lattice $\Lambda_{b^k}(g')$ is to use $S'$ as a linear transformation, decode $S'v$ to the lattice $b^k \cdot \mathbb{Z}^k$ with the nearest plane algorithm, then map the nearest point in $b^k \cdot \mathbb{Z}^k$ back to $\Lambda_{b^k}(g')$. This leads to a slightly stronger condition on the noise vector $e$ since we now need $S'e \in \mathcal{P}_{1/2}(q \cdot I)$, which is satisfied if $\|e\|_\infty < q/2(b+1)$. Though there is no need to do this given the algorithm in [66], this is essentially what we will do in the case when $q \neq b^k$.

Overview

The overview of our efficient decoding algorithm for an arbitrary modulus is as follows. First recall the sparse, triangular factorization of $\Lambda_{b^k}(g')$’s commonly used basis given in the preliminaries, $S_q = SD$. The duality relation for q-ary lattices, $\Lambda_q(g') = q \cdot \Lambda_{b^k}(g')^*$, dictates that a basis for $\Lambda_q(g')$ is $q \cdot S^{-t} = S^{-t} (q \cdot D^{-t})$. Luckily, the matrix $D^{-t}$ is sparse with a diagonal
Algorithm 11: DECODEG(v, b, [q]^b)

Input: v ∈ Z^k, b, and q = [q]^b.
Output: s ∈ Z_q where v = sg' + e' as long as ||e'||_∞ < q/2(b + 1).

1. for i ← 0, · · · , k − 2 do
2.   vi ← bv_i − v_{i+1}.
3. v_{k−1} ← b · v_{k−1}.
4. Let x ← 0 and reg ← 0.
5. for i ← 0, · · · , k − 2 do
6.   x_i ← ∨v_i/q and reg ← reg/b + bk−1 · qi.
7.   v_{k−1} ← v_{k−1} + x_i · reg.
8. x_{k−1} ← ∨v_{k−1}/bk.
9. Let s ← x_{k−1} and reg ← 0.
10. for i ← k − 2, · · · , 0 do
11.   reg ← b · reg + qi+1.
12.   s ← s + x_i · reg
13. return s mod q.

GSO, and P_{1/2}(q · D−t) ⊇ P_{1/2}(q · I) (meaning we can decode as long as ||e'||_∞ < q/2(b + 1)).

Therefore, we can decode g' by the following.

1. Given v, first apply S' as a linear transformation.

2. Then, decode the vector S'v to the lattice generated by qD−t using the nearest plane algorithm.

Both steps can be computed in linear time and space, O(k), given the sparsity of S and qD−t, and qD−t’s diagonal GSO.

The pseudocode for our algorithm is shown in DECODEG. In short, the algorithm has three components, where each is represented by a loop in the pseudocode. These components are to first compute the linear transformation on the input v ← S'v, then to run the nearest plane algorithm on the lattice generated by q · D−t, and finally to return s represented as the first entry of the nearest lattice point in Λ_q(g') modulo q. The proof of Theorem 4.6.1 follows from Lemmas 4.6.1 and 4.6.2 below.
**Lemma 4.6.1** The second loop in \( \text{DECODEG} \) is an instantiation of Babai’s nearest plane algorithm on the lattice \( q \cdot D^{-t} \) given target \( S'v \), running in time and space \( O(k) \).

**Proof:** Recall the structure of \( D \) from the previous chapter, \( D = [M|d] \) where \( M' = [I_{k-1}|0] \) and \( d \) has entries \( d_i = (q \mod b^{i+1})/b^{i+1} \), with \( q \mod b^{i+1} \in \{0,1,\ldots,b^{i+1} - 1\} \). Then, it follows that \( qD^{-t} \) has a similar triangular, sparse structure. This is given by
\[
\begin{pmatrix}
 qI_{k-1} & 0 \\
 c' & b^k
\end{pmatrix}
\]
and the vector \( c \in \mathbb{Z}^{k-1} \) has entries 
\[
 c_i = -b^{k-1-i} \cdot (q_0 + bq_1 + \cdots + b^iq_i) = -b^{k-1-i} \cdot (q \mod b^{i+1}) \in [-q,0].
\]
Further, the entries of \( c \) satisfy the recurrence relation 
\[
 -c_i = \frac{c_{i-1}}{b} + b^{k-1}q_i 
\]
with the initial condition 
\[
 -c_0 = b^{k-1}q_0. 
\]
The variable \( \text{reg} \) in \( \text{DECODEG} \) stores \( c_i \), and it is updated using the recurrence relation for \( c \). The vector \( x \) in the pseudocode stores the coefficients of the nearest lattice point expressed in the basis \( qD^{-t} \). The Lemma follows by inspection. \( \square \)

**Lemma 4.6.2** The last loop in \( \text{DECODEG} \) computes \( s \mod q \) in time and space \( O(k) \).

**Proof:** Represent the first row of \( B = S^{-t}qD^{-t} \) as \( h \), and note \( \langle h, x \rangle = s \mod q \). A careful analysis of \( qD^{-t} \) and \( S^{-t} \) gives us an expression for \( h \)’s entries: 
\[
 h_i = q_{i+1} + bq_{i+2} + \cdots + b^{k-i-2}q_{k-1} = \frac{a-(q \mod b^{i+1})}{b^{i+1}} 
\]
for \( i \in \{0,1,\ldots,k-2\} \) and \( h_{k-1} = 1 \). All but the last entry of \( h \) satisfy the recurrence relation 
\[
 h_i = q_{i+1} + b \cdot h_{i+1} \text{ for } i \in \{0,\ldots,k-2\}, \text{ with an initial value of } q_{k-1} \text{ (which is not the actual value of } h \text{'s last entry)}. \text{ We use this recurrence relation to compute } h \text{'s entries one at a time in the last loop, stored in the variable reg. The Lemma follows by inspection.} \quad \square
\]

### 4.7 Gadgets for the CRT Representation

Many applications of lattice gadgets require a large modulus that, for secure and functional sets of parameters, surpasses the native 64-bit integer arithmetic in a modern machine’s hardware. One common method to circumvent the use of multi-precision numbers is to pick a
modulus of the form \( q = \prod q_i \) with each \( q_i \) less than 64 bits. Then, one can store an element \( u \in \mathbb{Z}_q \) as its Chinese Remainder representation (CRT form\(^4\)) as \((u \mod q_1, \ldots, u \mod q_l)\) and perform computations via the Chinese Remainder Theorem, utilizing the ring isomorphism \( \mathbb{Z}_q \cong \mathbb{Z}_{q_1} \times \cdots \times \mathbb{Z}_{q_l} \). Simple forms of the gadget matrix (e.g., power of two matrix) are not compatible with this representation because the binary digits of a number cannot be easily recovered from the CRT components without a costly reconstruction phase involving large numbers modulo \( q \).

In this section, we discuss a gadget for the CRT form. As usual, the gadget admits a compact (implicit) representation, and does not need to be computed and stored explicitly. Most importantly, the gadget allows us to use the algorithms in Sections 4.5 and 4.6 in order to perform subgaussian decomposition, discrete Gaussian sampling, and LWE gadget decoding all given input represented in CRT form. This has several theoretical and practical advantages: (1) the algorithms can be directly used by efficient applications that already store their numbers in CRT form, (2) our algorithms can be easily parallelized as they operate on each CRT component independently, (3) all algorithms only require arithmetic on small numbers (at most \( \max_i q_i \)) even if the modulus \( q = \prod_i q_i \) may be very big. (Efficient solutions to Discrete Gaussian Sampling for the individual moduli \( q_i \), as needed by our CRT DGS algorithm, are given in [66, 42].) We remark that a balanced, deterministic digit decomposition is provided in [38, 71], and an LWE decoding algorithm for a CRT/RNS hybrid gadget for general rings is given in the library’s code\(^5\) (without an analysis). Our results are summarized in the following theorem. We emphasize the analysis below assumes integer operations, including reductions modulo \( q_i \), are done in constant time. This is because our algorithms are best implemented when each \( q_i \) is less than 64 bits, avoiding the use of multi-precision numbers.

**Theorem 4.7.1** Let \( q \) have factorization \( q = \prod_{i=1}^l q_i \) into coprime factors \( \{q_i\} \), \((b_i)_{i=1}^l \) be an \( l \)-tuple of bases with \( b_i < q_i \) for all \( i \), and let \( k = \sum k_i \) where \( k_i = \lceil \log_{b_i} q_i \rceil \). There exists a

\(^4\)This is also known as the residue number system (RNS) in previous works.

\(^5\)https://github.com/cpeikert/Lol/blob/master/lol/Crypto/Lol/Gadget.hs
Algorithm 12: Sampling in CRT form.

**Input:** \((u_1, \cdots, u_l)\)

**Output:** \(g^{-1}_{CRT}(u_1, \cdots, u_l)\).

1. for \(i \in \{1, \cdots, l\} \) do
   2. \(x_i \leftarrow g^{-1}_{i}(u_i)\).
3. return \(x = (x_1, \cdots, x_l)\).

Algorithm 13: Decoding in CRT form.

**Input:** \(v^t = s \cdot g_{CRT} + e \mod q\)

**Output:** \((s_1, \cdots, s_l)\).

1. Let \(v = (v_1, \cdots, v_l)\) for each \(v_i \in \mathbb{Z}_{q_i}^{k_i}\).
2. for \(i \in \{1, \cdots, l\} \) do
   3. \(s_i \leftarrow \text{DECODE}_{CRT}(v_i)\).
4. return \((s_1, \cdots, s_l)\).

Figure 4.1. Pseudocode for the parallel algorithms given in Theorem 4.7.1. We let \(g^{-1}_{i}(\cdot)\) denote either the subgaussian decomposition algorithm given in Section 4.5 or a discrete Gaussian sampler.

gadget, \(g_{CRT}^t\), for \(\mathbb{Z}_q\) of size \(k\) and quality \(\max_i b_i/2\). Further, the gadget satisfies the following properties:

- **Subgaussian decomposition can be performed in-parallel with \(l\) processors, each using time and space \(O(k_i)\), consuming less than \(k_i \log_2 q_i\) random bits (\(O(\log_2(q_i))\) random bits if \(q_i = b_i^{k_i}\)) and with parameter at most \((\max_i(b_i)+1)\sqrt{2\pi}\).**

- **For any \(\varepsilon > 0\), discrete Gaussian sampling can be performed in-parallel with \(l\) processors, each in time and space \(O(k_i)\) with width \(s \geq O(b_j^{1.5})\eta_\varepsilon(\mathbb{Z}_{\hat{q}_j}^{k_j})\) for index \(j\) maximizing \(\sqrt{2b_j}(b_j+1) \cdot \eta_\varepsilon(\mathbb{Z}_{\hat{q}_j}^{k_j})\).**

- **\(g_{CRT}^t\) is decodable in-parallel with \(l\) processors in time and space \(O(k_i)\) with tolerance \(q/2(\max_i(b_i)+1)\).**

As expected, each processor gets slightly more efficient whenever \(q_i = b_i^{k_i}\). The algorithms are represented in Figure 4.1.

**The CRT Gadget**

For each coprime factor \(q_i\), fix the base-\(b_i\) gadget vector as \(g_i^t := (1, b_i, \cdots, b_i^{k_i-1})\) where \(k_i = \lceil \log_{b_i}(q_i) \rceil\). Let \(k = \sum_i k_i\), \(q^*_i = q/q_i\), and \(\hat{q}_i = (q^*_i)^{-1} \mod q_i\). Consider the gadget vector, which we call the **general CRT gadget**, \(g_{CRT}^t = (q_1^* \hat{q}_1 \cdot g_1^t, \cdots, q_l^* \hat{q}_l \cdot g_l^t) \mod q \in \mathbb{Z}_q^{1 \times k}\). This is
Proof: For the inclusion $\supseteq$, let $x_i \in \Lambda_{q_i}^+ (g_i^{t})$ be arbitrary with $x = (x_1, \ldots, x_l)$ as their concatenation. Then, $\langle x_i, g_i^{t} \rangle = aq_i \in q_i \cdot \mathbb{Z}$ and $\langle x, g_{CRT} \rangle \mod q = \sum_{i=1}^{l} q_i a_i \langle x_i, g_i \rangle \mod q = 0 + \cdots + 0 \mod q$. We prove the converse by inducting on $l$, the number of $q$’s coprime factors. The base case is routine. Now consider $x = (x_1, \ldots, x_l) \in \Lambda_{q}^+ (g_{CRT}^{t})$ with $x_i \in \Lambda_{q_i}^+ (g_i^{t})$ for $i = 0, \ldots, l - 1$ and $x_l \in \mathbb{Z}^{k_l}$. By the inductive hypothesis, $\langle x, g_{CRT} \rangle \mod q = q_i a_i \hat{q}_i \langle x_i, g_i \rangle \mod q_i = 0 \mod q_i$. Viewing this equation in $\mathbb{Z}$ and dividing both sides by $q_i^*$ implies $\hat{q}_i \cdot \langle x_i, g_i \rangle \mod q_i = 0$. Finally, we conclude $\langle x_i, g_i \rangle \mod q_i = 0$ since $\hat{q}_i$ is a multiplicative unit in $\mathbb{Z}_{q_i}$.

\section{Decoding the CRT Gadget}

Here we show how the efficient gadget decoding algorithm from Section 4.6 adapts to the general CRT gadget described in Section 4.7. Recall the decomposition of $g^t$’s lattice,
\( \Lambda_q^\perp (g') = \Lambda_{q_1}^\perp (g'_1) \oplus \cdots \oplus \Lambda_{q_l}^\perp (g'_l) = \mathcal{L}(S_{q_1}) \oplus \cdots \oplus \mathcal{L}(S_{q_l}). \) The duality relation for \( q \)-ary lattices yields \( \Lambda_q^\perp (g') = q \cdot (\Lambda_q^\perp (g'))^* = q \cdot ((\bigoplus_i \mathcal{L}(S_{q_i}^{-1}D_{q_i}^{-1})) = (\bigoplus_i \mathcal{L}(S_{q_i}^{-1}q_i^* \cdot (q_i \cdot D_{q_i}^{-1}))). \)

Now we have a clear way to decode the general CRT gadget. First, break the input into \( l \) blocks, \( v' = sg' + e' \mod q = (v'_1, \cdots, v'_l) \) where \( v'_i = s \cdot q_i^* \hat{q}_i g'_i + e'_i \mod q \). Then, we compute the following. First, transform \( v_i \) to \( S_{q_i} v_i \). Then, decode \( S_{q_i} v_i \) to the lattice \( q_i^* (q_i D_{q_i}^{-1}) \). Finally, return \( s \mod q_i \). The pseudocode is given as the algorithm \( \text{DECODERCRT} \). Another change is that we store the vector \( c \) in memory. Recall, \( c \) has \( k-2 \) entries of the form \( c_j = -b_i^{k_i-1-j} (q_i \mod b_i^j) \). Note that the correctness condition of our algorithm is still \( ||e'||_\infty < q/2 (\max_i (b_i) + 1) \).

**Decoding in CRT Form**

Here we describe how \( \text{DECODERCRT} \) can decode \( v = sg + e \) where the input is given in its CRT representation. The ideas sketched here follow from [55]. The linear transformation \( v \rightarrow S^t v \) is easily computed given the CRT form of \( v \). Really, we are only concerned with divisions and integer rounding. In the second loop, note that \( x_j \leftarrow \lfloor v_j/q \rfloor = \lceil \sum_{o=1}^l [(v \mod q_o) \cdot (\hat{q}_o/q_o)] \rceil \). Next we consider the line \( x_{k-1} \leftarrow \lfloor (v_{k-1} + (c, x_0^{k-2}))/ (q_0^* b_i^{k_i}) \rfloor \). First, note that \( v_{k-1}/(b_i^{k_i}) = b_i^{-k_i} \cdot \sum_{o=1}^l (v_{k-1} \mod q_o) \cdot \hat{q}_o (q_i/q_o) \). This should be a small number in nearly all practical instantiations. Lastly, we note that we return \( s \) in CRT form, but we can alter the algorithm to return \( s \in (-q/2, q/2) \) via a simple change. The \( s \) computed in the last loop is actually \( s \cdot q_i^* \hat{q}_i \). So, we can remove the \( \mod q_i \) in the return statement and sum up the output from the \( l \) parallel processors, \( \sum_i (s \cdot q_i^* \hat{q}_i) = s \cdot \sum_i (q_i^* \hat{q}_i) = s \cdot 1 \mod q \).

### 4.8 Toolkit Implementation and Its Application

#### 4.8.1 Software Implementation

We implemented most of the algorithms presented in this work in PALISADE [73], a modular open-source lattice cryptography library that includes ring-based implementations of homomorphic encryption, proxy re-encryption, identity-based encryption, attribute-based encryption, and other lattice schemes. More concretely, we added a new lattice gadget toolkit
module to PALISADE that implements the following algorithms:

- Subgaussian gadget decomposition (Algorithm 10) for arbitrary moduli and gadget bases.
- Efficient gadget in CRT representation, enabling both trapdoor sampling and subgaussian gadget decomposition in the CRT representation.
- Subgaussian gadget decomposition for cyclotomic rings both in positional and CRT number systems, which wraps around Algorithm 10.

The toolkit module complements/improves the lattice gadget algorithms previously added to PALISADE, such as trapdoor sampling for cyclotomic rings proposed in [42] and implemented in [52, 37]. The full lattice gadget capability will be included in the next major public release of PALISADE.

### 4.8.2 Optimized Variant of Key-Policy Attribute-Based Encryption

We use the lattice gadget toolkit algorithms to build and implement a full RNS/CRT variant of the short-secret Key-Policy Attribute-Based Encryption (KP-ABE) scheme originally proposed in [19] and implemented for cyclotomic rings in [39]. The KP-ABE scheme is a complex cryptographic primitive that can be used for attribute-based access control applications, as well as a building block for audit log encryption, targeted broadcast encryption, predicate encryption, functional encryption, and some forms of program obfuscation [19, 49].

**Overview**

ABE is a public key cryptography primitive that enables the decryption of a ciphertext by a user only if a specific access policy (defined over \( \ell \) attributes) is satisfied. In the key-policy scenario, a message is encrypted using the attribute values as public keys, and a specific access policy is typically defined afterwards. When the access policy becomes known, a secret key for the policy is generated (using trapdoor sampling in our KP-ABE scheme), and the ciphertexts
and public keys are homomorphically evaluated over the policy circuit (using a GSW-type homomorphic multiplication in our KP-ABE scheme).

The short-secret KP-ABE scheme is a tuple of functions, namely Setup, Encrypt, EvalPK, KeyGen, EvalCT, and Decrypt, whose definitions are:

- **Setup**(\(1^\lambda, \ell\)) → \{MPK, MSK\}: Given a security parameter \(\lambda\) and the number of attributes \(\ell\), a trusted private key generator (PKG) generates a master public key MPK and a master secret key MSK. MPK contains the ABE public parameters while MSK includes the trapdoor that is used by PKG to generate secret keys for access policies.

- **Encrypt**(\(\mu, x, MPK\)) → C: Using MPK and attribute values \(x \in \{0, 1\}^\ell\), sender encrypts the message \(\mu\) and outputs the ciphertext C.

- **EvalPK**(MPK, x, f) → PK\(_f\): Homomorphically evaluate MPK over a policy (Boolean circuit) \(f : \{0, 1\}^\ell \rightarrow \{0, 1\}\) to generate a public key PK\(_f\) for the policy \(f\).

- **KeyGen**(MSK, MPK, PK\(_f\)) → SK\(_f\): Given MSK, MPK and policy-specific PK\(_f\), PKG generates the secret key SK\(_f\) corresponding to \(f\). PKG sends SK\(_f\) to the receiver that is authorized to decrypt ciphertexts encrypted under \(f\).

- **EvalCT**(C, x, f) → C\(_f\): Homomorphically evaluate C over the policy \(f\) to generate the ciphertext C\(_f\).

- **Decrypt**(C\(_f\), SK\(_f\)) → \(\bar{\mu}\): Given the homomorphically computed ciphertext C\(_f\) and corresponding secret key SK\(_f\), find \(\bar{\mu}\), which is the same as the original message \(\mu\) if the receiver has the secret key matching the policy \(f\).

The most computationally expensive operations are EvalPK and EvalCT, which homomorphically evaluate a circuit of depth \(\lceil \log_2 \ell \rceil\) using the GSW homomorphic multiplication approach. At each level of a Boolean circuit composed of NAND gates (which are used for benchmark evaluation in [39]), the algorithms compute matrix products \(B_2G^{-1}(-B_i)\) and
\((G^{-1}(-C_i))^TC_{2i}\) for public keys and ciphertexts, respectively. Here, \(B_i \in R_q^{1 \times m}\), \(C_i \in R_q^m\), \(R_q = \mathbb{Z}_q[\bar{x}] / \langle x^n + 1 \rangle\), and \(m = \lceil \log_b q \rceil + 2\) (the latter corresponds to the Ring-LWE trapdoor construction). Note that that the gadget \(G\) is extended in this case to \(m\) by adding two zero entries to the decomposed digits.

The work [39] presents a CPU implementation of the ring variant of the KP-ABE scheme along with an efficient GPU implementation for policy evaluation and encryption. The CPU implementation was done for a binary gadget base and used the conversion from CRT to the positional number system for digit decomposition both in trapdoor sampling and gadget decomposition. To avoid the linear noise growth \(O(nm)\) in gadget decomposition, the authors used a balanced digit decomposition, namely the binary non-adjacent form (NAF), that replaces digits in \((0,1)\) with a zero-centered representation in \((-1,0,1)\). Although this approach allows one to achieve a heuristic growth close to \(O(\sqrt{nm})\) in the case of the KP-ABE scheme, the noise properties depend on the randomness of the input, i.e., this approach is deterministic.

The CPU runtimes for policy evaluation and encryption operations in [39] were far from practical (the CPU results only for \(\ell\) up to 8 are presented), and hence the authors developed an efficient GPU implementation for these operations.

For detailed algorithms of the KP-ABE scheme, the reader is referred to [39].

**Our Optimizations**

We present a full CRT/RNS ring variant of the KP-ABE scheme that leverages the lattice gadget toolkit to significantly (by more than one order of magnitude) speed up the policy evaluation operations. In particular, our implementation includes the following optimizations as compared to [39]:

- The subgaussian gadget decomposition in CRT representation to minimize the noise growth instead of the NAF decomposition with the conversion from CRT representation to positional system. This provides a theoretical guarantee of the square-root noise growth. To achieve the repeatability of randomized decomposition in EVALPK and EVALCT, we
use the same seed for the random operations in subgaussian gadget decomposition. The seed is treated as part of the master public key.

- The CRT variant of trapdoor sampling using the gadget decomposition technique discussed in this paper in contrast to the multiprecision digit decomposition in [39].

- The RNS/CRT scaling proposed in [54] for decryption in contrast to the multiprecision scaling.

- Increased gadget base $b$ (both in trapdoor and subgaussian gadget decomposition) instead of the binary base.

Parameter Selection

As the correctness constraint in [39] was derived for the classical binary-base gadget decomposition, we provide here a modified version incorporating the effect of a larger gadget base for the case of subgaussian gadget decomposition:

\[ q > 4C_1 s \sigma \sqrt{mn} (b \sqrt{mn})^d, \]

where $C_1 = 128$, $s = C \cdot \sigma^2 (b + 1) \cdot (\sqrt{n \log q} + \sqrt{2n} + 4.7)$, $C = 1.8$, $\sigma \approx 4.578$, and $d = \lceil \log_2 \ell \rceil$. Here, $C$ and $C_1$ are empirical parameters chosen the same way as in [39].

The differences compared to [39] are the $b$ factor in the exponentiation base (as the digits vary between $-b$ and $b$ in subgaussian gadget decomposition) and a $(b+1)$ factor in the expression for $s$ (contributed by Gaussian sampling; see [42, 37] for a more detailed discussion of the Gaussian distribution parameter for arbitrary gadget bases).

4.9 Experimental Results

We ran the experiments in PALISADE version 1.2, which includes NTL version 10.5.0 and GMP version 6.1.2. The evaluation environment was a commodity desktop computer system
Figure 4.2. Runtime baseline of subgaussian sampling rate for native uniformly random integers (w.r.t a 60-bit modulus). When $b = 2^r$, the modulo reduction in digit decomposition is performed by simple bit shifting. When $b$ is arbitrary, the slower hardware modulo operation is used.

with an Intel Core i7-3770 CPU with 4 cores rated at 3.40GHz and 16GB of memory, running Linux CentOS 7. The compiler was g++ (GCC) 5.3.1.

4.9.1 Subgaussian Gadget Decomposition

The experiments described in this section were all performed in the single-threaded mode. The goal of these results is to provide the performance baselines for subgaussian gadget decomposition, demonstrate the benefits of the efficient gadget in CRT representation, and illustrate the effect of subgaussian sampling on the noise growth in GSW-type products.

Figure 4.2 shows the dependence of subgaussian gadget decomposition rate (per decomposed integer) on the gadget base for native (64-bit) integers. The results are shown both for a power-of-two base, which supports fast modulo reduction by bit shifting, and an arbitrary base, which requires a division-based modulo operation on x86 architectures. In our implementation, the native arithmetic is a building block for performing operations in CRT representation for
Figure 4.3. Comparison of sampling rates for CRT and multiprecision (MP) variants of subgaussian gadget decomposition for ring elements with 4096 coefficients and 60-bit CRT moduli at \( r = \lceil \log_2 b \rceil = 20 \).

integers that are larger than 60 bits, and, therefore, these results can be used to estimate the runtimes for larger CRT-represented integers. Figure 4.2 illustrates that the sampling rate increases in a discrete manner as we raise the gadget base because the number of digits is determined by \( \lceil 60 / \log_2 b \rceil \). The runtime is dominated by the randomized operations (as the difference between a power-of-two-base and arbitrary-base scenarios is relatively small), thus limiting the advantages of choosing the faster power-of-two bases. This suggests that a CRT representation in terms of powers of primes, where the primes are used as the residue bases, might be preferred in some instances (where an efficient implementation of arithmetic over prime powers is available) over power-of-two bases.

Figure 4.3 illustrates the benefits of using the efficient gadget in CRT representation when working with cyclotomic rings. The conversion from CRT representation to the positional system followed by digit decomposition w.r.t a large modulus slows down subgaussian gadget decomposition rate by almost one order of magnitude. We also observe that the difference in
Figure 4.4. Noise growth for GSW-type multiplication in the ring-based KP-ABE variant ($k = 180$, $n = 1024$, $b = 2$). The base in the exponentiation is $(mn)^\beta$, where $m = k + 2 = 182$ and $\beta$ describes the rate of noise growth. The slope of the linear interpolation is $\beta \log_2(mn)$.

performance between a power-of-two base and an arbitrary base is relatively small for both cases.

Figure 4.4 demonstrates the differences in the noise growth of GSW-type products using the subgaussian and classical binary gadget decomposition methods. For this experiment, we generated an error vector in $R^m$ and iteratively multiplied it by $G^{-1}(U_i)$, where $U_i$ is a vector of uniformly random ring elements in $R^m_q$ at level $i$. We applied the tree multiplication approach (rather than a sequential evaluation in a right-associative manner, which reduces the noise when dealing with a chained product of fresh encryptions in GSW [30, 10]) to emulate the noise growth in evaluating a Boolean policy circuit in the KP-ABE scheme. We considered both the cases when the same $U$ was used at all levels (correlated ciphertexts) and different $U_i$ at each level. The results were approximately the same for both scenarios because the classical gadget decomposition matrix is centered at 0.5 (see [39] for a more detailed discussion of the classical gadget decomposition case).

Figure 4.4 suggests that the noise growth in the subgaussian gadget decomposition case
Table 4.1. Comparison of performance results for our KP-ABE variant (in bold) vs. the implementation in [39] (in parentheses). $EVALCT^* = EVALPK + EVALCT$ corresponds to the scenario when the policy evaluation of public keys and ciphertexts is done at the same time.

<table>
<thead>
<tr>
<th>$\ell$</th>
<th>$k$</th>
<th>$\log_2 n$</th>
<th>$r$</th>
<th>KEYGEN [ms]</th>
<th>ENCRYPT [ms]</th>
<th>EVALCT* [s]</th>
<th>EVALPK [s]</th>
<th>DECRYPT [s]</th>
<th>RAM [MB]</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>50 (44)</td>
<td>11 (11)</td>
<td>5 (1)</td>
<td>40 (126)</td>
<td>7 (33)</td>
<td>0.023 (0.44)</td>
<td>0.021 (0.42)</td>
<td>1.8 (3.0)</td>
<td>19 (58.5)</td>
</tr>
<tr>
<td>4</td>
<td>100 (52)</td>
<td>12 (12)</td>
<td>20 (1)</td>
<td>64 (143)</td>
<td>15 (57)</td>
<td>0.072 (1.76)</td>
<td>0.064 (1.68)</td>
<td>3.9 (3.5)</td>
<td>36.4 (86.3)</td>
</tr>
<tr>
<td>8</td>
<td>120 (60)</td>
<td>13 (13)</td>
<td>15 (1)</td>
<td>151 (317)</td>
<td>56 (222)</td>
<td>0.59 (10.8)</td>
<td>0.53 (10.4)</td>
<td>8.9 (7.7)</td>
<td>94.1 (255)</td>
</tr>
<tr>
<td>16</td>
<td>180 (70)</td>
<td>13 (13)</td>
<td>20 (1)</td>
<td>177 (419)</td>
<td>157 (1,483)</td>
<td>1.68 (429)</td>
<td>1.48 (427)</td>
<td>11.5 (18.1)</td>
<td>230 (2,867)</td>
</tr>
<tr>
<td>32</td>
<td>180</td>
<td>13</td>
<td>15</td>
<td>206</td>
<td>414</td>
<td>5.67</td>
<td>5.0</td>
<td>13.46</td>
<td>508</td>
</tr>
<tr>
<td>64</td>
<td>204</td>
<td>13</td>
<td>17</td>
<td>226</td>
<td>1,052</td>
<td>13.1</td>
<td>11.2</td>
<td>16.39</td>
<td>1,229</td>
</tr>
<tr>
<td>128</td>
<td>300</td>
<td>14</td>
<td>25</td>
<td>568</td>
<td>6,454</td>
<td>98.3</td>
<td>85.5</td>
<td>45.43</td>
<td>7,024</td>
</tr>
</tbody>
</table>

has a square-root dependence on $mn$ ($\beta \approx 0.5$) while the classical gadget decomposition approach results in almost linear noise growth ($\beta \approx 0.9$). Note that the intercept is lower for classical gadget decomposition because the infinity norm of digits is 1 (only 0 or 1 are possible) vs. 2 in the case of subgaussian decomposition (the allowed integer values are in the range from -2 to 2). However, this advantage does not propagate to the second level of the circuit as the square-root dependence of subgaussian gadget decomposition already plays a more dominant role here.

### 4.9.2 Key-Policy Attribute-Based Encryption

Table 4.1 shows the performance results for our implementation along with the corresponding results for the implementation in [39]. The first three rows for the results in [39] were obtained using native (64-bit) integer arithmetic and the last row used a multiprecision backend in PALISADE based on NTL/GMP. The experiments were run for 4 threads on a commodity desktop system, i.e., Intel Core i7-3770 CPU with 4 cores at 3.40GHz and 16GB of memory running CentOS 7. Both variants were implemented in PALISADE v1.2.

To choose the ring dimension $n$ for both implementations, we ran the LWE security estimator\(^6\) (commit 560525) [6] to find the lowest security levels for the uSVP, decoding, and dual attacks following the standard homomorphic encryption security recommendations [5]. We selected the least value of the number of security bits $\lambda$ for all 3 attacks on classical computers.

---

6https://bitbucket.org/malb/lwe-estimator
based on the estimates for the BKZ sieve reduction cost model. All results are presented for at least 128 bits of security.

Table 4.1 suggests there is a speed-up of 2.1x to 3.2x for key generation, where the lattice trapdoor sampling subroutine is called. The speed-up for encryption is 3.8x to 9.5x, which is mostly attributed to the use of a larger gadget base. The speed-ups for the main bottleneck operations of homomorphic public key and ciphertext evaluation are in the range from 18x to 289x, which is a combined effect of subgaussian gadget decomposition in CRT and a larger gadget base. The decryption runtimes are comparable, and already fast for both implementations. The memory requirements for our optimized variant are 2.4x to 12.5x smaller.

Note that the performance of the KP-ABE variant in [39] dramatically degrades after switching from the native arithmetic (when $k \leq 60$ bits) to the multiprecision backend (for gadget decomposition), which is observed for $\ell = 16$ in Table 4.1. This implies the efficient gadgets in CRT representation are critical for supporting deeper Boolean circuits with CPU systems.

We also profiled the contributions of subgaussian gadget decomposition and the number theoretic transforms (NTT) of the digit-decomposed matrix (needed for matrix multiplication) to the runtimes for homomorphic policy evaluation of ciphertexts ($\text{EVALCT^*}$). The contribution of subgaussian gadget decomposition was in the range from 15% to 22% w.r.t. the total homomorphic policy evaluation runtime. The contribution of the related NTTs was between 47% and 63%, suggesting that the latter is the main bottleneck of homomorphic circuit evaluation in our KP-ABE variant.
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Chapter 5

Subgaussian Analysis for Lattice Trapdoors

5.1 Introduction

Anyone tasked with measuring the concrete security of a cryptographic scheme built on the MP12 [66] lattice trapdoor, which relies on the short integer solution problem [4, 67], needs to understand the concentration of the largest singular value of a distribution of random matrices with subgaussian entries. Previously, the state of the art in concentration bounds for these matrices’ singular values scaled with a mysterious constant value [79]. This is unsatisfying for the cryptographer interested in estimating the costs of a scheme prior to implementation.

The contribution of this chapter is twofold: first to find the exact constants in these singular values’ concentration bounds, then to find the actual singular values appearing in practice. Note, the provable bounds are for a broad class of random matrices and, as expected, the bounds are not as tight as one sees in practice on the set of commonly used distributions.

5.2 A Concentration Bound on Subgaussian Matrices with Exact Constants

In this section we prove the following theorem:

**Theorem 5.2.1** Let $A$ be an $m \times n$ random matrix whose rows $a_i$ are independent, zero-mean,
σ-isotropic, subgaussian random vectors with parameter $s > 0$. Then, for any $t \geq 0$

$$\sigma \left[ \sqrt{m} - C\left(s^2/\sigma^2\right) \left(\sqrt{n} + t\right) \right] \leq s_n(A) \leq s_1(A) \leq \sigma \left[ \sqrt{m} + C\left(s^2/\sigma^2\right) \left(\sqrt{n} + t\right) \right]$$

for $C = \sqrt{4e^{1+2/e} \ln 9}/\sqrt{\pi}$ and with probability at least $1 - 2e^{-t^2}$.

Note, the normalized matrix $(1/\sigma)A$ has isotropic rows. We remark the proof is nearly identical to [79] except here we pay special attention to the constants in the proof.

### 5.2.1 Useful Lemmas

We will need the following Fact.

**Lemma 5.2.1** Let $X$ be a subgaussian random variable with parameter $s > 0$, then

$$\mathbb{E}[|X|^k]^{1/k} \leq \frac{s\sqrt{k}}{e^{-1/e} \sqrt{2\pi}} = s \cdot O\left(\sqrt{k}\right)$$

for all $k > 0$.

**Proof:** Since $|X|$ is a non-negative random variable, we have

$$\mathbb{E}[|X|^k] = \int_0^\infty \text{Pr}\{|X|^k > t\} dt \leq 2 \int_0^\infty \exp(-\pi t^{2/k}/s^2) dt.$$

The inequality is by Fact 2.3.1. Next, we perform a change of variables. Let $u := \pi t^{2/k}/s^2$ so we have the following:

$$\mathbb{E}[|X|^k] \leq \left(\frac{s}{\sqrt{\pi}}\right)^k k \int_0^\infty \exp(-u)u^{k/2-1} du = \left(\frac{s}{\sqrt{\pi}}\right)^k k \cdot \Gamma(k/2)^{1/k}.$$

Now the bounds $\Gamma(k/2) \leq (k/2)^{k/2}$ (from Stirling’s approximation) and $k^{1/k} \leq e^{1/e}$ (calculus) for all $k > 0$ give us

$$\mathbb{E}[|X|^k]^{1/k} \leq \frac{s}{\sqrt{2\pi}} e^{1/e} \sqrt{k}.$$
Lemma 5.2.2 Let $X$ be a positive random variable. Then, for all $i, j \in \mathbb{Z}^+$, we have

$$
cov(X^i, Y^j) = \mathbb{E}[X^{i+j}] - \mathbb{E}[X^i] \mathbb{E}[X^j] \geq 0.
$$

*Proof:* Recall Jensen’s inequality: $\varphi(\mathbb{E}[Y]) \leq \mathbb{E}[\varphi(Y)]$ for all random variables $Y$ and all convex functions $\varphi$. This gives us

$$
\mathbb{E}[X^i]/i \leq \mathbb{E}[X^{i+j}]^i, \quad \mathbb{E}[X^j]/j \leq \mathbb{E}[X^{i+j}]^j.
$$

Let us raise the first inequality to the $i/(i+j)$-th power and the second by $j/(i + j)$-th power. This gives us

$$
\mathbb{E}[X^i] \leq \mathbb{E}[X^{i+j}]^{i/(i+j)}
$$

and

$$
\mathbb{E}[X^j] \leq \mathbb{E}[X^{i+j}]^{j/(i+j)}
$$

and we multiply the two inequalities to get the result.

$\varepsilon$-Nets

An $\varepsilon$-net on the $n$-dimensional unit sphere, $S^{n-1} := \{ x \in \mathbb{R}^n : \|x\|_2 = 1 \}$, is a finite set $N_\varepsilon \subset S^{n-1}$ such that for all $y \in S^{n-1}$, there is a vector $x$ in the net within a Euclidean distance $\varepsilon > 0$ of $y$, $\|x - y\| \leq \varepsilon$. We have the following fact on the size of an $\varepsilon$-net on the unit sphere [79, Lemma 5.2].

Fact 5.2.2 For all $\varepsilon > 0$, there exists an $\varepsilon$-net $N_\varepsilon$ on the unit sphere $S^{n-1}$ such that

$$
|N_\varepsilon| \leq \left( \frac{2}{\varepsilon} + 1 \right)^n.
$$
When $A \in \mathbb{R}^{n \times n}$ is symmetric, we can estimate its norm from a net by the following lemma [79, Lemma 5.4].

**Lemma 5.2.3** Let $A \in \mathbb{R}^{n \times n}$ be a symmetric matrix, $N_\varepsilon \subset S^{n-1}$ be an $\varepsilon$-net on the $n$-dimensional unit sphere for some $\varepsilon \in (0, 1)$. Then,

$$\|A\| = \sup_{y \in S^{n-1}} |\langle Ay, y \rangle| \leq \frac{1}{1 - 2\varepsilon} \max_{x \in N_\varepsilon} |\langle Ax, x \rangle|.$$

**Approximate isometries and isotropy**

A random vector over $\mathbb{R}^n$ is $\sigma$-isotropic if $\mathbb{E}[\mathbf{x}\mathbf{x}^t] = \sigma^2 I_n$. When $\sigma = 1$, we simply say the random vector is isotropic. Let $\mathbf{x}$ be isotropic and $\mathbf{y} \in \mathbb{R}^n$ be arbitrary, then $\mathbb{E}[\langle \mathbf{x}, \mathbf{y} \rangle^2] = \mathbf{y}^t \mathbb{E}[\mathbf{x}\mathbf{x}^t] \mathbf{y} = \|\mathbf{y}\|_2^2$.

Below is a lemma giving a condition which implies a matrix $A \in \mathbb{R}^{m \times n}$ is an approximate isometry from $\mathbb{R}^n$ to $\mathbb{R}^m$, measured by a small $\delta > 0$ [79, Lemma 5.36].

**Lemma 5.2.4** Let $A \in \mathbb{R}^{m \times n}$, $\delta > 0$, $\alpha > 1$, and $\|A^t A - I_n\| \leq \alpha \max(\delta, \delta^2)$. Then,

$$1 - \alpha \delta \leq s_n(A) \leq s_1(A) \leq 1 + \alpha \delta.$$

### 5.2.2 A Bernstein-type Bound

Here we prove two lemmas: a bound on $(X^2 - \mathbb{E}[X^2])$’s moment generating function for a subgaussian $X$ and a Bernstein-type concentration lemma needed for the main theorem [76, Lemma 1.12].

**Lemma 5.2.5** Let $X$ be a subgaussian random variable with parameter $s > 0$. Then, the random variable $Z := X^2 - \mathbb{E}[X^2]$ satisfies

$$\mathbb{E}[e^{2\pi i Z}] \leq e^{C_B \cdot \pi t^2 s^4}$$

for all $|t| \leq 1/(8e^2/e+1s^2)$ and $C_B = 32e^4/e+2/\pi$. 84
Proof: We start with simply expanding the moment generating function and applying Jensen’s inequality, $\varphi(\mathbb{E}[X]) \leq \mathbb{E}[\varphi(X)]$ for any convex function $\varphi(\cdot)$.

\[
\mathbb{E}[\exp(2\pi tZ)] = 1 + \sum_{k \geq 2} \frac{(2\pi t)^k \mathbb{E}[(X^2 - \mathbb{E}[X^2])^k]}{k!}
\leq 1 + \sum_{k \geq 2} \frac{(2\pi t)^k \mathbb{E}[(X^2 - \mathbb{E}[X^2])^k]}{k!}
\leq 1 + \sum_{k \geq 2} \frac{2^{k-1} (2\pi t)^k \cdot 2 \cdot \mathbb{E}[X^{2k}]}{k!}.
\]

The first inequality uses Jensen’s inequality, for the function $\phi(y) = y^k$ with $y \geq 0$. The second inequality is given by pairing $2^{k-1}$ terms of the form $\mathbb{E}[X^{2i}X^{2j}] \pm E[X^{2i}]E[X^{2j}]$, where $i + j = k$, and each term $\mathbb{E}[X^{2i}X^{2j}] \pm E[X^{2i}]E[X^{2j}]$ is less than $2\mathbb{E}[X^{2k}]$ by Lemma 5.2.2. Now, we can use Lemma 5.2.1 to simplify.

\[
= 1 + \sum_{k \geq 2} \frac{(4\pi t)^k \mathbb{E}[X^{2k}]}{k!}
\leq 1 + \sum_{k \geq 2} \frac{(4\pi t)^k (se^{1/e} \sqrt{2k}/\sqrt{2\pi})^{2k}}{k!}
= 1 + \sum_{k \geq 2} \frac{(4ts^2 e^{2/e} k)^k}{k!}.
\]

Next, we use the bound $k! \geq (k/e)^k$ to get

\[
\mathbb{E}[\exp(2\pi tZ)] \leq 1 + \sum_{k \geq 2} (4ts^2 e^{1+2/e})^k
= 1 + (4ts^2 e^{1+2/e})^2 \sum_{k \geq 0} (4ts^2 e^{1+2/e})^k.
\]
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And finally, we restrict $t \in (0, \frac{1}{8s^2e^{1+2/e}})$ to get

$$
\mathbb{E}[\exp(2\pi t Z)] \leq 1 + 2(4ts^2e^{1+2/e})^2
\leq \exp(C_B \cdot \pi t^2 s^4)
$$

for $C_B := 32e^{2+4/e}/\pi$ (the last inequality uses $1 + x \leq e^x$ for $x \geq 0$).

**Lemma 5.2.6** Let $\{X_i\}_{i=1}^n$ be iid subgaussian random variables with parameter $s > 0$, and let

$$
\bar{X} := \frac{1}{n} \sum_{i} (X_i^2 - \mathbb{E}[X_i^2]),
$$

then for all $t > 0$, we have

$$
\Pr\{|\bar{X}| > t\} \leq 2 \cdot \exp\left(-\frac{n}{C_B} \cdot \min\left\{\frac{t^2}{s^4}, \frac{t}{s^2}\right\}\right)
$$

for $C_B := \frac{32e^{2+4/e}}{\pi}$.

**Proof:** We proceed with the usual exponential Markov inequality. Fix $C_B = 32e^{2+4/e}/\pi$ as in the previous lemma. Let $\delta \in (0, 1/(8e^{2/e}s^2)]$ be arbitrary, $Z_i := X_i^2 - \mathbb{E}[X_i^2]$, and $S = n\bar{X} = \sum_i Z_i$.

$$
\Pr[S > nt] = \Pr[\exp(2\pi \delta S) > \exp(2\pi \delta nt)]
\leq \exp(-2\pi \delta nt) \cdot \mathbb{E}[\exp(2\pi \delta S)]
= \exp(-2\pi \delta nt) \cdot \prod_i \mathbb{E}[\exp(2\pi \delta Z_i)]
\leq \exp(-2\pi \delta nt + nC_B \pi \delta^2 s^4).
$$

The first inequality is Markov’s, and the last inequality is from Lemma 5.2.5. Now we minimize
the exponent as a function of $\delta$. This yields $\delta = \frac{t}{C_B s^4}$ and in the case $\frac{t}{C_B s^4} \leq \frac{1}{8e^{1+2/\varepsilon}s^2}$, we have

$$\Pr[\bar{X} > t] \leq \exp\left( -n \frac{t^2}{C_B s^4} \right)$$

by substitution. If $\frac{t}{C_B s^4} > \frac{1}{8e^{1+2/\varepsilon}s^2}$ (equivalently, $t > \frac{4e^{1+2/\varepsilon}s^2}{\pi}$),

$$\Pr[\bar{X} > t] \leq \exp\left( -n \left[ \frac{\pi t}{4e^{1+2/\varepsilon}s^2} - \frac{1}{2} \right] \right)$$

by substitution with $\delta = \frac{1}{8e^{1+2/\varepsilon}s^2}$. The further restriction on $t$ ($t > \frac{4e^{1+2/\varepsilon}s^2}{\pi}$ or equivalently $\frac{1}{8e^{1+2/\varepsilon}s^2} > 1/2$) gives us $\frac{\pi t}{4e^{1+2/\varepsilon}s^2} - \frac{1}{2}$ is always at least $\frac{\pi t}{8e^{1+2/\varepsilon}s^2}$, which in-turn is always at least $\frac{t}{C_B s^4}$. This proves the lemma.

5.2.3 Proof of Theorem 5.2.1

Proof: First, we will use a net on the unit sphere to approximate a fixed $A$’s singular values, then we will use the Bernstein-like lemma from the previous subsection, Lemma 5.2.6, for a concentration bound on $A$’s distribution. And finally, we will use a union bound over the entire net.

Let, $C_B = \frac{32e^{2+4/e}}{\pi}$ as in Lemma 5.2.6, $C = 2\sqrt{\ln(9)} \cdot C_B = 8e^{1+2/e}\sqrt{\ln 9}/\sqrt{\pi}$, $\delta := C(\sqrt{n/m} + t/\sqrt{m})$, and $\varepsilon := s^2/\sigma^2 \cdot \max(\delta, \delta^2)$. Notice that Lemma 5.2.1’s proof gives us $\sigma < s$, or $s/\sigma > 1$.

Step 1: approximation.

Here we will use a net along with Lemma 5.2.4, which allows us to reduce the proof to showing $\|A' A' - I_n\| \leq (s/\sigma)^2 \max(\delta, \delta^2)$ where $A' := \frac{1}{\sigma \sqrt{m}} A$. Let $N \subset S^{n-1}$ be a $1/4$-net on the $n$-dimensional unit sphere. Lemma 5.2.3 tells us

$$\| \frac{1}{m\sigma^2} A' A - I_n \| \leq 2 \max_{x \in N} \left| \left( \frac{1}{m\sigma^2} A' A - I_n \right) x, x \right| = 2 \max_{x \in N} \left| \frac{1}{m\sigma^2} \|Ax\|_2^2 - 1 \right|.$$
Next, we show with high probability (over A’s rows), we have

$$\max_{x \in \mathbb{N}} \left| \frac{1}{m\sigma^2} \|Ax\|_2^2 - 1 \right| \leq \varepsilon/2.$$ 

**Step 2: concentration.**

Here we use the Bernstein-type lemma, Lemma 5.2.6, to get a concentration bound on 

$$\left| \frac{1}{m\sigma^2} \|Ax\|_2^2 - 1 \right|$$

for a fixed x in the net. Express \(\|Ax\|_2^2\) as a sum indexed by A’s rows:

$$\|Ax\|_2^2 = \sum_{i=1}^{m} \langle a_i, x \rangle^2.$$

Now we are concerned with the probability \(\Pr \left[ \left| \frac{1}{m\sigma^2} \sum \langle \bar{a}_i, x \rangle^2 - 1 \right| \leq \varepsilon/2 \right]\), and we can use Lemma 5.2.6 since \(E[\langle a_i, x \rangle^2] = \sigma^2\) by the definition of isotropic. For simplicity, re-scale the matrix to \(\bar{A} := A/\sigma\) with rows \(\bar{a}_i\). This matrix, \(\bar{A}\), has independent, centered, subgaussian rows with parameter \(s/\sigma\). Then, we have

$$\Pr \left[ \left| \frac{1}{m} \sum \langle \bar{a}_i, x \rangle^2 - 1 \right| \leq \varepsilon/2 \right] \leq 2 \exp \left( -\frac{m}{4 C_B} \min \left\{ \frac{\sigma^2 \varepsilon}{2s^2}, \frac{\sigma^4 \varepsilon^2}{4s^4} \right\} \right)$$

$$\leq 2 \exp \left( -\frac{m}{4 C_B} \min \left\{ \max(\delta, \delta^2), \max(\delta^2, \delta^4) \right\} \right)$$

$$\leq 2 \exp \left( -\frac{m}{4 C_B} \delta^2 \right)$$

from Lemma 5.2.6\(^1\). (The min-max argument results in \(\delta^2\) in both cases \(\delta < 1\) and \(\delta \geq 1\).)

Using the inequality \((a + b)^2 \geq a^2 + b^2\) for non-negative \(a, b\) gives us

$$\Pr \left[ \left| \frac{1}{m} \sum \langle \bar{a}_i, x \rangle^2 - 1 \right| \leq \varepsilon/2 \right] \leq 2 \exp \left( -\ln(9)n - t^2 \right)$$

since \(C_0 = 2\sqrt{\ln 9 \cdot C_B}\).

\(^1\)We consider \(\delta \geq 1\) and \(\delta < 1\) by using Lemma 5.2.6 in this step of the proof.
Table 5.1. Data from 50 random matrices of dimension $m = 6144 \times n = 512$ for each distribution $\mathcal{X}$. The third column is the expected singular value using each distribution’s calculated $C_X$: 1, $1/2\pi$, and $1/4\pi$ for discrete/continuous gaussians, $\mathcal{U}\{−1,1\}$, and $\mathcal{P}$ respectively.

<table>
<thead>
<tr>
<th>$\mathcal{X}$</th>
<th>$s_1$</th>
<th>$s_n$</th>
<th>observed $C_X$</th>
<th>Sample Var</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mathcal{P}$</td>
<td>71.26</td>
<td>71.43</td>
<td>$0.99/4\pi$</td>
<td>0.04</td>
</tr>
<tr>
<td>$\mathcal{U}{−1,1}$</td>
<td>100.74</td>
<td>101.01</td>
<td>$0.99/2\pi$</td>
<td>0.05</td>
</tr>
<tr>
<td>$\mathcal{N}(0,1)$</td>
<td>100.71</td>
<td>101.01</td>
<td>$0.99$</td>
<td>0.043</td>
</tr>
<tr>
<td>$\mathcal{D}_z,\sqrt{2\pi}$</td>
<td>100.77</td>
<td>101.01</td>
<td>$0.99$</td>
<td>0.06</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$\mathcal{X}$</th>
<th>$s_1$</th>
<th>$s_n$</th>
<th>observed $C_X$</th>
<th>Sample Var</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mathcal{P}$</td>
<td>39.60</td>
<td>39.43</td>
<td>$0.99/4\pi$</td>
<td>0.017</td>
</tr>
<tr>
<td>$\mathcal{U}{−1,1}$</td>
<td>56.00</td>
<td>55.76</td>
<td>$0.99/2\pi$</td>
<td>0.043</td>
</tr>
<tr>
<td>$\mathcal{N}(0,1)$</td>
<td>55.92</td>
<td>55.76</td>
<td>$0.99$</td>
<td>0.036</td>
</tr>
<tr>
<td>$\mathcal{D}_z,\sqrt{2\pi}$</td>
<td>56.00</td>
<td>55.76</td>
<td>$0.99$</td>
<td>0.037</td>
</tr>
</tbody>
</table>

Figure 5.1. Data from 50 random matrices of dimension $m = 6144 \times n = 512$ for each distribution $\mathcal{X}$. The third column is the expected singular value using each distribution’s calculated $C_X$: 1, $1/2\pi$, and $1/4\pi$ for discrete/continuous gaussians, $\mathcal{U}\{−1,1\}$, and $\mathcal{P}$ respectively.

Step 3: union bound.

Finally, we take a union bound over all $x \in N$ and from fact 5.2.2 we have that $|N| \leq 9^n$. This gives us

\[
\Pr[\exists x \in N : \frac{1}{m} \sum (\bar{a}_i, x)^2 - 1 > \epsilon/2] \leq 9^n \cdot 2\exp(-\ln(9) n - t^2) = 2\exp(-t^2).
\]

The proof is complete by Lemma 5.2.4.

5.2.4 Experiments

Here we present empirical data on the singular values of random matrices with independent entries drawn from commonly-used distributions in lattice-based cryptography. These distributions are the continuous gaussian, the discrete gaussian over $\mathbb{Z}$, $\mathcal{U}\{−1,1\}$, and the distribution given by choosing 0 with probability $1/2$ and $\pm 1$ each with probability $1/4$, which we denote as $\mathcal{P}$. For each distribution, we sampled 50 $m = 6144$ by $n = 512$ random matrices.
and measured their singular values, and assumed the singular values were approximately

\[ s_1 \approx \sigma \left( \sqrt{m} + C_{\mathcal{X}} \left( \frac{s}{\sigma} \right)^2 \sqrt{n} \right) \]

\[ s_n \approx \sigma \left( \sqrt{m} - C_{\mathcal{X}} \left( \frac{s}{\sigma} \right)^2 \sqrt{n} \right) \]

where \( C_{\mathcal{X}} \) is a small constant dependent on the distribution \( \mathcal{X} \). These results are given in Figure 5.1.

Continuous and Discrete Gaussians

The continuous gaussian \( D_{\sigma} \) is subgaussian with parameter \( \sigma / \sqrt{2\pi} \) since \( \mathbb{E}[e^{2\pi t \mathcal{X}}] = e^{\pi t^2 \sigma^2} \) where \( \mathcal{X} \sim D_{\sigma} \). Further, the discrete gaussian \( D_{\Lambda, s} \) is subgaussian with parameter \( s \), independent of the smoothing parameter of \( \Lambda \), for any lattice \( \Lambda \) [66, Lemma 2.8]. Assuming that the discrete gaussian is smooth, then one can expect the standard deviation of \( D_{\mathbb{Z}, r} \) to be close to the standard deviation of the continuous gaussian it approximates, \( r / \sqrt{2\pi} \). This implies the ratio between the subgaussian parameter and the standard deviation of (discrete) gaussians is one or nearly one. Under this assumption, we observed \( C_{\text{gaussian}} = 1 \).

Uniform over \( \{-1, 1\} \)

Here \( \sigma = 1 \) and \( \mathbb{E}[e^{2\pi t X}] = \cosh 2\pi t \leq e^{2\pi^2 t^2} \), or the subgaussian parameter is at most \( 2\pi \). We observed \( C_{\mathcal{U}\{-1,1\}} = 1/2\pi \) in our experiment.

The Distribution \( \mathcal{P} \)

By nearly the same steps as the previous distribution, \( \mathcal{P} \) is subgaussian with parameter \( 2\pi \) and \( \sigma = 1/\sqrt{2} \). Then, we observed a \( C_{\mathcal{P}} = 1/4\pi \). We note that for all four distributions we observed \( C_{\mathcal{X}} (s/\sigma)^2 \approx 1 \).

As a second experiment, we repeated the first experiment for a fixed \( \mathcal{X} = \mathcal{U}\{-1,1\} \) but with varying dimensions. This experiment’s data for \( s_1 \) is shown in Figure 5.2, graphed

\[ D_{\sigma} = \mathcal{N}(0, \sigma / \sqrt{2\pi}) \] where \( \mathcal{N}(0, \sigma) \) is the normal distribution with variance \( \sigma^2 \).
Figure 5.2. Here \( \mathcal{D} = \{-1, 1\} \). For each \( n = 50, 100, 200, 500, 1000 \), the experiment sampled \( N = 50 \) random \( n \) by \( 32n \) matrices and averaged their largest singular value. The measured constant \( C_{\mathcal{D}} \) approached \( 1/2\pi \) from below as \( n \) increased (.92/2\pi, .96/2\pi, .97/2\pi, .99/2\pi, .99/2\pi).

with the expected largest singular value. We remark that we saw the same behavior for all four distributions when we varied the dimension.

5.2.5 Applications

Here we show how the updated singular value estimates from the previous subsection impact concrete security of lattice trapdoor schemes. As an example, we use the [66] trapdoor scheme with entries drawn independently from \( \mathcal{P} \). Since the singular values scale with \( \sigma = 1/\sqrt{2} \), the concrete security of the underlying SIS problem increases. See Figure 5.3 for the difference in a commonly-used parameter regime.

In order to estimate security, we followed [8, 7], in using sieving as the SVP oracle with time complexity \( 2^{2.92k+16.4} \) in the block size, \( k \). BKZ is expected to return a vector of length \( \delta^{2n}\det^{1/2n} \) for a lattice of dimension \( 2n \) (Minkowski’s theorem tells us a short enough lattice vector exists when we only use \( 2n \) columns of \( A \)). Hence, we found the smallest block size \( k \) achieving the needed \( \delta \) corresponding to forging a signature, \( \frac{\sqrt{m}}{\sqrt{q}} = \delta^{2n} \). Finally, we used
<table>
<thead>
<tr>
<th>Parameters</th>
<th>Original</th>
<th>Updated</th>
</tr>
</thead>
<tbody>
<tr>
<td>n</td>
<td>512</td>
<td>512</td>
</tr>
<tr>
<td>q</td>
<td>$2^{24}$</td>
<td>$2^{24}$</td>
</tr>
<tr>
<td>s</td>
<td>2881</td>
<td>2037</td>
</tr>
<tr>
<td>m</td>
<td>24804</td>
<td>24804</td>
</tr>
<tr>
<td>Bit Sec.</td>
<td>124</td>
<td>136</td>
</tr>
<tr>
<td>$\delta$</td>
<td>1.0046</td>
<td>1.0043</td>
</tr>
<tr>
<td>$k$</td>
<td>324</td>
<td>364</td>
</tr>
</tbody>
</table>

Figure 5.3. The change in concrete security of the underlying SIS problem in MP12 when the trapdoor is drawn from $\mathbb{Z}^{m \times n}$. We give the smallest BKZ block size $k$ achieving the $\delta$ needed to find a vector of length $s\sqrt{m}$ in (a subspace of) the lattice $\Lambda_{q^{-1}}(A)$.

the heuristic $\delta \approx \left(\frac{k}{\sqrt[4]{\pi e}}(\pi k)^{1/k}\right)^{1/2(k-1)}$ to determine the relationship between $k$ and $\delta$, and we set the total time complexity of BKZ with block-size $k$, dimension $2n$ as $8 \cdot (2n) \cdot \text{time}(\text{SVP}) = 8 \cdot (2n) \cdot 2^{292k+16.4}$ [35, 8].
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