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Abstract

Safe and Trustworthy Decision Making through Reinforcement Learning

by

Jinning Li

Doctor of Philosophy in Engineering Science - Mechanical Engineering

University of California, Berkeley

Professor Masayoshi Tomizuka, Chair

The advent of advanced computational technologies and artificial intelligence has ushered
in a new era of complex systems and applications, notably in the realms of autonomous
vehicles (AVs) and robotics. These systems are increasingly required to make decisions
autonomously in dynamic and uncertain environments. Reinforcement Learning (RL) has
emerged as a pivotal technique in this context, offering a framework for learning optimal
decision-making strategies through interactions with the environment. However, ensuring
safety and trustworthiness in these decisions remains a critical challenge, especially in safety-
critical applications such as autonomous driving.

This dissertation addresses the aforementioned challenge by proposing innovative RL-based
approaches, and is structured into three distinct but interconnected parts, each focusing
on a unique aspect of RL in the context of safe and trustworthy decision-making. The
thread of this dissertation is based on the exploration and advancement of RL techniques to
ensure safety and reliability in autonomous decision-making systems, particularly in complex,
dynamic environments.

We first establish the foundational aspects of RL in decision-making, particularly in uncer-
tain and dynamic environments. The focus here is on enhancing RL to deal with real-world
complexities, such as interacting with unpredictable agents, e.g., human drivers in AV sce-
narios, and handling distributional shifts in offline RL settings. This sets the stage for
understanding and improving the decision-making capabilities of autonomous systems under
uncertainty.

Building on the first part, we then explore the integration of hierarchical planning with RL.
The emphasis is on creating frameworks that combine different levels of decision-making,
balancing immediate, low-level safety concerns with high-level strategic objectives. The
approach aims to address the limitations of traditional RL in complex, multi-agent envi-
ronments and long-duration tasks, demonstrating improved adaptability and efficiency in
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real-time decision-making.

The final part represents a forward-looking approach to RL, focusing on the integration of
offline and online learning methodologies. This part addresses the challenge of training RL
agents in a manner that is both safe and effective, particularly in contexts where exploration
can be costly or dangerous. By combining the strengths of large-scale offline data (expert
demonstrations) with online learning, we present a novel framework for enhancing the safety
and performance of RL agents in practical, real-world applications.
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Chapter 1

Introduction

In an era where technology profoundly influences every aspect of life, the advent of intelligent
systems capable of autonomous decision-making heralds a transformative shift in various do-
mains, from autonomous vehicles to robotics. Central to the advancement of these systems
is the development of robust and reliable decision-making algorithms that not only opti-
mize performance but also ensure safety and trustworthiness. This dissertation explores the
frontier of reinforcement learning (RL), a powerful paradigm for learning decision-making
strategies through interaction with the environment, to address these critical challenges.

1.1 Challenges of Safe and Trustworthy

Reinforcement Learning

The burgeoning field of autonomous systems, epitomized by autonomous vehicles (AVs),
has brought to the fore the critical challenge of applying Reinforcement Learning (RL)
in real-world scenarios, where safety and trustworthiness are paramount. In the dynamic
and unpredictable world of road traffic, AVs encounter a myriad of situations fraught with
uncertainties - unpredictable human behavior, rapidly changing conditions, and a diverse
array of interactive scenarios. These complexities necessitate a decision-making paradigm
that is robust, adaptable, and above all, safe.

Traditional RL methodologies, while effective in controlled environments, are often ill-
equipped for real-world applications. There are still challenges unsolved for the application
of these RL methods. In summary, safe and trustworthy reinforcement learning in real-world
scenarios confront the following challenges:

The first major challenge, as discussed in the first project, involves behavior planning for
AVs amidst interactive uncertainties in mixed-traffic environments. AVs must share roads
with human-driven vehicles, each exhibiting a range of behaviors from cooperative to aggres-
sive, attentive to inattentive. This diversity in behavior patterns creates a scenario of high
uncertainty, necessitating AVs to not only predict but also adapt to various human responses.
For instance, an AV’s decision to change lanes requires anticipation of whether nearby drivers
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will yield or not, which significantly varies depending on their level of cooperativeness and
attention.

The problem of distributional shift is a major challenge in offline RL. In real-world
applications like autonomous driving, actively collecting data can be costly or dangerous.
Offline RL, where policies are learned from static datasets, becomes crucial but introduces
the issue of distributional shift — the difference in state and action distributions between the
training dataset and real-world deployment. This shift can lead to policies that perform well
in training but fail dramatically in real-world scenarios, especially in safety-critical situations.

It is challenging to balance safety with efficiency in various scenarios. Traditional single-
layer optimization or sampling-based motion planners struggle to generate safe trajectories
in real-time, especially in dense traffic with multiple interactive vehicles. Conversely, end-to-
end learning methods often cannot assure the outcomes’ safety. The hierarchical approach,
integrating low-level safe controllers with a high-level RL algorithm, provides a solution.
This strategy ensures safety through low-level controllers while the high-level RL algorithm
adapts the behavior planning, addressing the complexity of real-world traffic scenarios where
a one-size-fits-all approach is insufficient.

Another key challenge arises in temporally extended tasks, common in safety-critical
applications like autonomous driving, where exploration can be risky and costly. These tasks
require a level of foresight and planning beyond the capabilities of standard RL approaches.
The safe and efficient navigation of AVs in these complex, time-extended scenarios is a test
of the adaptability and robustness of RL methodologies.

Integrating offline and online training in safe RL to take advantage of both training
scheme is promising, but challenges also arise from the integration. Traditional safe RL
algorithms tend to be overly conservative when learning from scratch, limiting exploration
and hindering performance. In real-world tasks like autonomous driving, where large-scale
expert demonstration data are available, utilizing this data effectively becomes crucial.

In summary, the challenges of implementing safe and trustworthy RL in real-world scenar-
ios is multifaceted. From navigating interactive uncertainties and addressing distributional
shifts in offline settings to balancing safety with efficiency in hierarchical planning and in-
tegrating offline and online training methods, these challenges reflect the complexity and
dynamic nature of real-world applications of RL.

1.2 Safe Reinforcement Learning Methods for

Planning

This dissertation addresses these challenges through a multifaceted approach that integrates
innovative RL methodologies and planning structures, specifically tailored for real-world
decision-making. The strategy is rooted in a deep understanding of the complexities and
requirements of real-world scenarios, particularly those involving AVs.

For behavior planning in AVs, this dissertation explores the use of Partially Observable
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Markov Decision Processes (POMDPs) to effectively navigate the uncertainties inherent in
road traffic scenarios. POMDPs provide a framework for making informed decisions even in
the presence of incomplete information, which is crucial for ensuring the safety and efficiency
of AVs amidst unpredictable human behavior.

In tackling the issue of distributional shift in offline RL, the dissertation introduces the
Pessimistic Offline Reinforcement Learning (PessORL) algorithm. This innovative approach
strategically handles out-of-distribution states by penalizing high-value predictions absent
in the training dataset, thereby enhancing the performance and reliability of RL agents in
real-world deployment.

The dissertation also explores hierarchical planning, proposing a novel framework that
synergizes low-level safe controllers with high-level RL algorithms. This approach effectively
balances immediate safety concerns with strategic decision-making, ensuring adaptability
and efficiency in complex traffic conditions.

Additionally, the dissertation takes a forward-looking approach by exploring the integra-
tion of offline and online RL training methodologies, particularly through the Guided Online
Distillation (GOLD) framework. This innovative method leverages the strengths of large-
scale offline data and online learning, optimizing the reward-cost trade-off in safety-critical
scenarios and enhancing the decision-making capabilities of RL agents.

1.3 Dissertation Outline

The dissertation is structured into three parts, each focusing on a distinct aspect of RL in
the context of safe and trustworthy decision-making:

1. Part One: Reinforcement Learning for Decision Making. Chapter 2 is focused
on behavior planning for AVs in mixed-traffic environments using POMDPs, addressing
the need for AVs to adapt to the unpredictable behaviors of other road users. Chapter 3
introduces the PessORL algorithm, an innovative solution to the distributional shift
problem in offline RL, enhancing agent performance in real-world deployment.

2. Part Two: Hierarchical Planning Based on Reinforcement Learning. Chap-
ter 4 proposes a hierarchical behavior planning framework, integrating low-level safe
controllers with high-level RL to navigate complex traffic scenarios efficiently and safely.
Chapter 5 extends hierarchical planning to offline RL for temporally extended tasks,
showcasing the framework’s effectiveness in long-horizon driving and robot navigation
tasks.

3. Part Three: Looking Forward - Combining Offline and Online Training.
Chapter 6 explores the innovative GOLD framework, combining offline and online RL
training methods to improve decision-making in safety-critical scenarios. This approach
addresses the limitations of conservative exploration in safe RL and leverages expert
demonstrations for enhanced policy learning.
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Each part and its respective projects contribute to the overarching objective of developing
RL methodologies that enable safe, efficient, and reliable autonomous decision-making in the
real world. This dissertation not only tackles key theoretical and practical challenges in RL
but also lays a foundation for future research in the field of autonomous systems and robotics.
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Part I

Reinforcement Learning for Decision
Making



6

Chapter 2

Interaction-Aware Behavior Planning
for Autonomous Vehicles Validated
with Real Traffic Data

Autonomous vehicles (AVs) need to interact with other traffic participants who can be either
cooperative or aggressive, attentive or inattentive. Such different characteristics can lead
to quite different interactive behaviors. Hence, to achieve safe and efficient autonomous
driving, AVs need to be aware of such uncertainties when they plan their own behaviors.
In this chapter, we formulate such a behavior planning problem as a partially observable
Markov Decision Process (POMDP) where the cooperativeness of other traffic participants is
treated as an unobservable state. Under different cooperativeness levels, we learn the human
behavior models from real traffic data via the principle of maximum likelihood. Based on
that, the POMDP problem is solved by Monte-Carlo Tree Search. We verify the proposed
algorithm in both simulations and real traffic data on a lane change scenario, and the results
show that the proposed algorithm can finish the lane changes with high success rates.

2.1 Introduction

Although rapid progress has been made in autonomous driving in the past decade, there are
many challenges yet to be solved. One of such challenges lies in the behavior planning of
autonomous vehicles (AVs) in the presence of uncertainties introduced during interactions
with other traffic road participants. To safely and efficiently share roads with other road
users, AVs need to plan their own behaviors while considering the interactive behaviors of
others via behavior prediction [12, 153, 84]. For instance, an autonomous vehicle should
predict and reason about what other vehicles might respond if it accelerates to finish a
take-over. A cooperative and attentive driver may yield, while an aggressive or inattentive
driver may not. Depending on their different cooperativeness levels, the autonomous vehicles
should behave differently to assure safety and efficiency.
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Many research efforts have been attracted to the behavior planning problem under inter-
active uncertainties. These approaches can be categorized into three groups. The first group
is direct policy learning via reinforcement learning (RL) [99, 145, 86, 83]. For example, [99]
utilized passive actor-critic (pAC) in RL to generate interactive policies, while [145] used
Deep Deterministic Policy Gradient for policy learning. The second group is to formulate
the interaction-aware behavior planning as a partially observable Markov Decision Process
(POMDP) [84]. Namely, the uncertainties will first be estimated via observations for better
decision-making. Many different hidden variables have been proposed to represent different
uncertainties, including sensor noises [140, 64], occlusions [132, 2, 10], human intentions [58,
80, 125, 7], and cooperativeness of humans [37], to name a few. To reduce the computa-
tion load of POMDP, the authors of [30] proposed a multi-policy Decision Making (MPDM)
method to simplify the POMDP problem.

However, the first two groups do not explicitly consider the mutual influence between the
behaviors of AVs and other road users. Namely, in terms of the POMDP formulation, the
estimation of the hidden variables (uncertainties) is assumed to depend only on the historical
states of interactive agents, i.e., not influenced by the potential behaviors of AVs. Such an
assumption, however, fails to capture the fact that the intentions or the cooperativeness of
other agents can be influenced by the AVs behaviors since other agents are (approximately)
rational agents instead of non-intelligent obstacles. Therefore, the third group formulates
the interaction-aware behavior planning problem by explicitly leverage such influence. For
example, [120] formulated the problem as a nested optimization problem assuming that the
other agents always respond to the AVs with their best responses. [33] proposed cooperative
behavior planning approaches. In [107], Peng et al. proposed to use Bayesian persuasion
model to model the ”negotiation” process of interactions. In [57], the authors represented
the human behaviors via heuristic low-level driver models (intelligent driver model) that is
influenced by the potential actions from the AVs.

All the approaches mentioned above have been verified for effectiveness in one or multiple
driving scenarios via simulations. However, most of them have not been verified with real
traffic data. In this chapter, we aim to propose an interaction-aware behavior planning
algorithm with validation on real traffic data. Focusing on a lane-changing scenario, we
also formulate the problem as addressed in the third category. More specifically, similar to
[57], we represent the continuous-time trajectories of the other agents via low-level driver
models, and estimate the cooperativeness of humans considering the influence from future
actions of the AVs. To generate more human-like interactive behaviors, we learn the optimal
distribution of the low-level driver models from data to capture the diversity of different
humans. Based on the learned models and the estimated cooperativeness, we solve the
behavior planning problem via Monta-Carlo Tree Search (MCTS). Finally, the proposed
approach is verified in both simulation and real traffic data. The results show that the
proposed planner can generate actions for the AVs to successfully execute the lane-changing
task. Statistical results on the real traffic data also show that the proposed planner with
the learned model can generate more human-like behaviors compared to those with heuristic
driver models.
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2.2 Human Behavior Modelling

Vehicle Models

Throughout the report, we focus on the lane-changing scenarios. Three vehicles will be
considered: one AV (the ego agent N0) and two surrounding agents on the target lane: one
following vehicle N1 and one leading vehicle N2 driving. The goal of the ego vehicle is to
merge in between the two human vehicles N1 and N2 on the target lane. Therefore, in most
cases, the leading vehicle N1 is not affected by the maneuvers of the ego vehicle. Only the
following vehicle N2 has to decide whether or not to yield to the ego vehicle, and hence
the ego vehicle needs to predict the behavior of the following vehicle to make reasonable
decisions on its behalf.

Driver models estimate the behavior of the human cars on the roadway based on the
current state of the car and the car immediately in front of it. The driver models predict
the acceleration of human cars in the target lane based on the state of each of the vehicles.
We denote the car’s acceleration, â, as

â = f(x; θ), (2.1)

where the function f(x; θ) denotes the driver model function of the states x and the model
parameters θ. Researchers have done plenty of prior works on human vehicles model and
prediction with complex algorithm design [154, 55, 91]. However, since this work is focused
on the design of the planning module, we adopt and compare Intelligent Driver Model,
Velocity Driver Model, and Smart Driver Model for simplicity and efficiency.

Intelligent Driver Model

The Intelligent Driver Model (IDM) [138] is given by Eqns. 2.2 and 2.3. The model describes
the acceleration a of the back car, as a function of the car’s velocity vback, the reference
velocity v0, the difference between the car velocity and the velocity of the car in front
∆v = vback − vfront, and the following distance φ = sfront +Nlength,front − sback. Here, sfront
is the position of the front car, sback denotes the position of the back car, and Nlength,front

denotes the length of the front car.

a = amax

[
1−

(
vback
v0

)δ
−
(
ϕ (vback,∆v)

φ

)2
]

(2.2)

ϕ (vback,∆v) = d0 + vbackT +
vback∆v

2
√
ab

(2.3)

The physical interpretation of the parameters are the minimum following time, T , the min-
imum following distance, d0, the maximum acceleration, a, and the braking deceleration,
b.
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The IDM is represented using the state vector x and parameter vector θ per Eq. 2.1,
where x and θ are defined by

x =
[
vback ∆v φ

]T
(2.4)

θ =
[
T amax v0 δ d0 b

]T
. (2.5)

Velocity Difference Model

The Velocity Difference Model [63] is given in Eq. 2.6 and 2.7.

a = κ[V (s)− vback + λ∆v] (2.6)

where κ is a sensitivity constant and V is the optimal velocity that the drivers prefer.
Researchers adopted an optimal velocity function as

V (s) = V1 + V2tanh[C1φ− C2] (2.7)

where φ = sfront +Nlength,front − sback, ∆v = vback − vfront. Similar to the setting aforemen-
tioned, we use the state vector x and parameter vector θ as

x =
[
vback ∆v φ

]T
(2.8)

θ =
[
V1 V2 C1 C2 λ κ

]T
. (2.9)

Smart Driver Model

The Smart Driver Model (SDM) [90] is given by Eq. 2.10 and Eq. 2.11. The physical
meaning of the parameters and variables are the same as those in IDM.

a = amax

[
1−

(
vback
v0

)δ]
− adec (2.10)

adec =

amax

[
1−

(
vback
v0

)δ]
+
v2back − v2front

2φ

exp

(
∆x

d0 + vback × T
− 1

) (2.11)

Eq. 2.11 is used to describe the deceleration term. This model is similar to the IDM but
it can improve the stability compared to IDM under homogenous traffic condition. In this
chapter, the SDM considers only the single-lane scenario and ignores the lane changing
problem.

Following Eq. 2.1, we represent the SDM using the state vector x and parameter vector
θ as

x =
[
vback ∆v φ

]T
(2.12)

and
θ =

[
T amax v0 δ d0

]T
. (2.13)
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Parameters Calibration

Real Traffic Dataset

To increase applicability of planning algorithms for autonomous driving, a crucial step is to
design and evaluate the algorithm on realistic traffic dataset. The INTERACTION [156]
is a publicly available driving dataset suitable for testing our planning method. It delivers
pertinent properties for designing autonomous driving planning algorithms including:

• Diversity of interactive driving scenarios;

• International driving cultures;

• Complexity of the scenarios and behavior;

• Criticality of the situations;

• Map information;

• Completeness of interaction entities.

We propose to adopt the INTERACTION dataset as the realistic environment to evaluate
our designed planning method for merging scenarios. We use a data set collected by drones
from a highway ramp merging scenario. It contains the position, the velocity and the length
of each car in the scene. We pick up the data of similar scenarios, with an ego car merging
to the neighbor lane.

Calibration Implementation

We assume the actual acceleration of the back human car on the target lane is given by the
predicted acceleration and additive Gaussian noise (Eq. 2.14).

a = f(x; θ) + ϵ ϵ ∼ N
(
0, σ2

ϵ

)
(2.14)

Equivalently to Eq. 2.14, the behavior is described by Eq. 2.15 as a Gaussian probability
density function of acceleration a conditional on the states x and parameters θ.

p (a|x; θ, σϵ) =
1√

2πσϵ
e
− (a−â(x,θ))2

2σ2
ϵ (2.15)

A sequences of recorded m sets of the state and acceleration, {(x(1), a(1)), (x(2), a(2)), ...,
(x(m), a(m))}, are recorded over time for a back and a front human car from the data. We
employ the following Maximum a Posteriori estimation method to estimate the model pa-
rameters, θ, using the recorded values of x and a. The method is set up to minimize a cost
function J(θ;x, a) to find the optimal parameters θ (Eq. 2.16).

θ∗ = argmin
θ

J(θ;x, a) (2.16)
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We use a data set collected by drones from a highway ramp merging scenario [155]. It
contains the position, the velocity and the length of each car in the scene. We process the
data set to pick up the data of similar scenarios (an ego car merging to the neighbor lane).

The data is divided into two sets, successful trials, where the merging car is successfully
able to merge between the front and back car, and unsuccessful trials, merging car must fall
behind the back car in order to merge into the lane. In the unsuccessful case, the back car
is directly behind the front car, so its acceleration is predicted by the vehicle models using
front car as the front car’s state. Conversely, in the successful case, the merging car drives
between the front and back car, so the acceleration of the back car is no longer calculated
from the front car. Instead, the vehicle models use the state of the merging car to predict
the acceleration of the back car.

The sets contain p = 75 trials for the unsuccessful case, and p = 115 trials for the
successful case. Each trial contains m time steps of data, which varies depending on the trial
(around 5 seconds with 100 recordings per second).

The vehicle model parameters are calibrated separately for each trial, since each trial
represents a different car. Here the goal is to find a distribution of the model parameters
fitting the set of parameters {θ1, θ2, θ3, . . . , θp} which we obtained from maximum likelihood
estimation, so that the variation in driver behavior can be captured. For each set (success-
ful/unsuccessful), the parameter estimation is found using Maximum Likelihood Estimation
method. Outliers are excluded on the basis of the returned value of the cost function,
J(θ∗;x, a); i.e. if J(θ∗;x, a) of the trial is above a limit α it is excluded from analysis. The
limit α is set according to α = Q3 + 1.5IQR, where Q3 represents the third quartile of the
cost function evaluation for the trials and IQR represents the respective interquartile range.

• Least Squared Error
The problem is formulated as a least-squares problem with the cost function

J(θ;x, a) =
1

m

m∑
i=1

(
a(i) − â(x(i), θ)

)2
, (2.17)

where â(x(i), θ) is calculated from Eq. 2.1. The goal is to minimize the square of the
prediction error between the actual acceleration, a, and the acceleration predicted by
the model, â.

• Maximum Likelihood

The maximum likelihood method attempts to maximize the log-likelihood of the pa-
rameters θ given the measured states x. For a conditional Gaussian, we find the
log-likelihood by taking the log of the likelihood l(θ;x, a) = p(a|x; θ) in Eq. 2.15. The
log-likelihood is given by Eq. 2.18, where the C represents a constant term that is
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independent of θ and x and therefore does not affect the optimization problem.

log l(θ;x, a) = C − 1

2σ2
ϵ

m∑
i=1

(
a(i) − â(x(i), θ)

)2
(2.18)

• Maximum a Posteriori

Maximum a posteriori incorporates prior knowledge about the distribution of the pa-
rameters into the maximum likelihood formulation. A Gaussian distribution of the
parameters is assumed a priori:

P (θ;µ0,Σ0) = N (µ0,Σ0). (2.19)

Here µ0 and Σ0 represent the a priori mean and covariance matrix of the parameters
θ, and were set based on previous literature and the physical interpretation/limits of
each parameter. The parameters were assumed to be independent random variable.
The assumed means and standard deviations are given in Table 2.1.

The loglikelihood of this a priori term is given by

logP (θ;µ0,Σ0) = −1

2
(θ − µ0)

⊤ Σ−1
0 (θ − µ0) . (2.20)

Model Parameters Mean µ0 Covariance Σ0

θIDM


T
amax
v0
δ
d0
b




0.85
1.5
20
4

2.9
2.5

 diag




0.35
0.25

7
0.5

1.3125
0.5





θSDM


T
amax
v0
δ
d0




0.85
1.5
20
4

2.9

 diag




0.35
0.25

7
0.5

1.3125




θV DM


V1
V2
C1

C2

λ
κ




6.75
7.91
0.13
1.57
1.00
0.41

 diag




2.75
2.41
0.23
3.43
0.50
0.30




Table 2.1: Assumed a priori parameter distributions for MAP formulation
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This term is incorporated into the cost function in Eq. 2.21, where log l(θ;x) is found
from Eq. 2.18.

J = − logP (θ;µ0,Σ0)− log l(θ;x, a) (2.21)

2.3 Interaction-Aware Behavior Planning

As described in Sec. 2.2, we focus on the lane-changing scenarios. Three vehicles will be
considered: one AV (the ego agent N0) and two surrounding agents on the target lane: one
following vehicle N1 and one leading vehicle N2 driving. The goal of the ego vehicle is to
merge in between the two human vehicles N1 and N2 on the target lane.

We discretize the behavior/action space of the ego agent. To model the trajectories of
the surrounding agents, we utilize hierarchical representations, similar to [57]. Namely, we
represent their continuous trajectories by a high-level discrete model decision and a collection
of stochastic low-level driver models. Details regarding the formulation are given below.

Partially Observable Markov Decision Process

A Partially Observable Markov Decision Process (POMDP) can be defined as a tuple <
X ,A, T ,O,Z,R, b0, γ >, where x ∈ X is the state of the agents, o ∈ O is the observation
perceived by the agents, and a ∈ A is the action taken by the agents. The transition
model T (x, a, x′) is the probability of the agents ending in the state x′ when in the state x
and taking the action a. The observation model Z(x′, a, o) is the probability of the agents
obtaining the observation o after it executes the action a and ends in the state x′. R(x, a) is
the reward of taking the action a in the state x.b0 is the initial belief state of the agents, and
γ is the discount factor. The discount factor makes it possible to favor immediate rewards
over rewards in the future.

Unlike the Markov Decision Process (MDP) where we want to find a mapping π : x 7→ a,
the policy in a POMDP is a mapping π : b 7→ a where it gives an action a for a given belief
state b. The overall objective is to maximize the expected cumulative discounted reward and
find the corresponding optimal policy

π∗ = arg max
π

E

[
∞∑
t=0

γtR(xt, π(bt))

]
(2.22)

State Space

We use Frenét Frame to express the position, the velocity, and the acceleration of the three
vehicles. For k = {0, 1, 2}, the position and the velocity of the vehicle Nk are denoted by
sk and vk, respectively. dk denotes the distance deviation from Nk to the center line of
its lane. lk is the lane number of the vehicle Nk. The state of the ego car is denoted by
x0 = (s0, d0, v0, l0)

⊤. The state of the other car is defined as xk = (sk, vk, lk,mk)
⊤, k ∈ {1, 2},
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where mk is a hidden state indicating the conservatism of that car. The hidden state mk

cannot be measured directly, but can be estimated based on observations. The uncertainty
in the proposed POMDP comes in here, as we add the hidden state mk into the state space.
If mk is 1, then that car is willing to yield to the ego car, whereas if mk is 0, then it will
not drive cooperatively, not yielding to the ego car. This hidden state mk induces a belief
state space in POMDP. It affects the structure of the driver model in our algorithm, which
predicts the human cars’ behavior. Our algorithm then plans the next action according to
its prediction.

Action Space

Similar to [57], the action space of our framework also consists of two dimensions: the
longitudinal acceleration, and the lateral velocity of the ego vehicle. We simplify the actions
to discrete actions, aiming to ease the curse of dimension in POMDP. The planned action
would be sent to lower level planners to be smoothed so as to ensure the comfort. For
the longitudinal acceleration, Along = {−1.5m/s2, 0m/s2, 1m/s2}. For the lateral velocity,
Alat = {−0.5m/s, 0m/s, 0.5m/s}. Here, we assume the ego car can achieve the lateral
velocity instantly (relative to one time step), thus it makes sense to use velocity as actions.

Transition model

The transition model is defined by a set of discrete difference equations as follows:

s′k = sk + v∆t+
1

2
ak∆t

2 k ∈ {0, 1, 2} (2.23)

v′k = vk + ∆tak k ∈ {0, 1, 2} (2.24)

l′k = lk ± 1 k ∈ {0} (2.25)

l′k = lk k ∈ {1, 2} (2.26)

d′k = dkvk,lat + (l′k − lk)wlane k ∈ {0} (2.27)

m′
k = mk k ∈ {1, 2} (2.28)

where wlane is the width of the current lane of the cars, and ∆t is the sampling time. The left
hand sides of Eq. 4-9 are values at the next time step. In our problem setting, we assume
that the other two human cars would not change their lanes. We want the ego car to change
to the lane of the other two cars. Therefore, the action of the ego car a0 is obtained by
solving the POMDP, and the actions of the other two human cars are predicted by driver
models when solving the POMDP.

Observation Space

We assume that the ego car has access to all data except for the hidden state mk from the
sensors. Therefore, the observation of the ego car is defined as o0 = (s′0, d

′
0, v

′
0, l

′
0)

⊤. The
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observation of the other cars is defined as ok = (s′k, v
′
k, l

′
k)

⊤, k ∈ {1, 2}. Here, the hidden
state mk is not presented in the observation space. It needs to be estimated by a logistic
regression classifier during the planning process. The classifier is presented in the following
section.

Reward Function

We adopt the reward function of our framework from the definition in [57]. The reward is a
sum of several different rewards, shown as Eq. 2.29. The parameters were tuned and worked
well in practice.

r(x, a, x′) = rvel + ract + rend lane + rwrong lane + rcenter + rcollision (2.29)

rvel, which is defined in Eq. 2.30 and Eq. 2.31, denotes the reward for the deviation from the
reference velocity. We choose a reference velocity based on traffic rules and vehicle dynamics,
and give it to the ego car to follow.

rvel = −100(vref − v0)2, if v0 > vref (2.30)

rvel = −100(vref − v0), if v0 < vref (2.31)

rwrong lane is the wrong lane reward. If the ego car is not driving on the target lane, then
rwrong lane = −10000. The end of lane reward rend lane encourages the ego car to change its
lane before it reaches the end of the road. rend lane is negative and it decreases from 0 to
-1000 linearly over the last 50m of the road.

rcenter is the reward for the deviation from the center line of the target lane. It encourages
the ego car to merge into the target lane, instead of driving on its original lane. Thus, it is
defined to be rcenter = −200d20.

ract encourages the ego car to take an action that can result in better comfort. It penalizes
big value of longitudinal acceleration and latitudinal velocity with ract = −100(a20,long +
2|v0,lat|).

A collision in autonomous vehicles planning is intolerant, so the reward for collision
should be extremely negative, with rcollision = −1000000.

Yielding Classifier

When solving the POMDP, we need to predict the future actions of the other two human
cars. We use popular driver models to make this prediction. Predicting actions of some car
often involves choosing a suitable driver model for it, so we need a mechanism to make this
choice. We use a yielding classifier to estimate how likely the human car is going to yield
to the ego car. Then the suitable driver model for the human car is selected based on the
probability of yielding. The yielding classifier is a logistic regression classifier trained by
real-world data set. The probability of the human car yielding to the ego car is expressed as
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Eq. 2.32 and Eq. 2.33.

hθ(fk) =
1

1 + e−θT fk
(2.32)

Pk,yield = 1, if hθ(fk) > βyield (2.33)

where fk = [1, ϕk, d0, v0, sk − s0, vk, vk,front] is the feature describing the current state, and
βyield = 0.85 is a threshold. Using this yielding classifier, the ego car is able to take its
interaction with the human car into account when generating the action for the next time
step.

Monte-Carlo Tree Search

Monte-Carlo Tree Search (MCTS) is an efficient search technique, which can balance the
trade-off between exploration and exploitation. When we use a tree search, it is very likely
that the current perceived best action is not the global optimal action. MCTS is good at
dealing with this problem. It is able to search the unexplored nodes in the tree while also
be favor of the area where better actions exist. Therefore, MCTS can result in relatively
good action without a traverse of the tree. Actually, as the number of iterations increase,
the result of MCTS converges to the real optimal action in terms of probability [75]. This
property can reduce the computational burden when solving our POMDP framework, and
generate a best action for the autonomous vehicle to execute at the next time step within a
relatively small time period. The flow chart of MCTS we used in the algorithm is shown in
figure 2.1.

When we implement MCTS, we need to do rollout over a lookahead horizon. In the
process of rollout, we have to predict the actions of other human cars, so that we can get
the expected reward over the 10 seconds horizon. As aforementioned, we use Velocity Driver
Model (VDM) to generate the motion of other cars in the prediction module when we do
the rollout. The yielding classifier first takes in the feature and outputs a probability of
cooperative behavior of the other car. Then if the probability of yielding to the ego car is
bigger than the threshold, the front car in VDM is set to be the ego car, and the parameters
of VDM are set to be those learned from successful merging scenarios. If the probability of
yielding to the ego car is less than the threshold, then the front car in VDM is set to be the
lead human car on the target lane, and the parameters of VDM are set to be those learned
from unsuccessful merging scenarios. This setting makes sense because the behavior patterns
of a human car would be different between the cooperative and uncooperative scenarios. In
this way, the ego car is aware of the intention of the other human cars, and is able to make
decisions in consideration of its interaction with other cars.
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Figure 2.1: MCTS Flow Chart

2.4 Experiment Results

We implemented the distribution for the parameters found using MLE into an POMDP
described in the Problem Setting Section. We used MATLAB to carry out the experiments
on a system with a 2.9GHz Intel Core i7-7500U CPU.

Parameter Estimation Results

The results of the IDM parameter estimation for successful trials are shown in Figs. 2.2. A
histogram of each parameter is shown on the left axis, where the frequency is plotted against
the parameter values. We compute the mean and standard deviation of the parameters for the
trials, and the corresponding normal distribution is given on the second right axis. We assume
the parameters are independently distributed. The assumed prior distribution in Table 2.1
used in by the MAP estimation is given. As expected, the distribution calculated from
the MAP estimation tends to more closely follow a normal distribution. This is particularly
apparent in the estimate reference velocity, v0, where the parameters estimated using ML are
quite varied. Conversely, with the prior distribution for the MAP estimation, the estimated
parameters are closer to the expected mean of 20 m/s. The power factor, δ, is also quite varied
when using ML, but the prior estimate with MAP reduces the variation in the estimate values
of δ. Since the typical values for the IDM parameters are well-known from prior literature
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Estimation Method Model Average MSE Max MSE

ML

SDM 1167.66 4948.86
VDM 0.046 0.139
IDM 0.111 0.610

IDM w/ time shift 0.072 0.451

MAP

SDM 15.13 35.03
VDM 0.054 0.159
IDM 0.121 0.467

IDM w/ time shift 0.073 0.451

Table 2.2: Average and maximum (over all trials) mean-squared error for each parameter
estimation method

[137], the MAP method provides a consistent solution that reduces the susceptibility of the
estimation to noise.

Next, we compare the accuracy of the predicted values using the various driver models:
IDM, VDM, and SDM. We performed the estimation using LS, ML, and MAP for each of
the driver models. Table 2.2 gives the mean square error (MSE) between the measured
acceleration and predicted acceleration statistics for all of the trials for the ML and MAP
methods (LS is excluded since the formulation is the same as ML). The average and maximum
MSE over all the trials is the least for the VDM, following by the IDM. For most of the
trials the trends in the IDM seemed to be delayed from the measured states. Therefore we
introduced an additional term tshift to delay the calculation of the driver model to depend
on the previous states so that apred(t) = f(x(t− tshift)). The IDM with the delay introduced
by the time shift of 1s is reduced the MSE compared to the IDM without an introduced
delay. The delay was introduced to test the possibility that there is a delay in the driver’s
observation of the current state. However, the VDM still performed better than the IDM
even after introducing the time delay. The SDM performed significantly worse than both
the IDM and VDM, and therefore was determined to not accurately predict the behavior of
other cars during the merge maneuver.

The estimated means and covariance matrix for trials with a successful merge are given
in Table 2.3 – 2.6 using ML and MAP respectively. The parameters estimated using MAP
have smaller standard deviations than those found using ML. Additionally, the estimated
parameters found by MAP are closer to the assumed prior parameter values than those found
using ML. The additional likelihood term in the cost function in the MAP formulation adds
cost for deviation from the assumed parameters as priors, which reduces the variation in the
parameter estimation. Here, we empirically prove that MAP can integrate the information
from the prior distribution into parameter fitting. However, the assumed prior parameter
distribution is not necessary the optimal one since there is no ground truth values. Therefore,
we choose to use the parameter estimation results by MLE to do simulations in the evaluation
section.
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Model Parameters θ Mean µ0 Covariance Σ0

IDM


T
amax
v0
δ
d0
b




0.522
0.837
13.257
5.696
4.543
0.805

 diag




0.710
0.691
13.484
7.990
3.776
1.476





VDM


V1
V2
C1

C2

λ
κ




4.760
5.158
1.748
3.386
1.455
0.476

 diag




3.293
3.39
1.945
3.389
2.136
0.950




Table 2.3: Maximum Likelihoood parameter estimation results for trials with successful
merge

Model Parameters θ Mean µ0 Covariance Σ0

IDM


T
amax
v0
δ
d0
b




0.958
1.421
16.885
3.426
1.281
61.907

 diag




1.995
0.769
15.430
2.191
2.484

483.360





VDM


V1
V2
C1

C2

λ
κ




3.747
6.133
1.641
7.1181
0.530
0.332

 diag




3.507
3.433
2.289
3.528
0.514
0.388




Table 2.4: Maximum Likelihood parameter estimation results for trials with unsuccessful
merge

Simulation Results

In the experiment, we set the horizon to be 12 seconds. There were totally three cars:
one was the ego car in lane 1, intending to merge into lane 0, and the other two cars
were the other human cars in lane 0. The ego car used POMDP to obtain its action for
the next time step. The time step was 1 second. When solving MCTS for POMDP, we
used IDM/VDM and a yield classifier to predict the motion of the other cars. IDM was a
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Model Parameters θ Mean µ0 Covariance Σ0

IDM


T
amax
v0
δ
d0
b




0.447
0.598
16.66
5.92
3.42
1.43

 diag




0.403
0.522
7.044
5.187
2.432
1.298





VDM


V1
V2
C1

C2

λ
κ




5.879
7.300
0.466
1.078
0.622
0.268

 diag




1.894
1.510
0.370
0.866
0.476
0.303




Table 2.5: Maximum a Posteriori parameter estimation results for trials with successful
merge

Model Parameters θ Mean µ0 Covariance Σ0

IDM


T
amax
v0
δ
d0
b




1.468
0.853
19.15
4.047
1.186
3.579

 diag




0.522
0.549
3.849
0.094
1.235
0.943





VDM


V1
V2
C1

C2

λ
κ




5.650
8.143
0.953
2.650
0.546
0.289

 diag




1.354
0.994
1.930
1.363
0.367
0.253




Table 2.6: Maximum a Posteriori parameter estimation results for trials with unsuccessful
merge

baseline whose parameters were set according to widely accepted expert data from previous
literatures. Before starting each trial, we sampled parameters for VDM from the learned
Gaussian distribution of successful and unsuccessful merge. The solver had a 10-second
look-ahead to search for the actions with the maximum reward. Then the ego car executed
the best action returned from the search for the next time step.

Those two other human cars were assumed to be able to change their longitudinal acceler-
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Figure 2.2: IDM estimation results of successful merge trials. Frequency of parameter es-
timation values among trials (left axis) and probability density function (pdf) of a prior
distribution and estimated parameters distributions (right axis)

ation only, staying at the center line of lane 0. We used the VDM with sampled parameters
from the learned distribution by MLE to steer the other cars in the test environment to
interact with the ego car.

We compared the performance of using IDM or VDM as the predictor in the rollout based
on 500 trials for each. The ego car can successfully merge into the target lane with a rate
of 99.4% when using the VDM to predict the other cars’ motion. However, the performance
of original IDM as a predicted model for the other cars was not as good, with a success
rate as 87.4%. Besides, the error of the predicted acceleration, velocity and position of the
other cars were also small when using VDM, indicating that the VDM with a set of tuned
parameters can better describe the motion of the other cars in the real world. Those results
are shown in Table 2.7.

In the following paragraph, two trials of merging are discussed: one is in a scenario
where the rear human car N1 yielded to the ego agent, while in the other scenario N1 did
not yield. These two trials began with the same initial conditions and are implemented in a
time horizon of t = 12s. The ego car was able to recognize the intentions of the human car
using the yield classifier and the tuned prediction model, and executed the lane changing
task successfully whether or not the human car yielded.

In Figure 2.3, we show a trial in which the rear human car yielded to the ego car. The
position and the velocity of the three cars are shown in Figure 2.5. As the figures show,
N1 in lane 0 decelerated when the ego car cut in, indicating that they were interacting with
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Figure 2.3: The trajectory of the ego agent when the back human car is yielding to it. The
continuous trajectory is sliced into 6 pieces for clarity. Each trajectory piece lasts 2 second
and the whole trajectory lasts 12 seconds.

Figure 2.4: The trajectory of the ego agent when the back human car is not yielding to it.
The continuous trajectory is sliced into 6 pieces for clarity. Each trajectory piece lasts 2
second and the whole trajectory lasts 12 seconds.

each other. Meanwhile, the other human car N2 was accelerating to the reference velocity
16m/s as it was the speed limit. The ego car was able to find the right time point (around
t = 2s) to execute the merging attempt and then can successfully merge into the target lane
as shown in Figure 2.3. In Figure 2.4, we show a trial in which the rear human car did not
yield to the ego car. The position and the velocity of the three cars are shown in Figure 2.6.
As shown in the velocity plot in Figure 2.6, the ego car N0 accelerated and attempted to
merge at around t = 0 1s. However, N1 also accelerated, which means that it did not intend
to yield to the ego car N0. Thus, the ego car N0 decelerated a little bit, and then merged
into the target lane, behind those two human cars N1 and N2. After successfully merging
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Figure 2.5: The longitudinal position and velocity of the cars when the back human car is
yielding to the ego agent.

into the target lane, the ego car N0 then accelerated to the reference speed vref = 16m/s,
and followed those two human cars afterwards.

Real-World Dataset Results

We utilized the INTERACTION dataset [156] to validate the proposed algorithms. Similar to
the setup in the calibration implementation, we selected the motion data of similar merging
scenarios from the dataset, and used the selected data as the validation dataset. Each
scenario in the validation set contains the initial position and trajectories of the ego car, as
well as trajectories of two other human cars that are driving on the lane adjacent to the
initial lane of the ego car. The goal of the ego car was to merge to the lane with two other
cars. The scenarios of the real-traffic dataset were very similar to the simulation in the
previous section. We selected 200 merging scenarios from the original dataset, and perform
lane change behavior planning in each of them, which is similar to the tasks in the simulation.
The statistical results are shown in table 2.7. We define a ”success” in behavior planning as
that a collision-free trajectory is generated. Specifically it means that there is no intersection
between the ego car’s trajectory and the other cars’ trajectories at each time step. There
were 190 collision free merging attempts out of 200 planning trials, with an average error of
0.606 m/s2 in acceleration prediction, an average error of 1.783m/s in velocity prediction,



CHAPTER 2. INTERACTION-AWARE BEHAVIOR PLANNING FOR
AUTONOMOUS VEHICLES VALIDATED WITH REAL TRAFFIC DATA 24

Figure 2.6: The longitudinal position and velocity of the cars when the back human car is
not yielding to the ego agent.

Table 2.7: The prediction error and the success merges of IDM/VDM.

SIMULATION
model a error v error x error success
IDM 0.610 m/s2 1.261 m/s 0.630 m 437/500
VDM 0.483 m/s2 1.134 m/s 0.535 m 497/500

REAL TRAFFIC DATA
model a error v error x error success
VDM 0.606 m/s2 1.783 m/s 0.891 m 190/200

and an average error of 0.891m in position prediction. All performance indices including
a success rate, were lower than those in simulation, which indicates it is harder to predict
the motion of a real human car. However, the proposed planner was still able to perform a
merging maneuver with a relatively high success rate in real-world scenarios.
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Figure 2.7: The computation time and success rate comparison between (a) brute force and
(b) MCTS.

MCTS vs. Brute Force

MCTS reduced the computation time of solving the POMDP for the planning problem to a
large extent. We aim to further elucidate the advantage of applying MCTS by comparing
it to brute force solutions in this section. The ablation study is done in the same simulator
as Sec. 2.4, with various planning horizon from 1 to 10 steps. Specifically, we compare the
success rate and computation time between the brute force solution and the MCTS solution
of the POMDP.

As shown in Fig. 2.7 (a), the brute force solution has near-optimal success rate, but
the computation time explodes as the horizon increases from 1 to 10 steps. It is no longer
practical to operate the brute force solver when the lookahead horizon is larger than 6s, as
the computation time is longer than the planning interval 0.1s. The solver cannot output a
solution in time for each time step.

The MCTS solver, however, can attain satisfactory performance within reasonable com-
putation time at around 0.007s for 10 steps lookahead. The MCTS computation time benefits
largely from the pruning process and the heuristic searching for a solution. The success rate
increases from a disastrous 30% to a near-perfect 98% as the planning horizon changes from
1 to 10 steps, which indicates the MCTS benefits from the longer lookahead horizon. The
gap between the success rate of MCTS and brute force remains small at no more than 3.5%
when the lookahead horizon is larger than 6 steps, while MCTS keeps the computation time
reasonable for a 10Hz planning frequency.
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2.5 Conclusion

In this report, we presented a POMDP framework to deal with behavior planning in a lane
changing scenario, while considering the interaction between the autonomous car and the
surrounding human cars. In the planning module, a yielding classifier was trained by a
real-world dataset, predicting intentions and behavior of the human cars by switching the
driver model. The switching process was based on the current and historical states, which
indicates how likely the human car will drive cooperatively. The driver model switched
between two sets of parameters for successful and unsuccessful merges, respectively, learned
from real-world data. Evaluations on simulation showed that the proposed framework with
learned parameters is able to perform safe and efficient behavior planning for autonomous
cars in the lane changing scenarios. We also validated our planner with real-world traffic
data environment. The proposed planner with refined prediction model outperformed the
planner with a fixed-parameter driver model extracted.

The driver models in our planner are extracted from real-world datasets. We explored
parameter estimation of various driver models in order to more accurately predict the motion
of other cars. Least squares, maximum likelihood, and maximum a posteriori were used to
estimate the parameters of the driver models. Of the three driver models were investigated
(IDM, SDM, and VDM), the VDM had the least prediction error after parameter estimation,
followed by the IDM. The SDM had significantly worse prediction error, and therefore we
concluded that this model is not an accurate predictor of the state of the other cars for the
data collected from traffic merges. The MDP formulation used the prior known distribution
collected from other works that explored the parameter values. This prior distribution
stabilized the results of the parameter estimation over the multiple trials. The resulting
distribution of the parameters captures the variability in driver behavior. We demonstrate
the usefulness of the found parameter distribution by implementing a sampling from the
found distribution to find the parameters in the transition model of an POMDP describing
the ego car merging onto a highway.

While we account for a scenario where a car successfully merges ahead of the car in
question and for instances where the merge was unsuccessful, the data was collected from
limited locations with certain types of merging maneuver. We identify potential avenues for
future work:

• Expand sampled data to include different locations and/or types of merging maneuvers

• Application of the parameter estimation method into other driving scenarios (e.g. in-
tersections) and other data sources

• Online parameter estimation or adaptive control to identify a vehicle’s parameters in
real time

• Incorporate parameter distribution into a stochastic transition model for the other cars

• Incorporate various persuasion model to the POMDP framework
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This work provides a basis for understanding how a distribution for driver model parame-
ters, instead of static fixed parameters can be useful for capturing the variability in driver
behavior. Future work can expand on this idea to incorporate different driver behavior into
prediction models that will better help autonomous cars plan how to interact with their
environment.
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Chapter 3

Dealing with the Unknown:
Pessimistic Offline Reinforcement
Learning

Reinforcement Learning (RL) has been shown effective in domains where the agent can learn
policies by actively interacting with its operating environment. However, if we change the
RL scheme to offline setting where the agent can only update its policy via static datasets,
one of the major issues in offline reinforcement learning emerges, i.e. distributional shift.
We propose a Pessimistic Offline Reinforcement Learning (PessORL) algorithm to actively
lead the agent back to the area where it is familiar by manipulating the value function.
We focus on problems caused by out-of-distribution (OOD) states, and deliberately penalize
high values at states that are absent in the training dataset, so that the learned pessimistic
value function lower bounds the true value anywhere within the state space. We evaluate
the PessORL algorithm on various benchmark tasks, where we show that our method gains
better performance by explicitly handling OOD states, when compared to those methods
merely considering OOD actions.

3.1 Introduction

Reinforcement learning (RL), especially with high-capacity models such as deep nets, has
shown its power in many domains, e.g., gaming, healthcare, and robotics. However, typi-
cal training schemes of RL algorithms rely on active interaction with the environments. It
limits their applications in domains where active data collection is expensive or dangerous
(e.g., autonomous driving). Recently, offline reinforcement learning (offline RL) has emerged
as a promising candidate to overcome this barrier. Different from traditional RL methods,
offline-RL learns the policy from a static offline dataset collected without iterative interaction
with the environment. Recent works have shown its ability in solving various policy learning
tasks [62, 67, 66]. However, offline RL methods suffer from several major problems. One
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of them is distributional shift. Unlike online RL algorithms, the state and action distribu-
tions are different during training and testing. As a result, RL agents may fail dramatically
after deployed online. For example, in safety-critical applications such as autonomous driv-
ing, overconfident and catastrophic extrapolations may occur in out-of-distribution (OOD)
scenes [43].

Many prior works [74, 71, 102, 42, 3, 101] try to mitigate this problem by handling OOD
actions. They discourage the policies to visit OOD actions by designing conservative value
functions, or estimating the uncertainty of Q-functions. Although constraining the policy
can implicitly mitigate the problem of state distributional shift, few works have adopted
measures to explicitly handle OOD states during the training stage. In this work, we propose
the Pessimistic Offline Reinforcement Learning (PessORL) framework to explicitly limit the
policy from visiting both unseen states and actions. We refer to the states or the actions
that are not included in the training data as the unseen states or the unseen actions.

Our PessORL framework is inspired by the concept of pessimistic MDP in [68], where the
reward is significantly small for unseen state-action pairs. We aim to limit the magnitude
of the value function at unseen states, so that the agent can avoid or recover from unseen
states. It is then crucial to precisely detect OOD states and shape the value function at those
states. Since prior methods on OOD actions are derived from a similar concept, we can adapt
their approaches to handle OOD states. There are mainly two approaches in the literature.
One is to estimate the epistemic uncertainty of Q-function and subtract it from the original
Q-function to get a conservative Q-function [71, 102, 42, 3, 101]. The other is to regularize
the Q-function during the learning process [74]. The first method is highly sensitive to the
trade-off between the uncertainty estimation and the original Q-function [147, 159] and the
quality of uncertainty estimation [78].

Therefore, we follow the second approach, and add a conservative regularization term to
the policy evaluation step of PessORL to shape the value function. We prove that PessORL
learns a pessimistic value function that lower bounds the true value function, and forces
the policy to avoid or recover from out-of-distribution states and actions. We evaluate the
PessORL algorithm on various benchmark tasks. The performance of our method matches
the state-of-the-art offline RL methods. In particular, we show that, by explicitly handling
OOD states, we can further improve the policy performance compared to those methods
merely considering OOD actions.

3.2 Related Work

A big challenge for offline reinforcement learning methods is to deal with the problems caused
by unvisited states or actions in training data, which is also known as distributional shift.
In model-free offline reinforcement learning, some works used importance sampling to fill
the gap between the learned policy and the behavior policy in the training dataset [110, 48,
56, 105, 27]. There are also many works constrained the learned policy to be similar to the
behavior policy by explicit constraints in the training dataset [71, 46, 127, 108], so that the
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agent can avoid out-of-distribution actions during test time. The work in [159] proposed a
latent space to constrain the policy to avoid deviating from the training data support. One
further step to make the agent avoid actions that may cause itself deviate from the training
data support is to get a conservative value function and thus a conservative policy. The
works in [102, 42, 71, 3, 101] estimate the uncertainty of the learned Q-function, and then
directly subtract it from the Q-function to get a conservative Q-function. Another way to
get a conservative Q-function is to regularize the Q-function in the optimization problem
during the learning process [74]. In model-based reinforcement learning (MBRL), there
are also many algorithms that constrain the exploitation in the environment with effective
uncertainty estimation methods [134, 146, 157, 52, 60, 151, 152, 68]. It is considered to be
mature and reliable to detect OOD actions and states by methods from MBRL. Most of
the aforementioned methods focus on OOD actions but not have explicit mechanism to deal
with OOD states. In this chapter, we focus on OOD states and propose a method to learn
a pessimistic value function by adding regularization terms when updating Q-functions, and
follow the works in the MBRL domain to establish the module to detect OOD states in our
algorithm.

3.3 Background

Offline Reinforcement Learning

Given a Markov decision process (MDP), an RL agent aims to maximize the expectation
of cumulative rewards. The MDP is represented by a tuple M = (S,A,P , r, γ), where S
is the state space, A is the action space, P : S × A × S → [0, 1] is the transition function,
r : S × A → R is the reward function, and γ is the discount factor. Typical RL algorithms
optimize the policy using experience collected when interacting with the environment. Unlike
those online learning paradigms, offline-RL algorithms rely solely on a static offline dataset,
denoted by D =

{(
sit, a

i
t, s

i
t+1, r

i
t

)}
.

In this work, we focus on dynamic-programming-based RL algorithms under the offline
setting, where we extract a policy from a learned value function for the underlying MDP
in the training data. Standard Q-learning method estimates an approximate Q-function
parametrized by θ, i.e. Q̂θ(st, at). In each iteration, the Q-function is updated as follows:

Q̂k+1
θ ← arg min

Q

1

2
Es,a,s′∼D

[(
Q(s, a)− B̂πQ̂k

θ(s, a)
)2]

(policy evaluation), (3.1)

where B̂π is the empirical Bellman update operator defined as:

B̂πQ̂k
θ(s, a) = r(s, a) + γEa′∼π̂k(a′|s′)

[
Q̂k
θ(s

′, a′)
]
. (3.2)

For discrete action space, we define π̂k as the optimal policy induced by the learned Q-

function, i.e. π̂k(a|s) = δ
[
a = arg maxa Q̂

k
θ(s, a)

]
. In this case, B̂π collides into the Bellman
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optimality operator. When the action space is continuous, we follow actor-critic algorithms
to approximate the optimal policy by executing a policy improvement step after policy
evaluation in each iteration:

π̂k+1 ← arg max
π

Es∼D,a∼π(a|s)

[
Q̂k+1
θ (s, a)

]
(policy improvement). (3.3)

In the rest of the chapter, we denote E(Q, B̂πQ̂k
θ) =

1

2
Es,a,s′∼D

[(
Q(s, a)− B̂πQ̂k

θ(s, a)
)2]

as

the Bellman update error for simplicity.

Uncertainty-Based Methods and Pessimistic Value Functions

By observing Eqn. 3.1, it is obvious that the Q-function Q̂θ is never evaluated or updated at
states or actions that never appear in the dataset. The agent may behave unexpectedly or
unpredictably at those unseen states or actions during test time. For dynamic-programming-
based approaches, one way to address the issue of unseen actions is to estimate the epistemic
uncertainty of Q-function and subtract it from the original Q-function [71, 102, 42, 3, 101].
The uncertainty is estimated based on an ensemble of learned Q-functions, and the final
conservative Q-function becomes Qc(s, a) = EQ∼PD(Q)[Q(s, a) − αUnc(PD(Q))], where Unc
is defined to be some uncertainty estimation metric, and PD(Q) is the distribution over
possible Q-functions. Because the uncertainty metric is directly subtracted, uncertainty-
based methods is highly sensitive to the quality of uncertainty estimation. Meanwhile, it is
difficult to find an ideal α to balance the original Q-function and Unc.

Another way is to regularize the Q-function at the step of policy evaluation. A repre-
sentative example is Conservative Q-Learning (CQL) [74]. Assuming that the dataset D is
collected with a behavior policy πβ(a|s), and π̂k(a|s) is the learned policy at iteration k, the
policy evaluation step in CQL becomes:

Q̂k+1 ← arg min
Q
α
(
Es∼D,a∼π̂k(a|s)[Q(s, a)]− Es∼D,a∼πβ(a|s)[Q(s, a)]

)
+ E(Q, B̂πQ̂k

θ). (3.4)

In the rest of the chapter, we denote C(Q) as the cost term adopted from the CQL, i.e.,
C(Q) = α

(
Es∼D,a∼π̂k(a|s)[Q(s, a)]− Es∼D,a∼πβ(a|s)[Q(s, a)]

)
. It is worth noting that the afore-

mentioned methods all focus on OOD actions, but they do not have an explicit mechanism
to deal with OOD states, which motivates us to develop the PessORL framework in this
work.

3.4 Pessimistic Offline Reinforcement Learning

Framework

In this section, we introduce the PessORL framework to mitigate the issue of state distribu-
tional shift. In particular, we propose a novel conservative regularization term in the policy
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evaluation step. It can then be integrated into Q-learning or actor-critic algorithm, which
will be described in Sec. 3.5.

How To Deal With OOD States

Assuming the dataset D is collected with a behavior policy πβ(a|s), and the states s are
distributed according to a distribution dπβ(s) in the dataset, we propose to solve the problem
caused by state distributional shift by augmenting the policy evaluation step in CQL [74]
with a regularization term scaled by a trade-off factor ε:

min
Q
ε
(
Es∼dϕ(s),a∼π̂k(a|s) [Q(s, a)]− Es∼dπβ (s),a∼π̂k(a|s)[Q(s, a)]

)
+ E(Q, B̂πQ̂k

θ) + C(Q), (3.5)

where dϕ(s) is a particular state distribution of our choice.
The idea is to use the minimization term ε

(
Es∼dϕ(s),a∼π̂k(a|s) [Q(s, a)]

)
to penalize high val-

ues at unseen states in the dataset, and the maximization term ε
(
Es∼dπβ (s),a∼π̂k(a|s)[Q(s, a)]

)
to cancel the penalization at in-distribution states. The regularized Q-function could then
push the agent towards regions close to the states from the dataset, where the values are
higher. To achieve it, we need to find a distribution dϕ(s) that assigns high probabilities to
states far away from the dataset, and low probabilities to states near the training dataset.
We will instantiate a practical design of dϕ(s) in Sec. 3.5. For now, we just assume dϕ(s)
assigns high probabilities to OOD states.

Theoretical Analysis

In this section, we analyze the theoretical properties of the proposed policy evaluation step.
The proof and more details can be found in Appendix 3.4.

We define k ∈ N as the iteration of policy evaluation, i.e. Q̂k denotes the optimized
Q-function in the k−th iteration obtained by PessORL. Qπ is defined to be the true Q-
function under a policy π(a|s) in the underlying MDP without any regularization. The true
Q-function can be written in a recursive form via the exact Bellman operator, Bπ, as Qπ =
BπQπ. We define V̂ k as the value function under a policy π(a|s), V̂ k(s) = Ea∼π(a|s)[Q̂

k(s, a)].
For the true value function V π in the underlying MDP, we also have V π = BπV π.

We first introduce the theorem that the learned value function is a lower bound of the
true one without considering the sampling error defined in the Lemma 3.4.1.

Jibberish 1 Assume we can obtain the exact reward function r(s, a) and the transition
function T (s′|s, a) of the underlying MDP. Let V̂ π(s) = limk→∞ V̂ k(s). Then ∀s ∈ S, the
learned value function via Eqn. 3.5 is a lower bound of the true one, i.e., V̂ π(s) ≤ V π(s), if

the ratio
ε

α
satisfies

ε

α
≤ min

s

(∑
a

π(a|s)
[
π(a|s)
πβ(a|s)

− 1

])(∣∣dϕ(s)− dπβ(s)
∣∣

dπβ(s)

∑
a

π2(a|s)
πβ(a|s)

)−1

.
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It is worth noting that the learned value function still lower bounds the true value function
for any state and action in the training datasets, i.e. s, a ∈ D, even when we consider the
sampling error defined in the Lemma 3.4.1. Further details are shown in Corollary 3.4.1. We
have no reward or transition pair collected at unseen states or actions outside the training
dataset, so it is impossible to bound the error outside the training dataset when consider
the sampling error introduced by the reward function and the transition function.

We can now step further and show that the values at OOD states are lower than those
at in-distribution states based on the learned value function. The proof can be found in
Appendix 3.4.

Jibberish 2 For any state s ∈ S, if ε > 0 is sufficiently large, then the expectation of the
learned value function via Eqn. 3.5 under the state marginal dπβ(s) in the training data is
higher than that under dϕ(s), i.e., Es∼dϕ(s)[V̂

π(s)] < Es∼dπβ (s)[V̂
π(s)].

During training time, we can at least evaluate Q-values of OOD actions based on in-
distribution states. However, there is actually no information about immediate rewards
at OOD states, thus no information about Q-values. Intuitively, under offline settings, the
best we can do to mitigate the problem of OOD states is to suppress values at these OOD
states, and raising values at in-distribution states, so that the agent can be attracted to the
area where it is familiar near the training data. Thm. 2 indeed tells us PessORL models a
value function that assigns smaller values to OOD states compared to those at in-distribution
states. Optimizing a policy under such a value function is similar to forcing the policy to
avoid unknown states and actions.

In summary, PessORL can learn a pessimistic value function that lower bounds the
true value function. Furthermore, this value function assigns smaller values to OOD states
compared to those at in-distribution states, which helps the agent avoid or even recover from
OOD states.

Proof of Theorem

In this section, we provide the proofs of the theorems in this chapter.
Remark. We provide the proofs under a tabular setting. Most continuous space can be

approximately discretized to a tabular form, although the cordiality of the tabular form may
be large. We define P π as the tabular transition probabilities under the policy π.

Proof of Theorem 1

In Eqn. 3.5, The Q-function update can be computed in a tabular setting, by setting the
derivative of the augmented objective in Eqn. 3.5 with respect to Q to zero,

ε
(
dϕπ − dπβπ

)
+ α (dπβπ − dπβπβ) + dπβπβ

(
Q− BQ̂k

)
= 0
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Therefore, we can obtain Q̂k+1 in terms of Q̂k by rearranging the terms,

Q̂k+1(s, a) = B̂πQ̂k(s, a)− ε
(
dϕ(s)− dπβ(s)

)
π(a|s)

dπβ(s)πβ(a|s)
− α

[
π(a|s)
πβ(a|s)

− 1

]
, (3.6)

for all s ∈ S, a ∈ A and k ∈ [0,+∞). For the state-action pair (s, a) such that dϕ(s) <

dπβ(s) and π(a|s) < πβ(a|s), the last two terms of Eqn. 3.6, −ε
(
dϕ(s)− dπβ(s)

)
π(a|s)

dπβ(s)πβ(a|s)
−

α

[
π(a|s)
πβ(a|s)

− 1

]
is positive, so that we cannot simply lower bound the true Q-function

Qk+1(s, a) by the estimated one Q̂k+1(s, a) point-wise. However, we can prove that the
value function, which is the expectation of the Q-function, can be lower bounded. Taking
the expectation of both sides of Eqn. 3.6 under the distribution a ∼ π(a|s), we have

V̂ k+1(s) = BπV̂ k(s)− εEa∼π(a|s)

[(
dϕ(s)− dπβ(s)

)
π(a|s)

dπβ(s)πβ(a|s)

]
− αEa∼π(a|s)

[
π(a|s)
πβ(a|s)

− 1

]
.

(3.7)

The first goal is to prove that V̂ k+1 ≤ BπV̂ k which implies that each iteration introduces
some underestimation, and V̂ k could eventually converge to a fixed point. Therefore, we
need to prove the last two terms on the right hand side of Eqn. 3.7 is negative. We denote
∆ to be the opposite of the last two terms on the right hand side of Eqn. 3.7, then

∆ = εEa∼π(a|s)

[(
dϕ(s)− dπβ(s)

)
π(a|s)

dπβ(s)πβ(a|s)

]
+ αEa∼π(a|s)

[
π(a|s)
πβ(a|s)

− 1

]
= ε

dϕ(s)− dπβ(s)

dπβ(s)

∑
a

π2(a|s)
πβ(a|s)

+ α
∑
a

π(a|s)
[
π(a|s)
πβ(a|s)

− 1

]
.

(3.8)

From the proof in [74], we know that the second term in Eqn. 3.8 is non-negative when
α > 0, that is

DCQL(s) =
∑
a

π(a|s)
[
π(a|s)
πβ(a|s)

− 1

]
≥ 0. (3.9)

Hence, when dϕ(s)−dπβ(s) ≥ 0, it is obvious that ∆ ≥ 0 for all ε > 0. When dϕ(s)−dπβ(s) <
0, if ε satisfies

ε ≤ αDCQL(s)

(∣∣dϕ(s)− dπβ(s)
∣∣

dπβ(s)

∑
a

π2(a|s)
πβ(a|s)

)−1

, (3.10)

then we have ∆ ≥ 0.
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In summary, we have ∆ ≥ 0 when Eqn. 3.10 holds. Since the exact Bellman update
operator Bπ is a contraction [129], we have

||BπV̂ k+1 − BπV̂ k|| = ||(BπV̂ k+1 −∆)− (BπV̂ k −∆)|| ≤ γ||V̂ k+1 − V̂ k||

which implies that each value-function update V̂ k+1 = BπV̂ k−∆ is a contraction. According
to the contraction mapping theorem, the recursive update in Eqn. 3.7 will always lead value
function to converge to a fixed point V̂ π. Now that V π = BπV π for the true value functions,
by subtracting them from both side of Eqn. 3.7 and substitute V̂ k+1 and V̂ k with the fixed
point V̂ π, we have

V̂ π = V π − (I − γP π)−1︸ ︷︷ ︸
Positive semi-definite

αEπ
[
π

πβ
− 1

]
+ εEπ

[
(dϕ − dπβ)π

dπβπβ

]
︸ ︷︷ ︸

≥ 0

 , (3.11)

when ε satisfies

ε

α
≤ min

s

(∑
a

π(a|s)
[
π(a|s)
πβ(a|s)

− 1

])(∣∣dϕ(s)− dπβ(s)
∣∣

dπβ(s)

∑
a

π2(a|s)
πβ(a|s)

)−1

. (3.12)

In Eqn. 3.11, we stretch all notations to be vectors, which means V̂ π ∈ ℜ|S|, V π ∈ ℜ|S|,

and αEπ
[
π

πβ
− 1

]
+εEπ

[
(dϕ − dπβ)π

dπβπβ

]
∈ ℜ|S| are all vectors containing values for all states.

Here, 1 denotes the vector in which the entries are all 1. The expectations and the operations

inside αEπ
[
π

πβ
− 1

]
+ εEπ

[
(dϕ − dπβ)π

dπβπβ

]
are all computed in a point-wise manner.

Therefore, we can conclude from Eqn. 3.11 that the estimated value function V̂ π(s) is a
lower bound of the true value-function V π(s) without considering any sampling error. Thus,
we finish the proof of Thm. 1.

Value Lower Bound in Existence of Sampling Errors

We now take sampling error into account. First, we introduce a lemma from [74]:

Lemma 3.4.1 If with high probability δ the reward function r(s, a) and the transition func-
tion T (s′|s, a) can be estimated with bounded error, then the sampling error of the empirical
Bellman operator is also bounded:∣∣∣B̂πV (s)− BπV (s)

∣∣∣ ≤ Cr,T,δRmax

(1− γ)
√
|D(s, a)|

, (3.13)

where Cr,T,δ is a constant related to r, T , and δ, and Rmax is the maximum possible reward
in the environment.
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Note that the bound of the error
∣∣∣B̂πV (s)− BπV (s)

∣∣∣ in Lemma 3.4.1 only holds for states

and actions in the training datasets, i.e. s, a ∈ D. We have no reward or transition pair
collected at unseen states or actions outside the training dataset, so it is impossible to bound
the error outside the training dataset when consider the sampling error introduced by the
reward function and the transition function. Therefore, we can lower bound the true value
function by the learned value function at states and actions in the training datasets as in
the following corollary.

Corollary 3.4.1 When the sampling error defined in Lemma 3.4.1, for any state and any
action in the training dataset, s, a ∈ D, the learned value function via Eqn. 3.5 is a lower
bound of the true one, i.e., V̂ π(s) ≤ V π(s), if the trade-off factor ε and α satisfy the con-
straints

ε ≤ αmin
s∈D

(∑
a

π(a|s)
[
π(a|s)
πβ(a|s)

− 1

])(∣∣dϕ(s)− dπβ(s)
∣∣

dπβ(s)

∑
a

π2(a|s)
πβ(a|s)

)−1

α ≥ max
s,a∈D

Cr,T,δRmax

(1− γ)
√
|D(s, a)|

· max
s,a∈D

(∑
a

π(a|s)
[
π(a|s)
πβ(a|s)

− 1

])−1

.

(3.14)

We now show the proof of Corollary 3.4.1. From Eqn. 3.11, we can directly bound the
estimated value function for any s, a ∈ D by

V̂ π = V π − (I − γP π)−1

[
αEπ

[
π

πβ
− 1

]
+ εEπ

[
(dϕ − dπβ)π

dπβπβ

]
− Cr,T,δRmax

(1− γ)
√
|D(s, a)|

]
,

(3.15)

when ε and α satisfy the constraints in Eqn. 3.14. Note that in Eqn. 3.15, we use vector
notations similar to those in Eqn. 3.11.

Therefore, when we consider sampling error introduced by the reward function and the
transition pair, the learned value function by PessORL still lower bounds the true one for
any states and actions in the training dataset. Thus, we finish the proof of Corollary 3.4.1.

Proof of Theorem 2

We begin the proof from Eqn. 3.7. We first take the expectation of both side of Eqn. 3.7
under the distribution dϕ, then

Edϕ(s)
[
V̂ k+1(s)

]
= Edϕ(s)

[
BπV̂ k(s)

]
− ε

∑
s

dϕ(s)
dϕ(s)− dπβ(s)

dπβ(s)

∑
a

π2(a|s)
πβ(a|s)

− α
∑
s

dϕ(s)
∑
a

π(a|s)
[
π(a|s)
πβ(a|s)

− 1

]
. (3.16)
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Similarly, we take the expectation of both side of Eqn. 3.7 under the distribution dπβ , then
we have

Edπβ (s)
[
V̂ k+1(s)

]
= Edπβ (s)

[
BπV̂ k(s)

]
− ε

∑
s

dπβ(s)
dϕ(s)− dπβ(s)

dπβ(s)

∑
a

π2(a|s)
πβ(a|s)

− α
∑
s

dπβ(s)
∑
a

π(a|s)
[
π(a|s)
πβ(a|s)

− 1

]
. (3.17)

If we subtract Eqn. 3.17 from Eqn. 3.16, we get

Edϕ
[
V̂ k+1(s)

]
− Edπβ

[
V̂ k+1(s)

]
= dϕ⊤BπV̂ k(s)− dπβ⊤BπV̂ k(s)

− ε
∑
s

(dπ(s)− dπβ(s))2

dπβ(s)

∑
a

π2(a|s)
πβ(a|s)

− α
∑
s

(dϕ(s)− dπβ(s))
∑
a

(π(a|s)− πβ(a|s))2

πβ(a|s)
(3.18)

Therefore, we have Edϕ
[
V̂ k+1(s)

]
≤ Edπβ

[
V̂ k+1(s)

]
, if ε satisfies

ε ≥

[
dϕ⊤BπV̂ k(s)− dπβ⊤BπV̂ k(s)− α

∑
s

(dϕ(s)− dπβ(s))
∑
a

(π(a|s)− πβ(a|s))2

πβ(a|s)

]

×

[∑
s

(dπ(s)− dπβ(s))2

dπβ(s)

∑
a

π2(a|s)
πβ(a|s)

]−1

. (3.19)

Existence of Feasible Trade-off Factor

Note that both Eqn. 3.19 and Eqn. 3.14 put constraints on the trade-off factor ε. We show
that we can choose an appropriate value of α to ensure that a feasible ε that satisfies both
constraints exist. Formally, we denote

X = dϕ⊤BπV̂ k(s)− dπβ⊤BπV̂ k(s),

Y =
∑
s

(dϕ(s)− dπβ(s))
∑
a

(π(a|s)− πβ(a|s))2

πβ(a|s)
,

Z =
∑
s

(dπ(s)− dπβ(s))2

dπβ(s)

∑
a

π2(a|s)
πβ(a|s)

,

W = min
s∈D

(∑
a

π(a|s)
[
π(a|s)
πβ(a|s)

− 1

])(∣∣dϕ(s)− dπβ(s)
∣∣

dπβ(s)

∑
a

π2(a|s)
πβ(a|s)

)−1

U = max
s,a∈D

Cr,T,δRmax

(1− γ)
√
|D(s, a)|

· max
s,a∈D

(∑
a

π(a|s)
[
π(a|s)
πβ(a|s)

− 1

])−1

(3.20)
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for simplicity. From Eqn. 3.14 and 3.19, we have

(X − αY )Z−1 ≤ ε ≤ αW

α ≥ U

Hence, there exists a feasible ε when (X − αY )Z−1 ≤ αW and α ≥ U . Thus, when

α ≥ min
(
X(WZ + Y )−1, U

)
, (3.21)

we can choose a feasible ε from the interval [(X − αY )Z−1, αW ].

3.5 Implementing the Algorithm

In this section, we introduce a practical PessORL algorithm based on Eqn. 3.5. This algo-
rithm simply modifies the policy evaluation step of Deep Q-Learning or Soft Actor-Critic
algorithms, which is easy to implement.

Detecting OOD states

In prior to designing the algorithm, we need to choose a proper dϕ(s), which requires a tool
for OOD state detection. Following [68, 78, 28], we use bootstrapping to detect OOD states.
In particular, we train a bag of Gaussian dynamics models [28] {P̂1, P̂2, . . . , P̂n} where each
model is P̂i(·|s, a) = N (s + f̂ϕi(s, a), Σ̂ϕi). The function f̂ϕi outputs the mean difference
between the next state and the current state, and Σϕi models the standard deviation. OOD
states are detected by estimating the uncertainty of bootstrap models at a given state s ∈ S.

Concretely, we define uπ(s) = Ea∼π(a|s)

[
1
n

∑n
i=1

(
f̂ϕi(s, a)− f̄ϕ(s, a)

)2]
, where f̄ϕ(s, a) =

1

n

∑n
i=1 f̂ϕi(s, a) is the mean of outputs of all f̂ϕi , and the actions are drawn from a policy

distribution π. A high uπ(s) value indicates the state is more likely to be an unseen state.
Given a set of sampled states {s1, s2, . . . , sn}, we can define a discrete distribution over it

using uπ(s): ζ(si) =
u(si)∑
j u(sj)

, i = 1, 2, ..., n, which assign high probabilities to OOD states.

In the following section, we will use it to construct the distribution dϕ(s).

Practical Implementation of PessORL

We now introduce a practical PessORL algorithm. In practice, to obtain a well-defined distri-
bution dϕ, we add an additional optimization problem over dϕ into the original optimization
problem. The resulting optimization problem for the policy evaluation step is:

min
Q

max
dϕ

[
ε
(
Es∼dϕ(s),a∼π̂k(a|s) [Q(s, a)]− Es∼dπβ (s),a∼π̂k(a|s)[Q(s, a)]

)
+R(dϕ)

]
+ E(Q, B̂πQ̂k

θ) + C(Q), (3.22)
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where R(dϕ) is a regularization term inspired by [74] in order to stabilize the training.
If we choose R(dϕ) = −DKL(dϕ(s) || ζ(s)), where ζ(s) is the distribution we obtained from

uncertainty estimations, then dϕ(s) ∝ ζ(s) exp
(
V π̂k

(s)
)

, where V π̂k
(s) = Ea∼π̂k(a|s) [Q(s, a)].

The resulting dϕ is intuitively reasonable, because it assigns high probabilities to OOD states
with high uncertainty estimations. In particular, dϕ assigns higher probabilities to states with
high values, because we expect to penalize harder on them than those with low values already.
With this choice of dϕ in Eqn. 3.22, we obtain the following PessORL policy evaluation step:

min
Q
J(Q) = min

Q
ε

(
log
∑
s

ζ(s) exp
(
V π̂k

(s)
)
− Es∼dπβ (s)[V

π̂k

(s)]

)
+ E(Q, B̂πQ̂k

θ) + C(Q). (3.23)

The first term in Eqn. 3.23 is very similar to weighted softmax values over the state space.
It penalizes the softmax value over the state space, but also considers the distances between
sample points and the training data. The two terms following the trade-off factor ε is
actually trying to decrease the discrepancy between the softmax value over OOD states
and the average value over in-distribution states. Intuitively, it should enforce the learned
value function to output higher values at in-distribution states, and lower values at out-of-
distribution states. The logsumexp term in Eqn. 3.23 also mitigates the requirement for an
accurate uncertainty estimation ζ(s) over the entire state space. Only those states with high
values contribute to the regularization.

The complete algorithm is shown in Algorithm 1. We include the version for continu-
ous action space which requires a policy network here, and note that if the action space
is discrete, then we no longer need a policy network but just an implicit policy based on
the learned Q-function. We implement PessORL on top of CQL [74], with its default hy-
perparameters. We also apply Lagrangian dual gradient descent to automatically adjust
the trade-off factor ε. During the training process of offline reinforcement learning algo-
rithms such as CQL and PessORL, we only have access to the dataset D instead of dπβ(s)
and πβ(a|s). Therefore, we follow the convention in reinforcement learning community and
approximated all expectations by Monte Carlo estimation in Eqn. 3.23.

Implementation Details of the Algorithm

The implementation of our algorithm is based on the original implementation of CQL:
https://github.com/aviralkumar2907/CQL. We first train a bag of dynamics models
{P1,P2, . . . ,Pn}, and then train the Q-network and policy network. When we train the
Q-network and policy network, the uncertainty estimation model uπ(s) is induced by the
pre-trained dynamics models. We found in the experiments that a fixed trade-off factor ε
would cause the learned value function to be too conservative and hence the learned policy
to fail, so we choose to use a varying ε which is adjusted by dual gradient-descent. Following
the implementation of CQL, we introduce a “budget” parameter τ to automatically control
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ε as below:

min
Q

max
ε≥0

[
ε

(
log
∑
s

ζ(s) exp
(
V π̂k

(s)
)
− Es∼dπβ (s)[V

π̂k

(s)]

)
− τ

]
+ E(Q, B̂πQ̂k

θ) + C(Q). (3.24)

From Eqn. 3.24, we can see that if the discrepancy between values is less than τ , then ε will
be set to zero. When the discrepancy is larger than the threshold τ , ε will be increased to a
large value to penalize harder on the value function. This automatic mechanism ensures a
reasonable choice of ε, and reduce the tedious procedure to tune the hyperparameter ε. In
the Gym MuJoCo domain, we choose τ = 0.0 for the Hopper environment, and τ = 10.0 for
the Walker2d, Halfcheetah and Ant environment. In the Adroit domain, we choose τ = 20.0
for all four environments.

For the dynamics models learning part, we follow the convention in model-based rein-
forcement learning domain, and adopt a four layers MLP with a size of 400 each. We choose
to train five bootstrap models and collect them in a bag to estimate uncertainty later in the
policy evaluation and improvement steps. Each dynamic model is a Gaussian model which
outputs the mean and the logstd of the next state deviation. When we train the models, we
iterate through all training data for 10 epochs with a learning rate of 1e−4 and a batch size
of 256.

For the Q-function learning part of the algorithm, we inherit the twin Q-function trick
and soft target updates from the original SAC implementation on D4RL tasks. The Q-
functions are optimized by Adam with a batch size of 256, and the learning rate is chosen
to be 3e − 4 across the environments. We design the Q-functions to have three layers with
a size of 256 each. When we evaluate the logsumexp term in Eqn. 3.24, we need to sample
states from the state space. However, the state space is unbounded on the gym domain and
Adroit domain, so we set the sample range to be [µ−10∗σ, µ+10∗σ], where µ and σ are the
mean and the standard deviation of the current batch sampled from the training dataset.

For the policy learning part of the algorithm, we do not need an explicit policy network
to model the policy, but just an implicit argmax policy in discrete settings such as Pointmass
environment. In continuous settings on the Gym and the Adroit domain, we adopt a Tanh-
Gaussian policy structure by the rlkit repository: https://github.com/vitchyr/rlkit.
Since the action spaces in these domains are all bounded by −1 and 1, the Tanh-Gaussian
policy can capture this constraint naturally. The policy network is designed to have three
layers with a size of 256 each. The policy network is also optimized by Adam with a batch
size of 256, with a learning rate of 3e−4 for the Pointmass and the Gym domain, and 3e−5
for the Adroit domain.
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Figure 3.1: (a) The whole map of the environment; (b) The state density in training dataset;
(c) The visualization of uncertainty estimation; (d) The learning curves. The top row (1)
and the bottom row (2) are corresponding to PointmassHard-v0 and PointmassSuperHard-
v0, respectively. We can see that almost all trajectories in the training datasets are located
around the optimal trajectory from the start to the goal in the yellow areas in (b), indicating
they are collected by a near-optimal policy.

3.6 Experiments

We compare our algorithm to prior offline algorithms: two state-of-the-art offline RL al-
gorithms BEAR [71] and CQL [74]; two baselines adapted directly from online algorithms,
actor-critic algorithm TD3 [45] and DDQN [141]; and behavior cloning (BC). The TD3
baseline is applied when the action space is continuous, whereas DDQN is trained when
the action space is discrete. We evaluate each algorithm on a wide range of task domains,
including tasks with both continuous and discrete state and action space. All baselines are
run with the default code and hyperparameters from the original repositories. In particular,
we are interested in the comparison between our algorithm with CQL, because we essentially
add an additional state regularization term to the original CQL framework.

Performance on Various Environments

Pointmass Mazes. The task for the agent in this domain is to learn from expert demon-
strations to navigate from a random start to a fixed goal. The expert dataset, which contains
around 1000 trajectories all from the same start point to the same goal, is collected by on-
line trained RL policy. During the test time of offline RL algorithms, we reset the start to a
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random point in the state space and the goal to the same fixed point as the dataset. In this
way, the performance of the agent at unseen states are evaluated.

Before showing the performance, we first check if the OOD states detection is accurate,
and hence, if we can successfully penalize high values at unseen states in training datasets.
We evaluate the effectiveness of the OOD states detection method based on the accuracy
of uncertainty estimation in the environment Pointmass. Figure 3.1(b) and (c) are visual-
izations of the training datasets and estimated uncertainty uπ(s), both of which have the
coordinate systems the same as that in the map (figure 3.1(a)). We use different colors in
figure 3.1(b) and (c) to represent different values at each point in the map. The uncertainty
estimations tend to be high (yellow areas in Fig. 3.1(c)) in area where the state density is low
(blue areas in Fig 3.1(b)), and vice versa. This trend empirically shows that our uncertainty
estimations are reasonable. We can trust them to detect OOD states when training offline
RL algorithms.

We include the learning curves in figure 3.1(d), in which we evaluate each algorithm based
on 3 random seeds, and report the average return. The shaded area represents the standard
deviation of each evaluation. As we can see in the figures, PessORL outperforms other
baselines in both hard and super hard environments. PessORL benefits from the augmented
policy evaluation step in Eqn. 3.23. The learned value function produces high values at
areas that have low uncertainty estimations, and low values at highly uncertain areas (OOD
states). Therefore, the agent can be “attracted” to the high value areas from low value and
unfamiliar areas.

Gym Tasks. In this domain, we focus on the locomotion environments from MuJoCo,
including Walker2d-v2, Hopper-v2, Halfcheetah-v2, and Ant-v2. Unlike Pointmass environ-
ment, we directly adopt the d4rl datasets [44] as our training data in the gym domains. We
include four different types of datasets in our experiments, namely, “medium”, “medium-
expert”, “random”, and “expert”. The “medium”, “random”, and “expert” dataset are all
collected by a single policy, which is an either early-stopping trained, or randomly initial-
ized, or fully trained expert policy. The “medium-expert” dataset is generated by mixing
mediocre and expert quality data. We show the normalized scores averaged over 4 random
seeds for all methods on gym domain in table 3.1. We directly ran all baselines from their
original repositories with their default parameters, and we only report the average scores
we actually obtained. As we can see in the table, PessORL outperforms all other offline
RL methods on a majority of tasks on gym domains. PessORL works especially well with
mediocre quality datasets according to the results. In fact, it is one of the advantages of
offline RL methods over behavior cloning on medium quality datasets, because offline RL
methods take advantage of the information both from the reward and the underlying state
and action distributions in training datasets, instead of simply imitating behavior policies
as behavior cloning. Medium quality datasets are also considered to be similar to real-world
datasets. Therefore, it is important for an offline RL method to perform well in medium
quality datasets. We also note that PessORL shares some good properties with CQL, such
as satisfying performance on mixed quality datasets. PessORL and CQL both outperform
other offline methods on medium-expert datasets with PessORL better between them. The
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Figure 3.2: (a) The learning curves in hopper-medium-v0. (b) The discrepancy ∆k as a
function of gradient steps for PessORL, CQL, and BEAR.

reason is that offline RL methods can “stitch” [44] different trajectories from different policies
together according to the information from the reward.

Adroit Tasks The adroit domain [114] provides more challenging tasks than the Point-
mass environment and the gym domain. The tasks include controlling a 24-DoF simulated
Shadow Hand robot to twirl a pen, open a door, hammer a nail, and relocate a ball. Similar
to the datasets in the gym domain, we also directly use the d4rl datasets as the training
datasets in our experiments. The performance of PessORL and all baselines is shown in
table 3.1. The normalized scores of all methods are average returns on 5 random seeds. We
note that PessORL has better performance than other baselines on adroit domains. It is
a great advantage for PessORL to learn useful skills from human demonstrations on these
high dimensional and highly realistic robotic simulations.

Discussions and Limitations

The main contribution of this work is to explicitly limit the values at OOD states, so that
the learned policy can act conservatively at OOD states and drives the agent back to the
familiar areas near the training data. We are interested to see if our framework can indeed
induce a different behavior on OOD states. We use ∆k = maxs∈S [V (s)] − Es∼D[V (s)] as a
metric to evaluate it at each iteration. If ∆k is close to zero, then intuitively it indicates
the values at OOD states are lower than those at in-distribution states. In Fig. 3.2, we plot
∆k at each iteration in hopper-medium-v0. As is shown in the figure, PessORL successfully
limits ∆k to be non-positive, which meets our goal in this work and aligns with the statement
in theorem 2.

On the gym domain, we notice that the performance of PessORL and CQL on datasets
containing expert trajectories is not satisfying, often not as good as BC. We believe it is be-
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cause of overly conservative value estimation. In fact, it is widely believed that conservative
methods suffer from underestimation [78]. The conservative objective function in Eqn. 3.23
sometimes assign values that are too low to OOD states and actions. Besides, the uncer-
tainty estimation method cannot be guaranteed to be precise on high-dimensional spaces.
It is actually a possible future work direction to solve the underestimation and uncertainty
estimation problems in conservative methods.

Ablation Studies

What if dϕ(s) is induced by a uniform distribution?

In Sec. 3.5, we introduced a practical method to construct dϕ(s). Alternatively, we may
simply set ζ(s) as a uniform distribution, which also satisfies our requirement and leads

to dϕ(s) ∝ exp
(
V π̂k

(s)
)

. A uniform distribution could be more convenient if it is time

consuming to construct dϕ(s) from data. Formally, if we choose dϕ(s) ∝ exp
(
V π̂k

(s)
)

which

is induced by a uniform distribution, then the practical PessORL policy evaluation step
becomes:

min
Q

max
ε≥0

[
ε

(
log
∑
s

exp
(
V π̂k

(s)
)
− Es∼dπβ (s)[V

π̂k

(s)]

)
− τ

]
+ E(Q, B̂πQ̂k

θ) + C(Q).

(3.25)

We name this variant of PessORL as PessORL-uniform. We evaluate the variant PessORL-
uniform on two D4RL MuJoCo environments, and compare its performance to the original
PessORL algorithm, CQL, BEAR, and BC based on the average returns over three random
seeds. In Fig. 3.3, we show the learning curves and the value gap ∆k in hopper-medium-v0
and walker2d-medium-v0. The value gap ∆k = maxs∈S [V (s)]−Es∼D[V (s)] follows the same
definition in Sec. 3.6, which evaluates whether a method can assign high values at the states
in the training data and low values at the out-of-distribution states.

In Fig. 3.3(a) and (c), we can see that the average return of PessORL-uniform is lower
than those of CQL and PessORL. Fig. 3.3(b) and (d) show that the value function learned
by PessORL-uniform is either not pessimistic enough or too pessimistic, causing the average
return to be lower than the other two rivals. We believe the reason is that a uniform distri-
bution in PessORL-uniform does not discriminate between OOD states and in-distribution
states, so the objective function in Eqn. 3.25 works differently from the original one in
PessORL. Eqn. 3.25 increases the values at in-distribution states, instead of penalizing the
values at OOD states as before. This mechanism cannot guarantee an accurate penalization
on most OOD states, so we observe different gaps ∆k in different environments.

In conclusion, constructing dϕ(s) via a uniform distribution leads to worse performance,
but it could be a cheap alternative in terms of computational cost.
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What if an uncertainty term is directly subtracted from the learned
Q-function?

In Sec. 3.1 and Sec. 3.3, we discussed two main categories of method to obtain pessimistic
value functions. Besides adding a regularization term in policy evaluation step as in the
proposed PessORL, we can also improve the policy by a pessimistic estimate of Q-function.
This pessimistic Q-function can be obtained by directly subtracting an uncertainty term from
the learned value function, i.e., Q̂c

θ(s, a) = Q̂k
θ(s, a)−βUnc(s, a), where we use the superscript

c to denote a conservative Q-function, and β is a trade-off factor that makes the scale of
the Q-function and the uncertainty term comparable. In this section, we first introduce two
variants of the proposed PessORL algorithm, named PessORL-unc and PessORL-OPIQ,
in which we used the aforementioned pessimistic Q-function to improve the policy. Then
we compare the variants PessORL-unc and PessORL-OPIQ to the original PessORL, and
discuss why we choose to obtain a pessimistic Q-function via adding a regularization term in
policy evaluation step instead of directly subtracting an uncertainty term from the original
learned value function.

We first introduce a variant of our algorithm, named PessORL-unc, in which the addi-
tional regularization term in the original PessORL policy evaluation step is removed. The
policy evaluation step in PessORL-unc then becomes as follows:

min
Q
E(Q, B̂πQ̂k

θ) + C(Q). (3.26)

Actually, Eqn. 3.26 is the same as the policy evaluation step in CQL. In the ablation studies,
we use this optimization problem to learn a Q-function first, and then we directly subtract
an uncertainty term from the learned Q-function to get the final Conservative Q-function to
be used in the policy improvement step:

π̂k+1 ← arg max
π

Es∼S,a∼π(a|s)

[
Q̂k+1
θ (s, a)− βUnc(s, a)

]
, (3.27)

Figure 3.3: (a) and (c): The learning curves in hopper-medium-v0 and walker2d-medium-v0,
respectively. (b) and (d): The value gap ∆k in hopper-medium-v0 and walker2d-medium-v0,
respectively.
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where the uncertainty term Unc(s, a) is similar to the one in the original PessORL, but
we no longer take the expectation over the action. Therefore, it becomes Unc(s, a) =

1
n

∑n
i=1

(
f̂ϕi(s, a)− f̄ϕ(s, a)

)2
. This term evaluates the uncertainty of the dynamics model

about a state-action pair. If the sampled state is not in the training dataset, the uncer-
tainty about it will be larger than those in the training data. Therefore, the Q-function is
constrained to be lower at out-of-distribution states in this way.

Second, we introduce the variant PessORL-OPIQ. It is inspired by the work in [116],
which uses a pessimistic initialization and an optimistic component on the Q-function. Since
in the offline settings we need a pessimistic component in the Q-function, we set the PessORL-
OPIQ uncertainty term Unc(s, a) to be the opposite of the optimistic component in OPIQ,

i.e., Unc(s, a) = − Caction

(N(s, a) + 1)M
, where Caction and M are hyperparameters in OPIQ, and

N(s, a) is the pseudo count of the state-action pair (s, a). Here, we use the continuous
version of the OPIQ to obtain state-action counts. We adopt the pessimistic initialization
from the OPIQ and update the Q function via similar policy evaluation step in Eqn. 3.26,
but with an PessORL-OPIQ uncertainty term.

We evaluate the variants PessORL-unc and PessORL-OPIQ on two D4RL MuJoCo envi-
ronments, and compare their performance to the original algorithm PessORL, CQL, BEAR,
and BC based on the average returns on three random seeds. From Fig. 3.3(a) and (c), we
can see that the variants PessORL-unc and PessORL-OPIQ both converge to similar returns
which are lower than CQL and the original PessORL. Actually, the performance of these
two variants are close to each other. We believe the reason is that they both require a su-
per accurate uncertainty estimation and a stringent trade-off factor β. A rough uncertainty
estimation may sometimes be harmful to the performance. As we discussed in Sec. 3.6, our
uncertainty estimation method based on bootstrapped dynamics models still cannot guar-
antee an extremely precise estimation. Therefore, directly subtracting the uncertainty term
from the learned Q-function to obtain a conservative Q-function may cause the algorithm
to perform poorly. On the other side, the original PessORL mitigates the requirement of
an accurate uncertainty estimation method because of the additional regularization term
in Eqn. 3.23. We also noticed that PessORL-unc and PessORL-OPIQ still outperform the
BEAR algorithm. The reason is that we implement PessORL-unc and PessORL-OPIQ on
top of CQL, which is a strong offline RL method, so we can attribute most of their good
performance to CQL.

From Fig. 3.3(b) and (d), we can see that PessORL-unc maintains a value gap that is
among the highest. PessORL-OPIQ is not pessimistic enough as shown in Fig. 3.3(b), but is
too pessimistic as shown in Fig. 3.3(d). This indicates that they cannot effectively control the
gap and thus cannot assign lower values to out-of-distribution states. The original PessORL
algorithm can successfully maintain a value gap that is close to zero, indicating that it shape
the value function to be the desired shape.
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Figure 3.4: Screen shots of Adroit tasks. (a) Door; (b) Relocate; (c) Pen; (d) Hammer.

Generalization to Real Robots

Although the Adroit environments are robotic manipulation simulations, they are consid-
ered to be complex enough so that the performance of an offline RL method on these tasks
can be viewed as a strong evidence of how the performance will be on real robots. There
are actually prior works [114] that use Adroit environments to demonstrate the ability of
RL algorithms to adapt to complex tasks. The Adroit environments, as shown in Fig. 3.4,
contains four challenging dexterous robot manipulation tasks, which include controlling a
24-DoF simulated manipulator to twirl a pen, open a door, hammer a nail, and relocate
a ball. The simulator of Adroit environments provides carefully modeled kinematics, dy-
namics, and sensing details of the physical hardware to encourage physical realism. The
observations contain joint angles, position and orientations of the hand, the object and the
target. The actions include the desired position of hand joints. These are all considered
to be highly realistic. Therefore, the performance of our proposed PessORL on the Adroit
domain compared to other offline RL methods can indicate a good evidence of how it will
behave when transferred to real robots.

Besides, our proposed method PessORL matches the simulation results of prior methods
that have been demonstrated to work on real robots. Singh et al. [128] showed that CQL
can chain behaviors from data and the learned policy can work on a real robot WidowX.
From Fig. 3.1, Fig. 3.2, and Tab. 3.1, we can see that PessORL achieves similar or higher
performances on all three domains. Therefore, we believe our proposed method should not
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be too hard to achieve good performance on real robots.
Furthermore, a big advantage of offline reinforcement learning methods is that unlike on-

line RL methods, they are designed to learn policies from pure data and then can be deployed
to real robots. Learning directly from previously collected data can dramatically reduce the
safety risk in the learning process in safe-critical tasks, such as robotic manipulation and
autonomous driving. Actually, it can be a major block for online reinforcement learning to
be deployed on real-world scenarios, because online interaction can be impractical in many
settings. We show the performance of our proposed PessORL algorithm learned from hu-
man demonstrations in Sec. 3.6. These experiments align with the motivation of developing
offline reinforcement learning methods, and we believe they can provide a good evidence of
the transfer-ability of our method to real-robots.

3.7 Conclusion

We propose a Pessimistic Offline Reinforcement Learning framework to deal with out-of-
distribution states. In particular, we add a regularization term in policy evaluation step
to shape value function, so that we can improve its extrapolation to OOD states. We also
provide theoretical guarantees that the learned pessimistic value function lower bounds the
true one and assigns smaller values to OOD states compared to those at in-distribution
states. We evaluate the PessORL algorithm on various benchmark tasks, where we show
that our method gains better performance by explicitly handling OOD states compared to
those methods merely considering OOD actions.



CHAPTER 3. DEALING WITH THE UNKNOWN: PESSIMISTIC OFFLINE
REINFORCEMENT LEARNING 49

Algorithm 1: Pessimistic Offline Reinforcement Learning (PessORL)

1 Initialize: A Q network Qθ parametrized by θ, A target network Qθ̄ = Qθ

parametrized by θ̄, a policy network πφ parametrized by φ, and a bag of dynamics

models {P̂1, P̂2, . . . , P̂n} to detect OOD states;
2 // Dynamics Models Training (Models are used by uπφ(s) to detect OOD states

in the policy evaluation step)
3 for step i in range(0, M) do

4 Train dynamics models {P̂1, P̂2, . . . , P̂n} according to the transitions in the
dataset D, so that we can later obtain an uncertainty estimation model uπ(s) in
the policy evaluation step;

5 end
6 // Policy Evaluation and Improvement
7 for step t in range(0, N) do
8 Update Qθ according to Eqn. 3.23 with learning rate ϵθ and uπφ(s):
9 θt ← θt−1 + ϵθ∇θJ(θ) ;

10 Update πφ according to the soft actor critic style objective and learning rate ϵφ:
11 φt ← φt−1 + ϵφEs∼dπβ (s),a∼πφ(a)[Qθ(s, a)− log πφ(a|s)];
12 if t mod target update == 0 then
13 Soft Update the target network θ̄t ← (1− τ)θ̄t−1 + τθt−1

14 end

15 end
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Table 3.1: Performance on Gym and Adroit Domains

Domain Task BC TD3 BEAR CQL PessORL

Gym

hopper-medium 29.71± 2.43 0.80± 1.11 50.08± 4.49 63.04± 8.64 76.39± 4.80
walker2d-medium 13.06± 1.74 4.91± 1.08 34.20± 8.57 70.67± 0.95 75.95± 2.96
halfcheetah-medium 35.81± 0.96 24.60± 0.79 41.25± 2.45 48.66± 0.11 49.21± 0.59
ant-medium 83.42± 9.63 −63.55± 0.28 −45.78± 3.18 51.29± 3.92 85.31± 8.56

hopper-medium-expert 85.22± 1.38 12.12± 0.64 37.67± 1.84 105.84± 3.62 112.80± 4.30
walker2d-medium-expert 16.12± 0.58 4.77± 2.06 17.29± 2.46 75.27± 13.33 89.67± 6.73
halfcheetah-medium-expert 37.04± 2.77 −1.41± 0.99 −2.93± 4.54 19.13± 9.81 24.33± 12.24
ant-medium-expert 66.49± 0.76 −63.54± 0.92 31.31± 8.72 34.44± 30.36 49.95± 16.76

hopper-random 9.44± 1.41 8.47± 0.52 9.29± 2.58 10.36± 3.68 10.82± 4.11
walker2d-random 2.08± 0.54 6.04± 1.08 0.72± 0.82 1.11± 5.01 2.66± 3.15
halfcheetah-random 2.25± 0.45 27.95± 0.59 2.16± 0.28 26.62± 1.28 28.58± 0.96
ant-random 26.00± 0.57 −37.31± 1.16 24.05± 2.42 26.65± 8.65 27.86± 4.87

hopper-expert 109.82± 1.44 1.81± 1.04 0.78± 4.57 104.41± 10.26 110.67± 8.60
walker2d-expert 60.66± 2.26 −0.95± 0.58 21.37± 3.52 105.55± 2.91 109.37± 4.94
halfcheetah-expert 94.22± 1.09 −1.40± 2.85 13.55± 7.67 80.19± 14.55 71.33± 20.16
ant-expert 73.57± 3.28 55.07± 1.99 44.65± 10.39 59.04± 20.66 60.54± 17.83

Adroit

pen-human 34.46± 0.83 −3.83± 0.43 35.62± 1.34 54.49± 7.58 63.07± 4.36
door-human 1.46± 0.06 −0.19± 0.01 −0.33± 0.05 1.86± 0.29 2.28± 0.14
hammer-human 1.35± 0.09 0.26± 0.12 0.46± 0.03 3.91± 0.34 4.24± 0.28
relocate-human 0.04± 0.02 −0.32± 0.03 −0.30± 0.10 0.15± 0.04 0.33± 0.12

pen-cloned 23.58± 1.14 −3.91± 0.36 28.92± 9.62 35.23± 11.03 39.02± 9.25
door-cloned 0.15± 0.08 −0.33± 0.01 −0.16± 0.04 1.72± 0.14 1.69± 0.35
hammer-cloned 0.40± 0.07 0.25± 0.04 0.21± 0.34 0.53± 0.52 0.95± 0.38
relocate-cloned −0.24± 0.11 -0.14± 0.08 −0.23± 0.13 −0.28± 0.57 −0.26± 0.24
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Part II

Hierarchical Planning Based on
Reinforcement Learning
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Chapter 4

A Safe Hierarchical Planning
Framework for Complex Driving
Scenarios based on Reinforcement
Learning

Autonomous vehicles need to handle various traffic conditions and make safe and efficient
decisions and maneuvers. However, on the one hand, a single optimization/sampling-based
motion planner cannot efficiently generate safe trajectories in real time, particularly when
there are many interactive vehicles near by. On the other hand, end-to-end learning methods
cannot assure the safety of the outcomes. To address this challenge, we propose a hierarchical
behavior planning framework with a set of low-level safe controllers and a high-level rein-
forcement learning algorithm (H-CtRL) as a coordinator for the low-level controllers. Safety
is guaranteed by the low-level optimization/sampling-based controllers, while the high-level
reinforcement learning algorithm makes H-CtRL an adaptive and efficient behavior planner.
To train and test our proposed algorithm, we built a simulator that can reproduce traffic
scenes using real-world datasets. The proposed H-CtRL is proved to be effective in vari-
ous realistic simulation scenarios, with satisfying performance in terms of both safety and
efficiency.

4.1 Introduction

Recently the field of autonomous driving has witnessed rapid development. A number of
novel behavior planning algorithms have been proposed, many of which are awesome achieve-
ments. However, it is almost impossible for a single behavior planner to drive through so
many different real and complex scenarios. For example, one needs to ride in an autonomous
car in his everyday life. The autonomous car should be able to drive both in cities and on
highways, which include various intersections, roundabouts, and merging and following sce-
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Figure 4.1: Various complex real-world traffic conditions in which autonomous vehicles (red)
must drive safely and efficiently.

narios (as shown in Figure 4.1). One single planning algorithm, such as an optimization-based
planner, may never find its solution in each complex traffic condition. The hyperparameters
in each planner or policy may work well in intersection scenarios, but it is very likely to fail
in highway merging scenarios, because the optimal driving settings in each scenario, e.g. the
optimal speed and spacing, are so difficult to adjust with only one fixed planner.

The most difficult part in this complex driving problem lies in the rapidly changing
environment. The road curvature may change, and the number of obstacles may vary in
each of these self-driving scenarios. For example, when an autonomous vehicle is trying to
make a left turn at an intersection, it has to consider the number of oncoming vehicles, the
actual speed of them, and their distance to the intersection. However, when the self-driving
vehicle is finding its way to merge to the next lane on the highway, although it also has to
analyze similar information, it needs to do it in a whole different larger scale for distance,
velocity, etc. We therefore have to find an adaptive policy that can make high-quality
decisions in various scenarios.

Each behavior and motion planner from existing work has its own advantages and dis-
advantages. For example, learning-based methods can recognize the specific properties of
different scenarios with less effort, but it is hard to interpret the results and generalize them
to other scenarios. On the other hand, non-learning-based methods can ensure the safety of
the agent and deal with many similar cases without too much modification, but it is difficult
to tune the hyperparameters (e.g., the detailed cost function of motion planning) to be com-
patible for various traffic scenarios with different number of interactive agents. Therefore,
based on the analysis of these limitations, we seek to design a hierarchical model to exploit
the advantages of both reinforcement learning and non-learning-based policies.

In this chapter, we make the following contributions:

• We propose a Hierarchical behavior planning framework with low-level safe Controllers
and a high-level Reinforcement Learning (H-CtRL). It is an adaptive behavior plan-
ner that can make high-quality decisions in many complex traffic scenarios.
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• A simulator that could reproduce traffic scenes from real-world traffic datasets is con-
structed, so that the proposed method can be trained and tested in realistic scenarios.

• We test the proposed method H-CtRL in real-world traffic conditions, and it was proved
to be capable of handling different planning tasks in various scenarios.

4.2 Related Work

Non-Learning Based Methods

Non-learning-based decision-making modules are considered to be safe-guaranteed and inter-
pretable [95, 103]. But these planners tends to be too conservative. In [106], this problem was
addressed by making the autonomous agent more cognizant of and reactive to obstacles. The
authors of [121] proposed another framework leveraging effects on human actions to make
it more interactive. However, the methods aforementioned suffer more or less from their
long computation time. Constrained Iterative Linear Quadratic Regulator [18] significantly
reduced the operation time while preserving the safety. We try to inherit the safe guarantees
and fast operation time from these methods, and select non-learning-based planners as our
low-level safe controllers.

Supervised Learning

The application of supervised learning on autonomous driving dates back to the work in [109].
The authors of [9] then learned a map from raw pixels directly to steering commands, where
the concept of imitation learning (IL) began to surface. A more robust perception-action
model was developed in [149]. To enhance the safety of IL, [131] proposed a hierarchical
framework which utilized a high-level IL policy and a low-level MPC controller to improve
efficiency and safety. Similarly, to make IL generalizable and deal with complex urban sce-
narios, the authors of [20] learned policies from offline connected driving data, and integrated
a safety controller at test time.

Reinforcement Learning

Reinforcement learning (RL) has also been extensively explored in autonomous driving.
The algorithm in [122] adopted Recurrent Neural Networks for information integration, and
learned an effective driving policy on simulators. The work in [104] developed a realistic
translation network to make sim2real possible. [11, 19] developed robust policies to make
self-driving cars capable of driving through complex urban scenarios. One can also consider
to incorporate prediction models [81, 79] to build model-based RL planners. There are also
multi agent RL methods [26] available to be applied on autonomous vehicles. We believe
RL is a suitable high-level policy candidate. It can learn from experience to know which
low-level controller is the most suitable at a specific time step.
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Hierarchical Reinforcement Learning (HRL) can make the learning process more sample-
efficient. The idea is to reuse the well trained network of one sub-goal on other similar tasks
in HRL [112, 100].

There are also many variants of HRL. The work in [144] integrated a sampling-based mo-
tion planner with a high-level RL policy, which can solve long horizon problems. Similarly,
[54] combined deep reinforcement learning with Monte Carlo sampling to achieve tactical de-
cision making for autonomous vehicles. Authors of [135] developed SAVED which augmented
the safety of model-based reinforcement learning with Value estimation from demonstrations.
Only to plan in normal scenarios is not enough for reliable self-driving cars, so the authors
of [16] developed a hybrid method with RL and IL policies to plan safely in near accident
scenarios. The authors of [77] proposed an attention-based architecture that can deal with
a varying number of obstacles and the interaction in between.

We adopted the basic ideas to reuse low-level controllers, and aimed to design a novel
planning module that works in various traffic conditions. The high-level RL was trained to
recognize and react to different environments, while the low-level conventional controllers
fulfill the goals sent from the high-level RL and guarantee the safety in the same time.

4.3 Problem Statement

Throughout the chapter, we focus on the behavior planning problem in different complex
urban traffic scenarios. There is one ego agent and many other obstacle cars in the environ-
ment. Each of them has its own behavior pattern. Thus, we need a mechanism to model
the evolution of each scene and the interactions among agents. We formulate the problem
as a Partially Observable Markov Decision Process (POMDP). A POMDP can be defined
as a tuple: < S,A,O, T ,Z,R, γ >. S denotes the state space and s ∈ S is a state of the
environment. A is defined to be the action space and a ∈ A is an action taken by the ego
agent. o ∈ O is an observation received by the ego agent. The transition model T (s, a, s′)
is the probability of the transition from a current state - action pair (s, a) to s′ at the next
time step. Z(s, o) denotes the transition model, which calculates the probability of ending
in the observation o given a state s. The reward function is defined by R(s, a), which yields
a specific reward via a state - action pair (s, a). The discount factor is denoted by γ. The
overall objective is to maximize the expected discount reward and find the corresponding
optimal policy

π∗ = arg max
π

E

[
∞∑
t=0

γtR(st, π(ot))

]
(4.1)

where st, ot are the state and the observation at timestep t of the environment, respectively.
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Figure 4.2: The hierarchical framework with low-level safe controllers and a high-level RL
algorithm.

4.4 Method

H-CtRL Framework

We propose to solve the POMDP aforementioned with a hierarchical behavior planning
framework H-CtRL (shown in Figure 4.2). It can be viewed as an integrated solver for the
POMDP. We input the current state of the environment into the framework and then it
outputs actions to be executed by the ego agent. The hierarchical framework consists of
a collection of low-level controllers with safety constraints and a high-level Reinforcement
Learning policy to manage them all. We aim to find an optimal high-level policy π∗ that
can take advantage of one controller at a specific time step when doing behavior planning
for the autonomous agent.

In details, the state st of the problem at the time step t is designed to be the low-
dimensional states of all agents presented in the environment at t, namely,

st =
[
s1t || s2t || . . . || smt

]
sit =

[
xit yit vit θi

]
, i ∈ [1,m]

(4.2)

where sit, i ∈ [0,m] is the low-dimensional state of the i-th agent in the environment
at time step t (note that s0t denotes the state of the ego agent), and st is the state of the
environment. The operator || here is the concatenation operator. The action at time step
t is denoted by at = [acct δt] where acct and δt are the acceleration and the steering angle
of the ego agent, respectively. We choose the states of the k nearest neighbors around the
ego vehicle at time step t to be the observation, namely, ot = [o1t || o2t || . . . || okt ] where
oit, i ∈ [1, k] is the state of the i-th nearest obstacle around the ego car. We refer [69] and
select the bicycle model as the transition model for the ego agent. As for the other vehicles
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Algorithm 2: H-CtRL Training Algorithm

1 Initialize: A simulation environment env and get an initial observation ot. A policy
and a target Q-network with weights θ and θ−. Set θ− ← θ. an empty reply buffer
B with a maximum length of lB;

2 for h← 0 to N steps do
3 Select an action ah ← arg maxah Qθ(oh, ah) according to the ϵ− greedy;
4 Given oh, the chosen low-level controller corresponding to ah acts p timesteps in

env to get the next observation oh+1 and the reward rh;

5 Push the transition T =
[
oh ah rh oh+1

]
into B;

6 Update the weights θ of the policy Q-network using the replay buffer B;
7 if h mod target update frequency == 0 then
8 θ− ← θ.copy()
9 end

10 if the episode is done then
11 Record the cumulative reward in this episode;
12 Reset env and get an initial observation ot+1;

13 end

14 end

in the scene, their states would evolve according to the definition by the environment or the
simulator.

Low-Level Safe Controllers consist a set of n non-learning-based controllers, denoted
by {f1, f2, . . . , fn}. They are like the workers within the hierarchical framework, who are
responsible for specific tasks assigned by high-level coordinators. Each fi, i ∈ [1, n] has
its own behavior pattern, either cooperative or selfish, either defensive or aggressive. Al-
though they can lead to different driving strategies, they all have their own safety constraints
when performing motion planning. For example, sampling-based planners would assign little
probability to the area where an accident is more likely to happen, and optimization-based
controllers would have huge cost in the objective function when the output lands in the dan-
gerous area. Since the chosen low-level controller is the one whose action directly affects the
evolution of the environment, these safety constraints of the low-level controllers are gener-
ally a good property that guarantees the safety of the whole hierarchical behavior planning
framework. Specifically, the low-level controller takes in the observation ot and gives back
an action at at the time step t.

The High-Level Reinforcement Learning policy is the coordinator in this framework.
It makes observations from the environment and gets to choose one of the low-level controllers
that is the most suitable given the current observation. Therefore, the action space of the
high-level RL is reduced and discretized from the original continuous space to a finite set
of low-level controller’s id {1, 2, . . . , n}. The actions of RL can be viewed as intermediate
actions within the hierarchical framework, whereas the final output actions that directly
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interact and affect the environment are the outputs of low-level controllers. Here, we should
note that to reduce the cardinality of the actions within one episode and improve the stability
of the algorithm, the high-level RL switches its choice of low-level controllers every p time
steps, which means within the p time steps of the environment, only one chosen low-level
controller would plan trajectories consistently and would not be disabled by the RL. We
therefore introduce the new timestep h for the high-level RL: the original time step t = h · p
should coincide with the time step h in RL.

The state and the observation at each time step of the RL problem are defined accordingly
as sh and oh as aforementioned. One way to get sh and oh is to convert the time scale in RL
back to the original scale, thus sh and oh should be the state and the observation at time step
t = h · p in the environment. The transition model of RL is also defined within the new time
scale, namely, T (sh, ah, sh+1), where sh+1 is the next state of sh after applying p actions by
the low-level controller corresponding to ah. Because of the existence of low-level controllers,
we no longer need to worry about various tedious design details of the reward function
R(sh, ah), and can simply adopt a very high-level one that encourages the completion of the
planning task as fast as possible without any collision. In detail, the ego agent receives a
positive reward that is proportion to its progress along its reference trajectory and a negative
reward if the episode terminates early because of collision or low-level controller failure or
other factors.

Generally, the high-level RL can be trained using any model-free RL algorithms. In this
chapter, we choose to use Double Deep Q-Network (DDQN) in [53] to learn our high-level
RL policy, for it is more stable and has less variance. The pseudo-code for the hierarchical
planning framework is shown in algorithm 2.

4.5 Experiments

Simulator

We constructed our own simulation environment based on the INTERACTION Dataset
[156] and the OpenAI GYM toolkit. The road maps in the simulator were loaded from
the INTERACTION Dataset map collections, which contained various real-world traffic
scenarios recorded from many different countries. After the simulator finished constructing
the road map, we specify an initial timestep from where vehicles data were loaded. The
states of these vehicles other than the ego agent were all loaded from the dataset at each
time step. Since these vehicle data were all collected from real-word traffics, we could
simulate relatively realistic traffic conditions. The ego agent in the simulator would then be
our self-driving car equipped with H-CtRL. The transition model of the ego agent was the
bicycle model. When running experiments in the simulator, we input into it one low-level
action, at = [acct, δt], and then it would take one step and output a reward, an observation,
and a boolean indicating whether the episode had terminated, according to the bicycle model
and the dataset.
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Scenarios

We consider two road maps from the INTERACTION dataset, and design different driving
tasks in each of them.

• TC BGR Intersection VA (VA). It is a map of a busy and complex intersection,
which makes it difficult for the ego agent to avoid collisions.

• DR USA Roundabout SR (SR). The map is collected from a real-world round-
about. The map is bigger than the previous intersection map and thus is difficult to
navigate through.

Since there are four directions in both scenarios, we design similar tasks in each of them.
The ego agent should navigate through the traffic safely to make unprotected left turns,
unprotected right turns, and straight crossings. By unprotected left or right turns, we mean
that one must yield to other vehicles when turning left on green lights and turning right on
red lights according to the traffic rules.

Low-level Controllers

Generally speaking, we can choose any mature non-learning-based planner to make the
proposed hierarchical framework inclusive and powerful. In this chapter, we consider n = 9
different Constrained Iterative Linear Quadratic Regulators (CILQR) [18] as the set of low-
level controllers. The objective of CILQR is to find an optimal control sequence, namely, an
optimal action sequence a∗ given an initial observation o0 that minimizes a cost function:

a∗, o∗ = arg min
a,o

{
ϕ(oN) +

N−1∑
t=0

L(ot, at)

}
s.t. ot+1 = f(ot, at), t = 0, 1, . . . , N − 1

gt(ot, at) < 0, t = 0, 1, . . . , N − 1

gN(oN) < 0

(4.3)

where N is the planning horizon, L(·) and ϕ(·) are the cost functions, f(·) is the transition
model, and gt(·)’s are the safety and dynamics constraints.

From a theoretical point of view, Chen et al proved in Theorem 1 in [18] that for the

problem in Equation 4.3, the output trajectories {o(k)t , a
(k)
t } at the k−th step will converge to

a local optimum as k → 0 when using the CILQR algorithm. Compared to other non-learning
based methods, CILQR solves the optimal control problem with non-convex constraints and
non-linear system dynamics much faster with a guarantee to converge. Learning based
methods do not introduce constraints on dynamics and have no guarantee of a convergence
either.

It has been tested with on-road driving scenarios and is proved to be able to avoid
obstacles successfully. However, the main drawback of CILQR is that it tends to be very
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Figure 4.3: The planned trajectories in both maps. The ego car is always red and the
obstacles are always purple. The future trajectories for the next 10 high-level timestep h
are plotted using a line with markers on it. A green line means H-CtRL chooses a low-level
CILQR planner with high reference speed, while a red line means H-CtRL chooses one with
low reference speed. The darker the red, the lower the speed.

aggressive if its reference speed is too fast. For example, when the ego agent is following
slow traffic in an urban scenario, it always tries to pass the cars in the front whenever it
finds a gap. This maneuver style may cause serious problems, because a sudden move is
highly likely to result in collisions in such dense traffic with many occlusions. The dangerous
decision is mainly because of the high reference speed that the controller tempts to track.
Since the objective function penalizes its deviation from the reference trajectory, it is willing
to sacrifice the safety to bypass the obstacles.

Therefore, we seek to apply the high-level RL policy to choose the most suitable reference
and the most appropriate setting for low-level controllers. We design a fixed finite set
of candidate reference speed for the high-level RL to choose. The set includes 9 possible
discrete speeds: vref ∈ {0, 2, 3, 4, 5, 6, 7, 8, 9}(m/s). Each reference speed corresponds to a
different CILQR controller that has a different behavior pattern. For example, the one with
the reference speed vref = 0m/s is the most conservative one, because it would yield to any
obstacle in the environment, whereas the one with vref = 9m/s is the most aggressive one, for
it would tries its best to track the high reference speed and the safety would be compromised.
The high-level RL aims to balance between the safety and the passing time given the current
observations, so as to make the ego agent capable of handling various complex scenarios.

Baseline Methods

We compared the following policies in the experiments:
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• CILQR#3. The third low-level CILQR controller with a reference speed of 3m/s.
No high-level RL policy is used.

• CILQR#9. The ninth low-level CILQR controller with a reference speed of 9m/s.
No high-level RL policy is used.

• Random. The hierarchical framework with the high-level RL is replaced by a random
sampler, which chooses low-level controllers randomly.

• H-CtRL. Our proposed hierarchical behavior planning framework.

It would be tedious to compare and list results of all low-level CILQR controllers, so we only
choose two representative low-level controllers here. CILQR#3 plans trajectory that tracks
a low reference speed, which will results in a rather conservative driving strategy, whereas
CILQR#9 is just the opposite resulting in an aggressive driving strategy.

Implementation Details

We trained and tested the RL in our proposed hierarchical framework in two maps separately.
At the beginning of each episode, we initialized the position of the ego vehicle at the edge
of the road map, perturbed by a Gaussian noise. The initial timestep to load obstacles from
the dataset was randomly sampled from 600 to 900 original timestep in VA and from 100
to 400 in SR. Each timestep in the simulator as well as CILQRs lasts 0.1s, whereas each
timestep of the high-level RL lasts 1.0s with p = 10.

The goal of each episode was also chosen randomly, either to turn left, turn right, or to
go straight. The observation that was fed into the high-level RL was the observation given
by the simulator plus the goal of each episode. The RL policy was represented by a neural
network with two fully connected hidden layers. According to the high-level decision, the
same observation was then fed into the low-level controller to plan executable actions in the
simulator for the ego agent.

4.6 Results

Statistics

We ran each policy for 100 episodes in VA and SR separately, and compared the average
episode return, the collision rate, and the completion rate within a 50s time limit.

As shown in Table 4.1, the proposed H-CtRL has the best performance in terms of the
average episode reward. It is much higher than CILQR#9 and Random, while CILQR#3 is
close to it. Considering the experiment setting where initial states of the environment are
sampled randomly among a wide range, we can safely conclude that our proposed H-CtRL
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Table 4.1: Average episode returns, collision rate, and the completion rate within 50s time
limit based on 100 episodes in each map.

Method Aver. Epi. Return Collision Rate Completion Rate

Intersection (VA)

CILQR#3 80.06 0.07 0.24
CILQR#9 37.84 0.59 0.09
Random 51.23 0.36 0.17
H-CtRL 86.59 0.10 0.85

Roundabout (SR)

CILQR#3 73.52 0.05 0.17
CILQR#9 48.64 0.47 0.22
Random 55.13 0.32 0.28
H-CtRL 90.29 0.08 0.91

is able to handle various situations better than each individual low-level planners. It also
implies that H-CtRL is better than a random high-level switching policy, so the high-level
RL successfully learned useful skills to navigate through various complex urban traffics.

When looking into the collision rate, CILQR#3 performs the best, following by H-CtRL.
CILQR#9 is the most aggressive policy, as is implied by its high reference speed. When we
set a time limit of 50 seconds for each episode, only the proposed H-CtRL has the ability
to finish the task in both maps. CILQR#3 is too conservative and drives at a low speed,
making it almost impossible to finish the task in time. CILQR#9 is just the opposite of
CILQR#3. It drives too fast to recognize danger and to avoid collisions in time. The random
switching policy fails to reach a high completion rate because of a mixture of the reasons
aforementioned. If we look into the collision rate and the completion rate together, we can
conclude that H-CtRL makes a good balance between the safety and the operation time.

Visualization

To show the details of what happened in both VA and SR, we visualized one representative
episode in each map.

Figure 4.3(a)-(c) are the visualization for an episode in VA, where the ego car was trying
to make a left turn when the traffic light was green. According to traffic rules, it must yield
to oncoming cars from across the road. As we can see in Figure 4.3(a), the high-level RL first
chose to drive at a high speed of approximately 6m/s (as shown by the green markers) into
the entrance of the intersection. Then it decided to slow down in front of the intersection (as
shown by the orange markers). When cars continued to come from the opposite direction,
the high-level RL planned a perfect stop to stay put (as shown in Figure 4.3(b)). After all
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cars finished crossing the intersection, It decided to accelerate and to exit the intersection
as fast as possible (as shown in Figure 4.3(c)).

One episode in SR was visualized in Figure 4.3(d)-(e). In this episode, the ego agent
was trying to go straight across the roundabout. When it was approaching the roundabout,
the high-level RL chose to drive at a high speed as usual (implied by the green markers
in Figure 4.3(d)). When it was about to enter the roundabout, the high-level RL decided
to slow down (shown in Figure 4.3(e)) so that it could observe the surroundings and could
avoid collisions if necessary. After it exited the roundabout (shown in Figure 4.3(f)), it first
accelerated toward the goal position. But there were several obstacles driving slowly in the
front, so it chose a low-level controller with a very low reference speed (vref = 2m/s). Then
the low-level CILQR controller helped the ego agent to slow down and avoid collisions.

We visualized the velocity and the task progress of H-CtRL for the SR episode described
above, and compared them with those of CILQR#3 and CILQR#9 in Figure 4.4. As we
can see, neither CILQR#3 nor CILQR#9 managed to finish the task before the time was
up. The ego agent with CILQR#9 collided with obstacles in the episode, whereas the one
with CILQR#3 did not manage to finish the task before the time was up. Only the agent
with H-CtRL successfully finished this episode. We can therefore conclude that our proposed
H-CtRL has the ability to handle these complex urban traffic conditions safely and efficiently.

Failure Cases

When training and testing our proposed method, we discovered that the ego agent braked
really hard if it observed obstacles in the front or the front vehicle slowed down. We believed
that this is caused by the low-level CILQR controllers, which only considered the safety
constraint without any optimization on the comfort. Generally speaking, our proposed
hierarchical framework has the ability to adopt many low-level planners. Therefore, the
future work is to add more low-level planners into the framework, and to train them all
together to get a more powerful and generalizable behavior planner.

4.7 Conclusion

In this chapter, we proposed a general behavior planner for autonomous vehicles based
on reinforcement learning and safe motion planners. By combining the power of low-level
safe controllers with a high-level reinforcement learning coordinator, various complex urban
traffic conditions can be handled via this general framework. We built a simulator that can
reproduce scenarios according to real-world traffic dataset. The proposed algorithm was
trained and tested based on such real traffic data. Compared to other baseline methods,
the proposed framework achieved both high completion rate and low collision rate, verifying
its ability to handle various traffic scenarios with satisfying performance on both safety and
efficiency.
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Figure 4.4: A visualization of the velocity and the task progress of the ego agent driving in
SR. The proposed H-CtRL was compared to CILQR#3 (with vref = 3m/s) and CILQR#9
(with vref = 9m/s). The black cross means that the episode was terminated earlier without
reaching the goal position.
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Chapter 5

Hierarchical Planning Through
Goal-Conditioned Offline
Reinforcement Learning

Offline Reinforcement learning (RL) has shown potent in many safe-critical tasks in robotics
where exploration is risky and expensive. However, it still struggles to acquire skills in tem-
porally extended tasks. In this chapter, we study the problem of offline RL for temporally
extended tasks. We propose a hierarchical planning framework, consisting of a low-level
goal-conditioned RL policy and a high-level goal planner. The low-level policy is trained
via offline RL. We improve the offline training to deal with out-of-distribution goals by a
perturbed goal sampling process. The high-level planner selects intermediate sub-goals by
taking advantages of model-based planning methods. It plans over future sub-goal sequences
based on the learned value function of the low-level policy. We adopt a Conditional Varia-
tional Autoencoder to sample meaningful high-dimensional sub-goal candidates and to solve
the high-level long-term strategy optimization problem. We evaluate our proposed method
in long-horizon driving and robot navigation tasks. Experiments show that our method
outperforms baselines with different hierarchical designs and other regular planners without
hierarchy in these complex tasks.

5.1 Introduction

Reinforcement learning (RL) has been widely applied for a broad range of tasks in robotics.
However, it remains challenging to solve those complex tasks with extended temporal dura-
tion with RL, especially for safety-critical applications where exploration is risky and expen-
sive (e.g., autonomous driving). To avoid risky exploration, offline RL has drawn growing
research attention recently [44, 74, 85], for its ability to train RL policies from static offline
datasets. Many prior works have investigated offline RL algorithms in the area of robotics
and autonomous driving [73, 128]. However, no prior works have deliberately investigated
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offline RL algorithms for temporally extended tasks. In this work, we aim to study this
problem, which is an important step towards the applications of RL to navigate intelligent
agents in complex and safety-critical environment.

To deal with extended temporal duration, a promising solution is to adopt a hierarchical
framework, with a low-level policy controlling the agent to accomplish short-term tasks,
while receiving supervision from a high-level module reasoning about long-term strategy.
The high-level module could be a model-free RL policy [34, 96, 83] or a planning module
[98]. We are particularly interested in [98], which combines a low-level goal-conditioned RL
policy [65, 123] and a high-level model-based planning module guiding the goal-reaching
policy with a sub-goal sequence. The high-level planning takes the advantages of model-
based approaches [111, 8] to handle long-horizon tasks by composing behaviors. We found
it particularly suitable for offline setting because it only requires learning a short-horizon
goal-reaching policy from offline dataset, which is much easier and more data-efficient than
directly learning an end-to-end policy solving the entire task.

In this work, we propose a hierarchical planning framework through goal-conditioned
offline reinforcement learning. We leverage Hindsight Experience Replay (HER) [6] to syn-
thesize goal-conditioned episodes from static datasets. Afterwards, we train the policy with
state-of-the-art model-free offline RL algorithms. To deal with the distributional shift caused
by out-of-distribution (OOD) goals, we propose to generate noisy unreachable goals by a per-
turbed goal sampling process. By incorporating those noisy goals into training, it informs
the high-level planner to avoid OOD goals during online execution. The high-level sub-goal
planner plans over intermediate sub-goals for the low-level policy. Specifically, it solves an
optimization problem based on the goal-conditioned value function of the low-level policy on-
line. To ensure efficient online computation, we train a Conditional Variational Autoencoder
(CVAE) [130] to propose goal sequence candidates that are feasible and reasonable.

We evaluate our proposed framework for planning in various domains, specifically, robot
navigation tasks and driving scenarios. Experiment results show that our framework is
superior to the policy trained by regular offline reinforcement learning methods without
a hierarchical design. The trained value function can quantify the quality of different goal
candidates in the high-level goal planner. Also, our framework can be generalized to complex
driving scenes with lower collision rates than baselines.

5.2 Related Work

Hierarchical framework has shown promising in dealing with long-horizon tasks. Conven-
tional hierarchical RL decomposed the action space directly [39, 25, 84]. Recent works have
proposed different architecture designs with novel high-level and low-level components, e.g.,
high-level graph search-based planner [41, 80, 150], two-phase training [93], mixed imitation
learning and reinforcement learning policies [49, 92], and high-level latent primitive extrac-
tion [4]. They typically require training multiple policies online, or the task to be repetitive.
In contrast, our proposed framework only requires training one RL low-level policy from
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static offline data. Also, the value function used by the high-level planner corresponds to the
short Markov decision process (MDP) between consecutive sub-goals instead of the whole
MDP as in previous works [92]. Consequently, our method only requires estimation of the
expected future return over the short horizon between sub-goals, instead of the entire episode
length. Plus, our method can consider multiple look-ahead timesteps instead of one as in
previous works [92, 4], increasing the ability to reason about long-term strategies.

Our high-level planner is similar to the one in [98], which is developed for a finite-horizon
goal-conditioned MDP with a single objective of goal reaching. In contrast, ours generalizes
it to MDPs that are not goal-conditioned, so that we can consider criteria besides reachability
(e.g., comfort, safety). In [98], a variational autoencoder (VAE) is adopted to model high-
dimensional image observation for efficient sub-goal sampling during online optimization.
The sub-goals at different timesteps are modeled independently, inducing unnecessary noise
into the high-level optimization. We instead use a CVAE to sequentially sample sub-goal
sequences which improves the optimization performance. Most importantly, our framework
is developed under the offline setting, whereas the planner in [98] requires learning the low-
level policy and value function with online exploration.

5.3 Problem Formulation

We consider a MDP represented by a tuple M = (S,A,P , renv, γ), where S is the state
space, A is the action space, P is the transition function, renv is the reward function, and γ
is the discount factor. An important component when using RL to solve a MDP is the value
function under a policy. Value function estimation tends to be accurate when predicting at
points in the neighborhood of the present observation [61]. It is then reasonable to break a
big task into small pieces, so that the policy only needs the corresponding value function to
predict values at close and accurate goal points. Based on this insight, we solve the MDP
with a hierarchical policy where a high-level planner is responsible for sub-goal selection,
and a low-level goal-conditioned policy is responsible for generating executable actions.

The goal planner operates at a coarse time scale, generating a sub-goal at every N time
steps. We define the time steps at which the goal planner outputs a sub-goal as high-level
time steps, denoted by ti, with ti+1 − ti = N . Given a planned sub-goal at ti, the low-
level policy generates actions at each time step between ti and ti+1, controlling the agent to
reach the desired sub-goal at ti+1. Formally, the low-level goal-conditioned policy is denoted
by π(ati,j |sti,j ,gti+1

) for j = 0, 1, ..., N − 1, where ti = ti,0, and gti+1
is the sub-goal for ti+1

generated at the previous high-level time step. The low-level policy essentially solves a short-
horizon goal-reaching MDP defined between two consecutive high-level time steps. In the
next section, we will show that the planning problem can be formulated as an optimization
problem with an objective function defined with the value function of the goal-reaching MDP.
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Figure 5.1: (a) The hierarchical goal-conditioned offline reinforcement learning framework.
(b) The workflow of the proposed framework.

5.4 Hierarchical Goal-Conditioned Offline

Reinforcement Learning

We now present the proposed hierarchical planning framework shown in Fig. 5.1 by answering
the following questions: 1) How the planner generates sub-goals; 2) How to combine the sub-
goal planner and the goal-conditioned policies; and 3) How to train goal-conditioned policies
by offline reinforcement learning algorithms.

Generating High-Level Sub-Goals

While the low-level policy only requires a single sub-goal, we let the planner optimize over
multiple sub-goals into the future to ensure an optimal long-term strategy. It can be for-
mulated as a constrained optimization problem: maximizing the cumulative reward over
sub-goals for multiple future steps with a constraint to force the sub-goals to be reachable
by the low-level policy. The solution is a sequence of H sub-goals for H future high-level
time steps. We select the first one to execute and repeat the planning process at the next
time step.
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Formally, The constrained optimization problem is formulated as follows:

max
g

V π
env(st0 , t0) +

H∑
i=1

V π
env(gti , ti)

s.t. V π
TDM(st0 ,gt1 , t0) +

H∑
i=1

V π
TDM(gti ,gti+1

, ti) ≥ 0,

(5.1)

where g =
[
g⊤
t1
, . . . ,g⊤

tH

]⊤
is the sub-goal sequence of interest, st0 is the initial state, and

V π
env(sti , ti) = E

[
N∑
j=1

renv(sti,j , ati,j−1
)|π

]
,

V π
TDM(sti ,gti+1

, ti) = E

[
N∑
j=1

rTDM(sti,j ,gti+1
, ti,j)|π

]
,

where renv is the reward function defined in the original MDP environment, and rTDM is the
auxiliary goal-conditioned reward function. rTDM is defined through a temporal difference
model (TDM) that is commonly adopted in prior goal-conditioned policy learning works [98,
6, 36]. The TDM reward function is in the form:

rTDM(sτ ,gt, τ) = −δ(τ = t)d(sτ ,gt),

where δ(·) is the indicator function, and d is a distance function specified in tasks. By
definition, the TDM reward is always non-positive. The constraint in Problem (5.1) forces
the expected cumulative reward rTDM to be non-negative. Consequently, a feasible g has
rTDM = 0 for all the time steps, which means that g is guaranteed to be reachable.

The optimal solution of Problem (5.1) can be obtained by solving the following max-min
optimization problem, where the objective is the Lagrangian function of Problem (5.1):

max
g

min
β⩾0

V π(st0 ,gt1 , t0) +
H∑
i=1

V π(gti ,gti+1
, ti), (5.2)

where

V π(sti ,gti+1
, ti) = V π

env(sti , ti) + βV π
TDM(sti ,gti+1

, ti)

= E

[
N∑
j=1

renv + βrTDM|π

]
. (5.3)

The augmented value function V π is essentially the value function of the low-level policy
π regarding an augmented reward function rg, which is the weighted sum of the original
environmental reward and the auxiliary TDM reward:

rg(sτ , aτ ,gt, τ) = renv(sτ , aτ ) + βrTDM(sτ ,gt, τ).
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We may apply dual gradient descent to iteratively update g and the Lagrangian multiplier
β. However, our hierarchical planning framework requires solving the optimization problem
timely online. To this end, we consider the Lagrangian relaxation of Problem (5.2), which
is obtained by specifying a prefixed value of β to relax the problem into an unconstrained
maximization problem, where the multiplier β is essentially a trade-off factor between the
objective and the regularization term:

max
g

V π(st0 ,gt1 , t0) +
H∑
i=1

V π(gti ,gti+1
, ti). (5.4)

We follow the convention to use the cross-entropy method (CEM) as the optimizer [32,
98] to solve Problem (5.4). In this chapter, we focus on tasks with high-dimensional images
as observations. To this end, we need to sample meaningful images as valid goal states
from the state space S. In general, we do not have an explicit high-dimensional bound
between meaningful images and invalid white noise, but it is possible to find a method that
implicitly encourages valid samples. A natural method is modeling the goal distribution with
a generative model such as VAE [98]. In particular, we adopt a CVAE [130] in this work.

The CVAE model consists of an inference mapping, i.e., an encoder Eµ(z|gti ,gti+1
), and

a generative mapping, i.e., a decoder Dν(gti+1
|gti , z). The inference network maps a present

goal state gti ∈ S to a latent state z ∈ Z condition on its next goal gti+1
, where Z is the

latent space. The generative mapping, which conditions on the original input gti , maps the
latent state z ∈ Z to the next goal gti+1

. The latent space Z is often low-dimensional, and the
latent state z follows a specified prior distribution p(z). By decoding goal states from latent
variables sampled from the prior p(z), we essentially sample goal states from a distribution
approximating the goal distribution in the dataset. The sampled images are then more likely
to be meaningful and correspond to in-distribution goal states. Different from the VAE used
in [98], conditioning on the present state image reduces unnecessary variance. The sampled
goals are those that are more likely given the current state. It improves sampling efficiency
and leads to better optimization performance.

The objective function can then be optimized over the latent representation z = [z⊤t1 , . . . ,
z⊤tH ]⊤ of the goal images g = [g⊤

t1
, . . . ,g⊤

tH
]⊤, where gti+1

= Dν(gti , zti+1
) is the reconstructed

goal from sampled latent state zti+1
conditioned on the previous goal gti . An additional

regularization term −λ log p(z) is added to the objective function to penalize z with low
prior probability.

Goal-Conditioned Offline Reinforcement Learning

To train the low-level policy from static dataset, we aim to combine goal-conditioned training
techniques with offline reinforcement learning. In particular, we need to train not only the
policy π, but also the value function V π in Eqn. (5.3).
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Relabeling the Expert

The pre-collected datasets to train the goal-conditioned policies only include state and action
transition pairs and corresponding rewards. There are no goals defined in training datasets
originally, so we must create a goal for each sampled state-action pair during training. The
trajectories are valid ones to reach any states within themselves, which makes it reasonable
to use any state within each trajectory as its goal.

Therefore, following the hindsight experience replay [6], if we get a sampled pair (skti,j ,

akti,j , s
k
ti,j+1

, rkenv,ti,j) from the k-th trajectory in the training dataset, then we will relabel its

goal as gkti+1
= skτ where skτ is a random future state within the whole trajectory. The new

reward will be relabeled as:

rkg,ti,j ← rkenv,ti,j + βrkTDM,ti,j
. (5.5)

The TDM reward is computed regarding the labeled goal gkti+1
. The new pair (skti,j , akti,j ,

skti,j+1
, gkti+1

, rkg,ti,j) will be used as the training data to update the goal-conditioned value
function and policy.

Robust to Distributional Shift

Many prior works on offline RL have dealt with the infamous distributional shift problems [74,
85]. Under the goal-conditioned setting, we need to additionally handle OOD goals. It is
similar to the problem of OOD states. However, when dealing with OOD states, existing
works require a dynamic model to estimate state uncertainty [85], which is extremely difficult
to learn in high-dimensional observation space. Alternatively, we propose a new method to
solve the distributional shift problem caused by OOD goals. Concretely, we perturb the
goal in the sampled data point by a noise with a probability η, and then the reward rkg,ti,j
is relabeled as the new noisy data point. In this way, we penalize the value at OOD goals,
because a η-portion of the goals in the sampled data batch become noisy and were never
achieved in the dataset. Thus, the corresponding TDM rewards will always be negative.
Hence, the high-level goal planner using the same value function will be encouraged to avoid
those low value areas at OOD goals, and thus it will implicitly affect the low-level policy
during test time.

Practical Implementations

We now integrate the high-level goal planner and the low-level goal-conditioned policy to
form a practical implementation, which we call the Hierarchical Goal-Conditioned offline
reinforcement learning (HiGoC) framework. Given a static offline dataset containing K
expert trajectories:

D =
{
{(skti,j , a

k
ti,j
, skti,j+1

, rkenv,ti,j)}i,j, k = 1, . . . , K
}
,
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Algorithm 3: Training Procedure of Hierarchical Goal-Conditioned Offline Rein-
forcement Learning

1 Initialize: A Q-network Qθ parametrized by θ, A target network Qθ̄ = Qθ

parametrized by θ̄, a policy network πφ parametrized by φ, an encoder Eµ and a
decoder Dν for the CVAE, a training dataset D;

2 for step c in range(0, C) do
3 Sample a batch of b states s from the dataset D;
4 Update µ and ν according to the CVAE objective;

5 end
6 for step m in range(0, M) do
7 Sample a pair (skti,j , a

k
ti,j
, skti,j+1

, rkenv,ti,j) ;

8 Sample a future state skτ within the k-th trajectory and add noise with a
probability η to obtain the goal gti+1

= Dν(Eµ(skτ ) + ε, skτ−N);
9 Relabel the reward following Eqn. (5.5);

10 Update Qθ with the CQL policy evaluation step and learning rate ϵθ:
θm ← θm−1 + ϵθ∇θJ(θ);

11 Update πφ according to the soft actor-critic style objective and learning rate ϵφ:

φm ← φm−1+ϵφEs∼dπβ (s),a∼πφ(a)[Qθ(s, a,g)

− log πφ(a|s,g)];

12 if m mod target update == 0 then
13 Soft Update the target network θ̄m ← (1− τ)θ̄m−1 + τθm−1

14 end

15 end

the training procedure is shown in Alg. 3. A CVAE is first trained to model the goal dis-
tribution in the dataset. Then, the low-level goal-conditioned policy and the corresponding
value function is trained through Conservative Q-Learning (CQL) [74], which is customized
for the goal-conditioned settings. In the test phase, we follow Alg. 4 to query the hierarchical
planner to control the agent.

5.5 Experiments

In this section, we present the results of our experiments with HiGoC. We intend to mainly
answer the following questions with our experiments:

• Does HiGoC have better performance than the end-to-end RL policy and other hier-
archical baselines?
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Algorithm 4: Hierarchical Goal-Conditioned Planner

1 for high-level step ti in range(0, T ) do
2 Solve the optimization problem in Eqn. (5.4) for a sub-goal gti+1

;
3 for low-level step ti,j, with j in range(0, N) do
4 Sample ati,j ∼ πφ(a | sti,j ,gti+1

);
5 Execute the action ati,j ;

6 end

7 end

• Does longer look-ahead horizon H in the goal-selection optimization problem lead to
better performance?

• Does the value function effectively encodes the optimality of different goal points?

• Do the perturbed goal sampling process and the CVAE improve the performance of
the hierarchical planner?

We investigate those questions in simulated autonomous driving scenarios and robot
navigation tasks. All experiments are evaluated and averaged over five random seeds and
we report error bars corresponding to one standard deviation.

Experiment Settings

The CARLA Simulator

For autonomous driving scenarios, we evaluate our method in the CARLA simulator [44, 38,
22, 29], in particular, the driving tasks specified in [22]. In these tasks, the ego agent drive
in a virtual urban town where the reward is given by the simulator evaluating the safety and
efficiency of driving. There are 30 obstacle vehicles in total running in the whole map, so that
we can simulate a realistic environment with intense interactions with surrounding vehicles.
In our experiments, we first confine the evaluation in a local map containing a roundabout
in the virtual town (Sec. 5.5). Afterwards, we extend the experiment to the whole town to
evaluate the ability of our algorithm in building reliable policies in more general and realistic
scenes (Sec. 5.5). We choose the “Town03” map from the CARLA simulator for evaluation.

In our experiments, static pre-collected training datasets are required to train the planner.
To collect training data, an expert is trained using soft actor-critic (SAC) [51] method
with the default reward function in each environment. We then execute the expert in the
corresponding environment to record trajectories. After the collection of training datasets,
we train HiGoC in the offline setting. During the test time, we drive the agent with the
trained policies in the simulator.

We compose datasets with different levels of quality, namely “medium” and “expert”
datasets. “Medium” datasets are collected by first training the expert using SAC, early
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stopping the training, and recording the trajectories with the half-trained expert in the
environment. “Expert” datasets are collected with fully trained experts.

Antmaze in D4RL

In addition to the driving task, we evaluate our method on robot navigation tasks from offline
RL benchmarks, which are the antmaze tasks in the D4RL dataset [44]. The dataset mainly
consists of trajectories collected with undirected navigation of the simulated ant robot. The
agent has to learn from the dataset to solve specific point-to-point navigation tasks. The
task can be categorized into three difficulty levels: simple (i.e., umaze), medium, and difficult
(i.e., large).

Variants and Baselines

We mainly compare HiGoC with two baselines: a) CQL [74], which is one of the state-of-
the-art offline RL algorithms for end-to-end policy training; b) IRIS [92], which is also a
hierarchical framework learned from offline dataset, with a high-level offline RL goal planner
and a low-level imitation learning policy. For the antmaze experiments, we include another
approach for comparison, OPAL [4], which is another hierarchical framework with a high-
level strategy planner and a low-level primitive controller. Also, we compare different settings
of HiGoC:

• Different look-ahead horizon H: Longer horizon enables the planner to better
optimize long-term behavior. Meanwhile, errors of the value function and the CVAE
model accumulate along the planning horizon. We are curious about how these two
factors will trade off and affect the overall performance. We use the notation “H-step”
to distinguish planners with different H. For instance, “2-step” refers to a planner
with H = 2.

• Different goal-sampling period N : The goal-sampling period determines the episode
length of the low-level goal-reaching MDP. As a result, it affects the accuracy of the
learned value function. We specify the variants with different sampling period as
“HiGoC-N∆t”. For instance, “HiGoC-0.4s” refers to a variant with N = 4 since the
sampling time of the simulator is 0.1s.

• Variant without goal perturbation: The last variant we study is the one without
goal sampling perturbations during training, denoted by “HiGoC-no noise”. It has a
goal-sampling time of 0.4s. By comparing it with the variant “HiGoC-0.4s”, we would
like to verify if the proposed method can effectively mitigate the issue of OOD goals
and lead to better performance.
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Figure 5.2: Visualization of the trajectory in the local map of a roundabout. We skip 10
frames in between these sampled images for brevity. (a) The actual observation images; (b)
The corresponding goals selected by the goal planner with CVAE.

Evaluation Metric

The main evaluation metric is the normalized score (NS) [44]. The NS is defined as:

NS = 100 *
score - random score

expert score - random score
.

The score of each variant is the cumulative reward during test time after the whole training
process finishes, namely, after 500K gradient steps in CARLA and 1M in antmaze. For
the complex whole-town driving task, we also report the collision rate to give the audience
a straightforward impression on the driving skill of the trained agents. We roll out 100
episodes, and compute the ratio of trajectories containing collisions.

Performance Comparison in CARLA

We first report the results of a comprehensive study on the small local map, comparing all
the different settings listed in Sec. 5.5. The results are summarized in Table 5.1.

The Hierarchical Structure

We first compare HiGoC with the end-to-end policy baseline to evaluate the benefit of the
hierarchical structure. From Table. 5.1, we can see that the performance of CQL is lower
than all the other HiGoC variants (above 90.0). It is because the hierarchical planner is less
greedy than the end-to-end policy. In Fig. 5.2, we show a sampled trajectory of the trained
agent passing through a roundabout in the local map with the variant “7-step HiGoC-0.4s”.
When the ego car in red is entering the roundabout, it first yields to the two green obstacle
vehicles. Afterwards, it enters the roundabout and navigates through it successfully. When
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Dataset Look-ahead HiGoC-0.4s HiGoC-2.0s HiGoC-no noise IRIS CQL

Medium

1-step 93.5± 9.4 98.4± 10.3 90.8± 6.9 83.3± 5.3 88.7± 6.3
3-step 93.7± 10.1 95.5± 11.4 91.2± 9.8 87.2± 4.5 -
5-step 96.2± 13.5 94.9± 10.2 95.5± 14.7 91.5± 3.1 -
7-step 99.4± 12.9 92.7± 15.8 93.1± 13.3 90.1± 7.8 -

Expert

1-step 92.8± 6.5 97.4± 7.2 93.4± 6.9 84.1± 4.7 90.5± 4.1
3-step 94.2± 6.8 96.5± 7.7 93.7± 7.3 92.3± 6.0 -
5-step 97.9± 8.1 95.8± 9.4 94.6± 8.1 87.5± 5.2 -
7-step 98.4± 9.4 91.6± 11.1 95.3± 10.5 89.9± 4.8 -

Table 5.1: Normalized scores of all variants when trained with the “Medium” and “Expert”
quality dataset in the local map.

the ego vehicle is equipped with a non-hierarchical offline RL policy, it is very difficult for the
ego car to slow down and yield to obstacles at the entrance of the roundabout. In contrast,
even though the goals sampled by the CVAE are vague and twisted, they are still informative
enough to guide the planner to be less aggressive and greedy.

Different Dataset Quality

We now compare the performance of HiGoC when trained on datasets with different levels of
quality. When trained on the “Medium” dataset, HiGoC tends to achieve score that is closer
to the corresponding expert. Since the data-collecting agent for the “Medium” dataset is
controlled by an early-stopped policy, its policy is suboptimal with larger variance. Hence,
the “Medium” dataset tends to cover larger state and action space. In contrast, the state and
action distribution in the “Expert” dataset is much concentrated. The offline reinforcement
learning agent is more suited in the settings where we have larger data coverage [117].
Therefore, it is reasonable that the agent is able to reach closer performance to the “Medium”
level demonstration than the “Expert” level one.

Robust to Distributional Shift

In Table. 5.1, the normalized scores of “HiGoC-no noise” are consistently lower than “HiGoC-
0.4s” in almost all the settings. It indicates that our method to increase the robustness
against distributional shift is effective. It is worth noting that “HiGoC-no noise” still out-
performs CQL on both datasets, demonstrating that the hierarchical structure is beneficial
to solve the overall task.

Different Goal Planning Look-ahead

The overall planner is essentially a receding horizon controller, i.e., model predictive control
(MPC). The optimization in Eqn. 5.4 is solved by CEM online during the test time, and the
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computing time is within 100ms which is sufficient for the framework to plan at a frequency of
10Hz. From control theory, if we have a precise dynamic model that can perfectly predict the
behavior of the environment, the performance of the controller improves as the look-ahead
horizon H increases [15]. In our high-level goal planner, the value function is equivalent to
a prediction function estimating future cumulative rewards from the present state. Ideally,
the trained agent should have better performance with longer H. However, we observed
that the normalized score peaks at 7-step look-ahead with 0.4s goal-sampling period. The
normalized score began to drop when further increasing H. If a goal-sampling period of
2.0s is selected, the highest normalized score is achieved with H = 1. It is because the
learned value function becomes less accurate when predicting the far-away future. There is
a trade-off between prediction accuracy and long-term planning capability.

Comparison with IRIS

We compare HiGoC against IRIS with different look-ahead horizons. Similar to ours, their
high-level planner also selects a reference goal for the low-level goal-conditioned policy. The
main difference is that IRIS chooses the optimal goal as the one with the highest expected
future return in the original task MDP. In contrast, HiGoC chooses the sub-goal by finding
the optimal sub-goal sequence over the look-ahead horizon, where the objective function is
defined based on the value functions of the short-term goal-reaching MDPs between con-
secutive look-ahead time steps. Also, the low-level goal reaching policy of IRIS is learned
with imitation learning, whereas ours is trained with offline RL. We ran IRIS with different
look-ahead horizons, i.e., the number of timesteps between the current state and the goal
point. As shown in Tab. 5.1, HiGoC consistently outperforms IRIS under different look-
ahead horizons. Two factors contribute to this performance gain. Firstly, IRIS requires
accurate estimation of the value function for the original task MDP, which is difficult for
temporally extended tasks, especially under the offline setting. In contrast, HiGoC com-
poses long-term behavior online based on the value functions of the short-term goal-reaching
MDPs, which are easier to estimate via offline learning. Secondly, the low-level goal-reaching
policy of IRIS is trained by imitation learning instead of offline RL. The offline RL agent is
able to compose behavior that is better than the demonstration from the offline dataset.

A More Realistic Driving Scene

To further evaluate the ability of HiGoC in learning driving policies for more general and
realistic scenes, we experiment HiGoC with a much larger driving scene in the CARLA
simulator, the whole “Town03” map. We compare two settings with different look-ahead
horizons, i.e., “7-step HiGoC-0.4s” and “1 step HiGoC-0.4s”. As shown in Tab. 5.2, both
variants of HiGoC outperforms the baseline CQL, indicating the benefit of hierarchical struc-
ture in long-horizon tasks. In particular, HiGoC-7step has better performance. It further
confirms that longer look-ahead steps can benefit the high-level strategy reasoning even in
these complex tasks. Also, the performance of HiGoC is better than IRIS. It further con-



CHAPTER 5. HIERARCHICAL PLANNING THROUGH GOAL-CONDITIONED
OFFLINE REINFORCEMENT LEARNING 78

firms the advantage of HiGoC over IRIS in composing optimal long-term behavior. We
notice that the agent reaches performance closer to the “Expert” than the “Medium” level
demonstration in this complex scenario. One possible reason is that we use the same size
of training dataset as the one in the local map, which is relatively small in this much larger
scene. Although the “Medium” level dataset consists of more diverse samples, it does not
have sufficient samples to cover high-reward state-action pairs in the whole town. Thus, it
limits the training quality.

It is worth noting that the collision rate with our best policy is still too high for real-
world application. We notice that most of the collisions are caused by the ego vehicle
bumping into the rear-end of the preceding vehicle. It is because the current representation
of observations only involves implicit velocity information (the historical positions of vehicles
with faded color in the images) [21], and the lack of velocity information is also magnified
by the encoding process of the CVAE. Nevertheless, we are still able to reduce the collision
rate with the hierarchical architecture. It indicates that the hierarchy can prevent the agent
from being too greedy.

Apart from the velocity information, it is also possible to further improve the perfor-
mance from other aspects of representation. The current observation representation makes
it necessary for the high-level planner to reason about the future road map in addition to
the surrounding vehicles. In practice, it is a common practice for autonomous vehicles to
have access to the map of the whole town in advance. If we leverage a representation with
richer map information, it will no longer necessary for the high-level planner to forecast
map change. Plus, a better representation will also enhance the capacity of the CVAE
model. With a more accurate CVAE model, the sampled goal sequences are more likely to
be realizable and optimal.

Dataset Variants Normalized Score Collision Rate

Medium

HiGoC-7step 54.2± 9.7 0.32
HiGoC-1step 45.5± 8.5 0.38
IRIS-7step 43.3± 7.1 0.40

CQL 31.1± 8.3 0.45

Expert

HiGoC-7step 61.6± 8.4 0.23
HiGoC-1step 47.5± 7.9 0.32
IRIS-7step 48.2± 8.7 0.33

CQL 37.4± 6.2 0.36

Table 5.2: The performance in the whole town map.
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Figure 5.3: Visualization of a sampled trajectory. (a) The actual observation images; (b)
The corresponding goals selected by the goal planner with CVAE; (c) The corresponding
goals selected by the goal planner with VAE.

Performance in Antmaze

We now present the experimental results in the antmaze environments. As shown in Tab. 5.3,
HiGoC has better performance than CQL and IRIS, especially in those challenging environ-
ments (i.e., medium and large). It is because the episode length increases with the size of
the maze, which makes it more critical to compose long-term optimal behavior in order to
succeed in these environments. The results further verifies the advantage of HiGoC over
CQL and IRIS in temporally extended tasks. In Tab. III, we also report the scores of OPAL
collected from their paper [4]. Since OPAL is deliberately designed to learn from offline data
consisting of varied and undirected multi-task behavior, they only evaluated their methods
on the medium/large-diverse antmaze environments. While HiGoC is not specially designed
for diverse offline data, it still achieves performance close to OPAL in those environments.

Discussions

In this section, we discuss several remaining questions of interest with qualitative evaluations
of the CVAE model and the learned value function.
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Is CVAE better?

Whether the CVAE model can accurately model the goal distribution is important for the
performance of the high-level planner. We are then curious about if we can indeed sample
better goals from the CVAE model than a VAE. In Fig. 5.3, we compare the goal sequences
sampled from the CVAE and VAE in the same scenario. From Fig. 5.3(c), we can see that
the goals sampled from the VAE is vaguer than those sampled from CVAE in Fig. 5.3(b).
More importantly, the vanilla VAE model does not correctly model the surrounding vehicles
in the sampled goal sequences. As shown in Fig. 5.3(c-4) and (c-5), the obstacle vehicles in
green are almost ignored by the vanilla VAE. In contrast, the CVAE model synthesizes the
surrounding agents’ future locations in its sampled goals, which allows the high-level planner
to gain insights about the surrounding vehicles. As a result, the planner equipped with the
CVAE reaches a higher score of 61.6 than 57.4 of that with the VAE in the whole town map
when trained using the expert demonstration.

Is the Goal-Conditioned Value Function Reliable?

In Fig. 5.4(a), we plot the present observation when the red ego car is entering an intersection.
The two images in Fig. 5.4(b) and (c) are two samples of goal candidates when starting from
the present observation in Fig. 5.4(a). The green obstacle car should move down, but it
should not be out of sight during the goal sampling period. Therefore, Fig. 5.4(b) with the
green obstacle in sight is more reasonable than Fig. 5.4(c). Hence, Fig. 5.4(b) should be
assigned a higher value than Fig. 5.4(c). Also, Fig. 5.4(c) is twisted and has plenty of noise.
Compared with Fig. 5.4(b), it has lower probability in the latent space when it is encoded
by the CVAE. A low probability means that the image is less likely to be a valid goal in the
original image manifold. As shown in Fig. 5.4, the estimated value of Fig. 5.4(b) is 10.83
whereas 5.25 for Fig. 5.4(c). Hence, the learned value function can make reliable estimations
on the quality of goal candidates.

Env CQL OPAL IRIS HiGoC

umaze 74.0 - 82.6± 4.7 85.3± 2.1
umaze-diverse 84.0 - 89.4± 2.4 91.2± 1.9
medium-play 61.2 - 73.1± 4.5 81.4± 2.4
medium-diverse 53.7 81.1± 3.1 64.8± 2.6 79.3± 2.5
large-play 15.8 - 57.9± 3.6 69.1± 2.3
large-diverse 14.9 70.3± 2.9 43.7± 1.3 67.3± 3.1

Table 5.3: Normalized scores on antmaze environments.
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Figure 5.4: (a) The present observation image; (b) a high-quality goal candidate with high
latent probability; (c) a low-quality goal candidate with low latent probability. The value
estimation is higher for the high-quality candidate.

5.6 Conclusion

We propose a hierarchical planning framework through goal-conditioned offline reinforcement
learning for tasks with extended temporal duration. The low-level policy is trained by
offline RL in a goal-conditioned setting, which control the agent to achieve short-term sub-
goals. The offline training is improved by a perturbed goal sampling process to deal with
distributional shift. The high-level goal planner takes advantage of model-based methods
by composing behavior, and solves an optimization problem based on the low-level value
function for long-term strategy. The proposed framework is empirically proved to be more
suitable for temporally extended tasks than regular offline RL without hierarchy. The offline
training strategy improves the robustness to distributional shift.
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Part III

Looking Forward: Combining Offline
and Online Training



83

Chapter 6

Guided Online Distillation:
Promoting Safe Reinforcement
Learning by Offline Demonstration

Safe Reinforcement Learning (RL) aims to find a policy that achieves high rewards while
satisfying cost constraints. When learning from scratch, safe RL agents tend to be overly
conservative, which impedes exploration and restrains the overall performance. In many
realistic tasks, e.g. autonomous driving, large-scale expert demonstration data are available.
We argue that extracting expert policy from offline data to guide online exploration is a
promising solution to mitigate the conserveness issue. Large-capacity models, e.g. decision
transformers (DT), have been proven to be competent in offline policy learning. However,
data collected in real-world scenarios rarely contain dangerous cases (e.g., collisions), which
makes it prohibitive for the policies to learn safety concepts. Besides, these bulk policy
networks cannot meet the computation speed requirements at inference time on real-world
tasks such as autonomous driving. To this end, we propose Guided Online Distillation
(GOLD), an offline-to-online safe RL framework. GOLD distills an offline DT policy into
a lightweight policy network through guided online safe RL training, which outperforms
both the offline DT policy and online safe RL algorithms. Experiments in both benchmark
safe RL tasks and real-world driving tasks based on the Waymo Open Motion Dataset
(WOMD) [40] demonstrate that GOLD can successfully distill lightweight policies and solve
decision-making problems in challenging safety-critical scenarios.

6.1 Introduction

Safe Reinforcement Learning (RL) aims to find a policy that not only achieves high rewards
but also keeps the cost of violating constraints below a specified threshold. Traditional online
safe RL algorithms [1, 88, 83] solve for an optimal safe policy by performing online rollouts
in an environment and updating the policy accordingly. However, these algorithms always
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start training policies from scratch. The agent needs to learn to locate and avoid hazardous
areas while it is still struggling to discover high rewards in the environment. The safety
constraints discourage the agent from exploring certain hazardous areas [126], which leads
to a pitfall that induces the policy to be overly conservative. The overly conservative policy
often causes the agent to get stuck during its exploration, surrounded by complex hazard
areas. Jammed at some states repetitively causes a skewed data distribution in the replay
buffer, which deceives the policy that these states are the highest possible reward areas. It
thus impedes the learning process and the overall performance.

In this situation, a near-optimal policy extracted from offline demonstrations can serve as
a guide during online fine-tuning. Jump Start Reinforcement Learning (JSRL) [139], as an
online fine-tuning method, has proven that training a new policy for online adaptation while
using an offline extracted guide policy can be effective in regular RL settings, compared
to naively initializing RL by the pre-trained policy [139]. It is natural and intuitive to
propagate this meta-training scheme to the safe RL domain. The guide policy helps the
agent being trained online start exploration from high-reward areas, and build new skills
based on it thereafter. It is promising to save the agent from getting stuck in hazardous
areas during exploration. Therefore, we propose to adapt JSRL to the safe RL setting,
so that a better reward-cost trade-off can be achieved in those application scenarios where
offline demonstration is available.

In many real-world situations, large-scale datasets already exist that can provide expert
demonstrations for training policies[40, 23, 14, 17, 80, 148]. Prior work on imitation learn-
ing [59, 29] and offline RL [70, 86, 85] has investigated extracting high-performance policies
directly from offline datasets to avoid risky online exploration or learning by trial and er-
ror. While it is seemingly promising to extract near-optimal policies with high rewards from
offline datasets, prevalent Behavior Cloning (BC) or offline RL algorithms [94, 72] tend to
fail when the demonstrations come from human experts. Decision transformer (DT) [24] has
been shown as a strong method in such settings compared to these algorithms. It adopts
large-scale models that are proven to have potentials [142, 13, 115]. Therefore, we explore
the possibility of applying high-capacity decision transformers to learn from offline expert
demonstrations in this chapter. However, easily accessible datasets often lack sufficient data
points in safety-critical scenarios, such as collisions in real-world traffic datasets [35, 84].
Consequently, offline datasets alone cannot provide enough information on the safety con-
straints in the environment, and thus offline training is not sufficient for safe RL. It, therefore,
strengthened the necessity of continuing to improve the decision-making policy by an online
finetuning process with interactions in task environments [97].

Prior work [97, 158, 143, 133] typically uses the offline trained policy network architec-
ture for online finetuning. Unfortunately, DT’s transformer-based policy network, with its
numerous parameters, can often fall short of meeting computation speed requirements in
real-world tasks like autonomous driving. However, we do not intend to directly shrink the
network size in offline training because it will sacrifice its performance to a great extent, and
our experiments show that the performance and efficiency of online finetuning largely rely
on the quality of the offline trained guide/expert policy. Alternatively, we sought to distill a



CHAPTER 6. GUIDED ONLINE DISTILLATION: PROMOTING SAFE
REINFORCEMENT LEARNING BY OFFLINE DEMONSTRATION 85

more computationally efficient policy from DT during online training. There are many prior
works on network distillation [119, 31, 136], but their student policies are trained either by
supervised learning to replicate the teacher’s behavior, which isolates the student policy and
the environment forbidding active explorations or by indirect ways such as reusing the critic
of the teacher, which does not fully incorporate the extracted prior skills from offline demon-
strations. Training a different policy with the guidance of DT instead of initializing RL
with existing policy in JSRL [139] allows us to change the policy network architecture and
encourage the agent to explore more promising areas, which unifies the purpose of finetuning
and distillation in this chapter.

In summary, we propose a training scheme, named Guided Online Distillation (GOLD),
for safe RL tasks where offline expert demonstration is available. The details can be found
in [82]. GOLD leverages an offline learned large-scale policy to guide the online learning of
a computationally efficient, safe RL policy. Compared to safe RL from scratch, GOLD can
improve the cumulative reward achieved by the policy while maintaining the cumulative cost
below the threshold. In summary, our contributions include:

• We propose a training scheme, Guided Online Distillation (GOLD), for safety-critical
scenarios where offline expert demonstration is available. It solves the problem caused
by limited high-risk cases in offline datasets and conservative exploration in safe RL.

• We empirically show that adopting a DT instead of BC improves the performance of
the offline extracted policy, and the large-capacity and well-performed DT guide policy
is crucial for the online distilled lightweight policy to optimize its reward-cost trade-off.

• We train and evaluate the proposed algorithm on both benchmark safe reinforcement
learning and real-world autonomous driving tasks extracted from the Waymo Open
Motion Dataset (WOMD) [40, 23]. We show that GOLD can effectively accelerate
online learning and improve policy performance.

6.2 Preliminaries

Constrained Markov Decision Process

We define a Constrained Markov Decision Process (CMDP) by a tuple M := (S, A, P ,
r, c, γ, µ0), where S is the state space, A is the action space, P : S × A × S → [0, 1] is
the transition function specifying the probability p(st+1|st,at) from state st to st+1 when
applying at, r : S × A → R is the reward function, c : S × A → [0, Cm] is the cost function
for violating the constraint with Cm as the maximum cost [5], γ is the discount factor, and
µ0 : S → [0, 1] is the initial state distribution.

In safe RL, the goal is to find a policy π ∈ Π where Π is the policy class such that it
obtains a high return in reward and maintains the cost return below a threshold κ ∈ R+.
Formally, we denote the reward value function V π

r (µ0) = Eτ∼π,s0∈µ0 [
∑∞

t=0 γ
tr(st,at)] as the
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Figure 6.1: An illustration of reward-cost relation for all policies in a certain environment.
(a) Regular and safe RL policies converge to points far away from the optimal policy π∗. (b)
Trained from offline demonstration, π′

0 is attracted toward π∗, and hence our method results
in a lightweight yet more capable policy during online distillation.

discounted cumulative reward under the policy π and the initial state distribution µ0, where
τ = {s0,a0, . . . } is the trajectory. The cost value function is defined similarly as V π

c (µ0) =
Eτ∼π,s0∈µ0 [

∑∞
t=0 γ

tc(st,at)]. The objective is then to find an optimal policy π∗ by solving
the following constrained optimization problem:

π∗ = arg max
π

V π
r (µ0), s.t. V π

c (µ0) ≤ κ. (6.1)

Reward-Cost Relationship

The constraint in Eqn. 6.1 illustrates that a safe RL algorithm needs to control two signals
simultaneously, i.e., reward and cost, compared to regular RL. A plot of cumulative cost and
reward pair of policies on a 2d-plane is informative for safe RL algorithm analysis. Given a
specific environment, each policy π ∈ Π can be mapped onto a point within the blue circle,
representing the reward-cost return pair (V π

r , V
π
c ) that π obtains in the environment [89]. All

policies that lie below the threshold κ (the orange dash in Fig. 6.1) are considered feasible
solutions. The optimal policy π∗ obtains the highest possible reward return while maintaining
the cost return below the threshold κ. When a policy is being trained in the environment,
its corresponding reward-cost pair moves on this 2d-plane. Most RL algorithms randomly
initialize a policy π0, which places it on the upper left corner in Fig. 6.1. If being evaluated,
π0 will obtain low reward and high cost.

Assume RL algorithms are effective in the environment. For a regular RL algorithm, e.g.,
PPO [124] or SAC[50], this means the reward obtained by the policy continuously increases,
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but there is no consideration of the cost return. This results in the yellow trajectory in
Fig. 6.1(a). On the contrary, a safe RL algorithm [76] is dedicated to decreasing the cost
and increasing reward simultaneously. Hence, its trajectory moves toward the bottom right
corner in Fig. 6.1(a).

Once a trajectory reaches the boundary of the feasible area below κ, it stops moving
because the safe RL does not allow an increase in cost or a decrease in reward. Therefore, if
a safe RL algorithm penalizes too hard on cost return V π

c , its trajectory will end up at a point
on the boundary that has a low reward. The fast drop in cost during training usually leads
to a convergence point πSafe that is far away from the optimal policy π∗. This aligns with our
observation in experiments where safe RL agents often get stuck in a position surrounded
by hazards and cannot find a way out.

In this case, offline policy extraction from expert demonstrations can provide a head
start, which boosts the original initial π0 to π′

0 (closer to π∗) in Fig. 6.1(b). The online
distillation can start from π′

0 that skips exploring the environment from scratch and thus
requires less effort to πGOLD of higher quality than πSafe even with the same online training
RL backbone. Thus, we propose a new training scheme that pushes the trajectory toward
the optimal policy π∗ by leveraging demonstrations to extract prior skills and perform online
safe RL finetuning.

6.3 Guided Online Distillation

In this section, we present our proposed method: Guided Online Distillation (GOLD). It
consists of two stages: 1) extracting a large-scale guide policy from offline demonstration,
and 2) distilling a robust but lightweight policy through online exploration with the guidance
of the guide policy.

Extracting Expert from Offline Demonstration

Offline policy training from demonstration has been a popular research topic, and many
methods have been proposed. DT [24] is an approach that lies in between BC and offline
RL and proves to be competent. It adopts a similar loss function and training scheme as BC
but also considers reward signals as offline RL. We therefore choose to apply DT to extract
expert policies from offline demonstration and empirically show that it is superior to both
BC and offline RL for safety-critical navigation and autonomous driving tasks.

The trajectory representation and model architecture follow the design in [24]. Specif-
ically, we choose to represent the trajectory by three modalities: observation, action, and

returns-to-go. Formally, the trajectory representation is τ =
(
R̂1, s1,a1, . . . , R̂T , sT ,aT

)
,

where R̂t =
∑T

i=t ri is the returns-to-go, st and at are the observation and the action at time
t. The model is fed with the most recent K timesteps, encompassing a total of 3K tokens.
In the experiments in this chapter, we find the default setting of K = 20 to be suitable
for most of the tasks. A GPT [113] model processes the inputs by autoregressive modeling.
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Leveraging a dataset of offline trajectories, we extract minibatches with a sequence length
of K from the dataset. The prediction head linked to the input token ot is trained to predict
action at. The loss is only evaluated on the predicted action, as no performance gain is
reported by predicting observation and returns-to-go [24]. In our case, the loss is defined to
be

LDT = ||a− â||2 (6.2)

where a is the ground truth action, and â is the predicted action by the DT.

Online Policy Distillation

DT for expert policy extracting from offline demonstration improves the performance, but
it sacrifices computation efficiency and robustness. Transformers are bulk in size, so they
consume large amount of computation resources. This can be critical when deploying them
as decision-making modules on real systems that request fast response frequency. The offline
demonstration is also not comprehensive, and hence there are always hazardous corner cases
not included. It results in a guide policy that is only reliable close to the in-distribution
areas within the offline data support. Therefore, we propose to distill a lightweight policy
network and improve its robustness to out-of-distribution hazardous areas with the guidance
of DT during online exploration within the task environment.

The backbone of online distillation is based on JSRL [139]. We define a guide policy as
the pre-trained DT from Sec. 6.3, whose parameters are frozen during online distillation. The
policy network to be distilled is designed to be a lightweight Multi-Layer Perceptron (MLP).
On the one hand, JSRL makes sure the reward maintains its stable improvements, instead
of dropping dramatically in naive online fine-tuning methods. The skills of the guide DT are
distilled into the lightweight policy by exposing it to a high-reward trajectory distribution.
On the other hand, the states induced by the guide policy are also relatively safe, where the
agent explores to learn fine-grained information on the costs. This makes the lightweight
exploration policy not only training efficient but also robust.

However, storing the rollouts of both guide and lightweight policies in one replay buffer
causes a mixed data distribution, which induces problems for the critic learning in RL algo-
rithms. Actor-critic methods aim to approximate an optimal Q-function corresponding to
the current parameterized policy π(a|s), which satisfies the equation

Qπ(st,at) = r(st,at) +

γEst+1∼T (st+1|st,at),at+1∼π(at+1|st+1) [Qπ(st+1,at+1)] .

The Q-function should be evaluating the future cumulative reward under the data distri-
bution induced by the current policy. If the training data is collected by multiple policies
as the online distillation process, the mixed and skewed data distribution will cause the Q
value prediction to be inaccurate on trajectories collected by the current lightweight policy
being trained.
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We propose to resolve the aforementioned problem by leveraging Implicit Q Learning
(IQL) [70] as the training algorithm during online distillation. IQL approximates a Q-
function without an explicit policy by expectile regression. Specifically, it first estimates
expectiles only with respect to the actions in the support of the data by first approximating
a value function Vψ(s) with a loss LV (ψ),

LV (ψ) = E(s,a)∼D [Lτ2(Qθ̂(s,a)− Vψ(s))] ,

where Lτ2(u) = |τ −1(u < 0)|u2, and τ is the expectile. It then avoids injecting stochasticity
from the state distribution by averaging over the stochasticity from the dynamics transitions
and fitting a Q-function Qθ with a loss LQ(θ),

LQ(θ) = E(s,a,s′)∼D [r(s,a) + γVψ(s′)−Qθ(s,a)]
2
.

The fitted Q-function corresponds to the upper expectile of the returns, which makes it
approximate better the Q-function corresponding to the optimal policy. This decoupling
between the Q-function approximation and the current policy is suitable for GOLD. The
Q-function is not sensitive to the mixed state trajectory distribution in the replay buffer
anymore, instead, it corresponds to the optimal policy.[148]

Practical Implementation

We summarize the complete proposed algorithm GOLD in Algo. 5. A DT is first trained
from offline demonstration, which later serves as the guide policy during online distillation.
A lightweight exploration policy network is then trained interactively in the task environment
by IQL. In GOLD, the safety constraints are enforced by reward shaping, adapting IQL to
safe RL settings, i.e., its actual reward is a linear combination of the original reward and
cost

rewardnew = reward + λ · cost,

since we are focused on safety-critical tasks in this chapter.

6.4 Experiments

Experiment Setting

Safety Gym & Bullet Safety Gym

safety-gym [118] and bullet-safety-gym [47] are open-source frameworks which is de-
signed to train and evaluate safety performance across many tasks and environments, dis-
tinct in complexity and design. The observation of an agent is set to include the agent’s own
body state, the sensing information on obstacles given by pseudo laser rays, and task-specific
information such as distance to goals. We pick five tasks with two different agent types. The
tasks include Circle and Gather, Goal, Button, Push, and the agent types are Point and
Car. We perform training and evaluation in different combinations of tasks and agents.
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Algorithm 5: Training Procedure of GOLD

1 Initialize: A decision transformer (DT) πgµ for guide policy, an lightweight policy
network πφ, a Q-network Qθ, A target network Qθ̄ = Qθ, a training dataset D, a
replay buffer B;

2 // Prior skills extraction from offline demonstration
3 for step n in range(0, N) do
4 Sample a batch of b trajectory segments τ tt−H from the dataset D;
5 Update µ: µn ← µn−1 + ϵµ∇µLDT
6 end
7 // Online distillation procedure
8 for guide step h in [H1, H2, . . . , Hm] do
9 Assign a non-stationary policy π defined at each timestep: π1:h = πgµ,

πh+1:H = πφ;
10 Collect rollouts by π and append them to the replay buffer B;
11 for train step m in range(0, M) do
12 Sample a batch (st,at, rt, st+1) from B;
13 Update Qθ and πφ by IQL;

14 end

15 end

MetaDrive

a lightweight yet powerful driving simulator [87], which provides convenient scene composi-
tion with various road maps and traffic settings that are critical for generalizable RL. The
simulation is realistic as it leverages an accurate physical engine and emulates sensory in-
put. The driving scenes can be replayed from real-world traffic data such as WOMD [40,
23], NuScenes [14], Argoverse [17], etc. The observation consists of pseudo Lidar-like cloud
points, navigation information represented by waypoints, and ego states, including steer-
ing, heading, velocity, and relative distance to boundaries. The action space contains the
acceleration and steering of the ego vehicle.

Offline Datasets

In our problem setting, we assume access to offline datasets collected from expert demonstra-
tion. These demonstrations are near-optimal, which contain few safety-critical situations,
but mostly trajectories with high reward returns. Formally, the dataset contain N expert tra-
jectories, each of which is represented by H tuples {(skt ,akt , skt+1, r

k
t )Tt=0}Nk=1, where t ∈ [0, T ]

is the time step from 0 to H, and k ∈ [1, N ] is the episode number from 1 to N . In the
(bullet)-safety-gym environments, the offline datasets are collected by expert RL policies
to imitate human experts, which are trained in online settings by SAC with carefully tuned
reward shaping for data collection purposes. These expert RL policies are able to reach high
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Offline Online

Task BC DT IQL CVPO GOLD (BC-IQL) GOLD (DT-CVPO) GOLD (DT-IQL)

Car-
Circle

r ↑ 366.9± 10.4 450.3± 53.8 630.7± 26.4 502.5± 10.8 628.4± 20.6 613.7± 26.3 688.3± 4.2
c ↓ 41.4± 5.3 40.4± 6.3 17.5± 2.8 7.4± 3.3 13.6± 1.4 3.9± 0.5 3.2± 1.5

Car-
Gather

r ↑ 5.6± 2.31 7.1± 1.52 10.3± 1.22 10.2± 0.87 12.8± 2.63 11.9± 0.44 14.0± 1.98

c ↓ 0.42± 0.17 0.38± 0.16 0.23± 0.12 0.18± 0.04 0.19± 0.27 0.15± 0.02 0.14± 0.04

Point-
Goal

r ↑ 19.2± 1.4 24.1± 0.5 31.6± 3.2 32.1± 5.3 32.1± 5.8 31.4± 3.8 33.9± 6.5

c ↓ 16.7± 2.4 15.2± 4.6 10.5± 3.9 8.5± 1.4 8.0± 3.8 11.5± 2.9 8.3± 1.3

Point-
Button

r ↑ 23.7± 5.2 27.8± 4.2 35.1± 4.7 38.2± 2.4 41.1± 3.1 39.2± 2.4 44.8± 3.1

c ↓ 18.5± 5.9 17.3± 2.5 8.4± 2.1 7.5± 2.8 6.2± 4.2 6.8± 2.9 6.5± 1.1

Point-
Push

r ↑ 2.1± 3.2 4.6± 2.1 5.3± 1.0 2.5± 0.3 6.6± 1.6 4.2± 1.1 8.0± 2.3

c ↓ 50.2± 8.1 45.4± 5.8 34.1± 9.1 19.3± 4.2 24.3± 3.8 18.3± 4.5 20.4± 6.9

Car-
Goal

r ↑ 13.2± 1.7 16.4± 3.4 22.8± 1.3 19.8± 1.9 27.9± 2.1 28.4± 1.2 30.5± 5.4

c ↓ 53.4± 2.1 49.9± 6.3 20.4± 5.2 24.3± 6.6 14.6± 2.6 12.2± 4.1 10.8± 3.2

Car-
Button

r ↑ 19.6± 2.2 26.5± 3.7 28.9± 10.4 27.1± 3.8 36.1± 3.0 30.5± 3.8 42.0± 2.6

c ↓ 34.1± 10.5 20.8± 9.3 12.5± 6.8 8.8± 1.3 9.8± 5.0 7.1± 4.3 6.5± 6.1

Car-
Push

r ↑ 1.5± 0.1 2.6± 0.2 3.8± 1.1 3.0± 0.4 4.5± 0.2 4.2± 0.2 5.1± 0.4

c ↓ 65.3± 9.8 58.9± 11.6 23.3± 2.9 19.3± 5.8 19.4± 1.9 15.7± 2.3 17.4± 1.1

MetaDrive
Waymo

r ↑ 115.78± 132.89 133.48± 190.50 26.29± 68.82 113.48± 163.84 141.93± 189.54 115.66± 163.18 143.69± 175.98

c ↓ 1.14± 1.96 1.25± 1.92 2.57± 2.36 1.05± 1.84 1.03± 1.85 1.25± 2.07 1.15± 2.05

sr ↑ 53% 54% 40% 58% 63% 62% 73%

Table 6.1: The performance of offline policy extraction and online policy distillation. Metric
notations are defined as, r: reward, c: cost. For the realistic driving environment based on
WOMD, we also compare success rate as sr.

reward returns and satisfy cost requirements. We use Waymo Open Datasets as the offline
demonstration dataset for the MetaDrive task. These datasets are recordings of real traffic
scenes, which are generated by human drivers.

Baselines

We compare our proposed GOLD to its own variants and state-of-the-art safe RL methods,
including:

• Safe RL Trained from Scratch: To show the role of the guide policy in GOLD, we
choose safe RL methods: Implicit Q Learning (IQL) [70] equipped with reward shaping
and Constrained Variational Policy Optimization (CVPO) [88] as baselines, which are
both trained from scratch. They are not warm-started by the guide policy (DT), since
we intend to keep the number of parameters and network structure the same as GOLD.

• Variants of the proposed method: We also demonstrate how different components
in the proposed method contribute to the final performance. For the guide policy
trained from offline datasets, we compare DT with BC. For the RL backbone of online
distillation and training, we compare IQL with CVPO. In summary, we have four
variants, namely, GOLD (BC-IQL), GOLD (DT-CVPO), and GOLD (DT-IQL).
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(a) (b) (c) (d)

Figure 6.2: The learning curves of GOLD (DT-IQL) and baselines. (a)(c): The reward and
cost curves in Car-Circle. (b)(d): The reward and cost curves in Car-Button.

Guide Policy Performance

The performance of various offline policy extraction methods in terms of both reward and
cost is listed in Tab. 6.1. The columns of offline methods show that DTs are superior in both
reward and cost than BC in all benchmark tasks. In convention, BC or RL adopts MLP
as the policy or value network. However, DTs use large models such as pre-trained GPT2
as the network backbone. This difference dramatically increases the model capacity of the
policy network and thus improves the final performance by a large margin.

We observe the performance of DT is correlated with the offline dataset size. Typically, it
benefits from enlarging the size of the dataset. We find it is sufficient to show the difference
between DT and MLP using datasets of a scale of 100k trajectories for (bullet-)safety-gym
tasks, and 10k trajectories from WOMD for Metadrive tasks. Due to limited hardware
accelerator resources, we cannot perform more computation-intensive guide policy extraction
on larger datasets. We leave it to future work as it pertains to the current trend of leveraging
richer and bulkier datasets.

Online Distillation Evaluation

With the guide policy extracted from offline demonstrations, our proposed method finetunes
and distills a lightweight yet more powerful policy network through interactions within online
environments.

Computation Efficiency

The online training distills a much smaller policy network, i.e. a two-layer MLP with a hidden
size of 256, which is standard in most RL problem settings. The number of parameters of the
MLP is negligible compared to the huge transformer used by the guide policy, which usually
has 10x times more parameters (670k in safety-gym tasks). The computation efficiency is
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thus noticeable and becomes an advantage when deploying these MLP policies compared to
the huge DT, if the performance is above threshold. For the benchmark tasks in our setting,
the online distilled MLP runs at 0.03s per 100 inference runs, compared to 0.31s per 100
inference runs of DT on a single NVIDIA GeForce RTX 2080 Ti GPU.

Policy Performance

The performance of all baselines and variants are listed in Tab. 6.1 under the tab “Online”.
Our proposed method outperforms all baselines in terms of reward and is superior in most
tasks in terms of cost. We can see that algorithms with a guide in online distillation,
i.e. variants of GOLD, perform better than training from scratch, i.e., IQL and CVPO.
Regular safe RL algorithms tend to get stuck with local optimal solutions because they
are discouraged from high-risk exploration in the environment by their cost constraints.
However, with the guidance of pre-trained offline policies, GOLD avoids the exploration that
leads to many failures before success and can discover highly lucrative solutions. Fig. 6.2
shows that the agent learns faster and better when equipped with a guide policy.

We also show the advantage of guidance during online distillation in Fig. 6.3. Here, the
red car intends to press the yellow button on the upper right corner starting from the lower
left corner, without touching the purple and blue hazardous obstacles. The red curve behind
the car is its historical trajectory. The purple obstacles are moving, while the blue obstacles
are staying still. In Fig. 6.3(a), the ego car trained with CVPO only finds a local optimal
solution and chooses to avoid the bottom purple box at the beginning, which results in
zigzagging trajectory and hence lower reward in the later stage of the episode. In contrast,
the ego car trained with our method learns to find the most direct and safe way to the goal
by the guidance of the expert policy in the early training stage and thus obtains higher
reward and lower cost.

In Tab. 6.1, we also show that the online distillation performance improves with a better
guide policy. The algorithms GOLD (DT-*) usually obtain better rewards compared to
GOLD (BC-IQL). This aligns with the intuition that a better teacher reduces the effort to
learn the same level of skills.

Plus, GOLD (DT-IQL) typically performs better than GOLD (DT-CVPO), as shown in
Tab. 6.1 and Fig. 6.2, even though they both adopt DT as the guide policy. This is because
of the data distribution mismatch in the replay buffer, which is mentioned in Sec. 6.3.
CVPO learns Q-functions evaluating only the current explore policy being trained, which
mismatches the trajectories collected by a mixture of guide and explore policies. Using IQL
as the online finetuning and distillation backbone solves this problem because it learns Q-
functions only by evaluating the optimal policy in the environment, which in theory, can
learn from data collected by any policy.



CHAPTER 6. GUIDED ONLINE DISTILLATION: PROMOTING SAFE
REINFORCEMENT LEARNING BY OFFLINE DEMONSTRATION 94

(a) (b)

Figure 6.3: Sampled trajectories in the Car-Button task. (a): GOLD (BC-IQL). The red
ego car avoids the moving purple hazardous obstacle at first and struggles to find its way in
the later stage. (b): GOLD (DT-IQL). The ego car can find an efficient trajectory to reach
the goal, thanks to the prior knowledge inherited in the guide DT policy.

Realistic Experiments in Driving Scenarios

Our method is applicable to and effective in realistic scenarios, which we demonstrate by
experiments on MetaDrive. These experiments are fairly close to real-world scenes because
we make MetaDrive replay vehicle trajectories from WOMD. The observations input to the
ego agent, including Lidar cloud points, navigation information, and ego states, also resemble
the real-world setting. The goal of the ego vehicle is to arrive at a specific target position
defined in WOMD. We randomly choose 10k scenarios from WOMD for training and 1k
scenes for testing.

As shown in Tab. 6.1, our method surpasses baselines by around 15% in reward and
maintains the cost below the threshold. The success rate is increased by 12% compared to
the best variant, which shows GOLD is capable in realistic driving tasks. The evaluation
results and analysis on previous benchmarks in Sec. 6.4 are transferrable to realistic tasks,
which confirms the performance of GOLD is correlated to the guide policy quality. This
supports and justifies our design of offline policy extraction by DT.

The driving experiments further validate that bringing in prior skills during online dis-
tillation is necessary for learning high-quality policy in real-world safety-critical scenarios.
CVPO or IQL from scratch is too conservative to explore because it is almost impossible
to discover useful skills without severe cost violations. GOLD skips the risky exploration in
this safety-critical environment. With the offline trained DT as guidance, GOLD can distill
and improve a lightweight policy network without struggling to jump out of the most haz-
ardous areas. Also, CVPO outperformed IQL by a large margin when trained from scratch,
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but GOLD (DT-IQL) surpasses GOLD (DT-CVPO). This confirms that IQL’s decoupling
of Q-function and policy training works seamlessly with GOLD. More video demonstrations
can be found on https://sites.google.com/view/guided-online-distillation.

6.5 Conclusion

We propose a new offline-to-online training scheme named Guided Online Distillation for
safety-critical tasks. A large-scale guide policy is first extracted from offline demonstrations.
It serves as a guide for online distillation, where a lightweight policy is distilled through
interactions with the task environment. This lightweight network can meet computation
speed requirements in realistic settings, in contrast to the bulk guide policy. The guided
distillation saves the policy from being repeatedly exposed to hazards during its exploration
to find useful skills, which improves its training efficiency and final performance. Experiments
in both benchmarks and real-world driving experiments based on the WOMD show that the
distilled policy by GOLD surpasses safe RL baselines that are trained from scratch.



96

Chapter 7

Final Words

7.1 Summary of Key Contributions

This dissertation has made significant strides in advancing the field of safe and trustworthy
decision-making through reinforcement learning (RL) in real-world scenarios, particularly
focusing on autonomous vehicles (AVs) and their interactions in dynamic environments.
The core contributions of this work lie in the development and validation of innovative RL
frameworks and algorithms, each addressing specific challenges in the realm of autonomous
driving.

Chapter 2 presented a Partially Observable Markov Decision Process (POMDP) frame-
work for behavior planning in lane-changing scenarios, emphasizing the interactions between
autonomous cars and human drivers. This approach not only accounted for the variability
in human behavior but also enhanced the predictability and safety of AVs in such scenarios.
The use of real-world data for training and validation sets a new benchmark in the field,
moving beyond simulations to practical, real-world applications.

Chapter 3 introduced the Pessimistic Offline Reinforcement Learning (PessORL) frame-
work, tackling the challenge of out-of-distribution states in offline RL. This project’s signifi-
cance lies in its theoretical foundations and practical implications, demonstrating improved
performance in handling OOD states, a crucial factor for the safe deployment of RL agents
in real-world settings.

Chapter 4 proposed a hierarchical behavior planning framework that synergizes low-level
safe controllers with a high-level RL coordinator. This approach effectively addressed the
complexities of urban traffic conditions, striking a balance between safety and adaptability,
which is critical for the real-world application of AVs.

Chapter 5 extended the concept of hierarchical planning to offline RL for temporally
extended tasks, showcasing its effectiveness in managing long-duration tasks, a notable chal-
lenge in the field.

Chapter 6 explored a novel offline-to-online training scheme, Guided Online Distillation
(GOLD), for safety-critical tasks. This approach effectively leveraged large-scale offline data,
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distilling it into a practical, lightweight policy network suitable for real-time applications.

7.2 Implications and Impact

The work presented in this dissertation has profound implications for the field of autonomous
driving and robotics. By addressing critical challenges such as interactive uncertainties, dis-
tributional shifts, and the integration of hierarchical planning structures, this research con-
tributes to the development of more reliable, efficient, and safe autonomous systems. The
practical applications of these findings extend beyond AVs, offering insights and methodolo-
gies that can be applied to a wide range of autonomous systems operating in dynamic and
uncertain environments.

7.3 Future Directions and Potential Avenues for

Research

While this dissertation has made significant contributions, it also opens several avenues for
future research:

• Expanding the scope of data collection to include diverse locations and driving scenar-
ios, enhancing the robustness and adaptability of the developed models.

• Exploring online parameter estimation and adaptive control for real-time behavior
adjustment in response to dynamic environmental changes.

• Investigating the application of these methodologies to other scenarios such as inter-
sections, roundabouts, and pedestrian interactions.

• Further integrating persuasion models within the POMDP framework to improve the
interactive decision-making process.

• Advancing the hierarchical planning frameworks to accommodate a broader range of
scenarios and operational conditions.

• Continuing the development of offline-to-online training schemes like GOLD, focusing
on optimizing the balance between performance and computational efficiency.

7.4 Concluding Remarks

In conclusion, this dissertation represents a significant step forward in the field of safe and
trustworthy decision-making through reinforcement learning. The methodologies and find-
ings outlined here not only advance our understanding of RL in complex, real-world envi-
ronments but also lay the groundwork for future innovations in autonomous systems. The
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intersection of theoretical research and practical application, as demonstrated in this work,
will undoubtedly inspire further exploration and development in the quest to create safer,
more efficient, and adaptable autonomous technologies.
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